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Two original algorithms are proposed for the computation of bifurcation points in fluid mechanics. These algorithms co
finding the zero values of a specific indicator. To compute this indicator a perturbation method is used which leads to an a
expression of this indicator. Two kinds of instability are considered: stationary and Hopf bifurcations. To prove the efficie
advantages of such numerical methods several numerical tests are discussed.

Keywords:Bifurcation indicators; Hopf bifurcation; Asymptotic numerical method

1. Introduction

In this paper, we are interested in numerical investigations of two types of classical instability: stationary an
bifurcations. A stationary bifurcation corresponds to a transition from a steady flow (usually symmetric) to a
flow (in most cases, with nonsymmetric solutions), whereas a Hopf bifurcation indicates the appearance o
periodic solution from a steady branch. The conditions necessary for encountering a Hopf bifurcation are as
[1,2] a stationary solution exists for which two of the eigenvalues of the Jacobian matrix cross the imagina
This means that ifζk are the eigenvalues of the Jacobian matrix, then at a Hopf bifurcation point, two eigenval
purely imaginary (i.e.ζ1 = ζ 2 = iω , Re(ζk) �= 0 for k � 3).

Common methods for computing Hopf bifurcation points precisely are generally divided into two familie
“indirect” and the “direct” method. The indirect method consists of finding the solutions of the equation Re(ζ ) = 0
along the stationary solution branches. This method requires, for each steady state solution, the computat
eigenvalues of the Jacobian matrix [3]. In some cases, when the number of unknowns of the system is too
sometimes impossible or at least highly prohibitive to compute all eigenvalues. In such cases, only part of the s
is calculated [4] using, for example, an Arnoldi algorithm [5].
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The direct method consists of solving an augmented system whose solutions are Hopf bifurcation poin
This method does not need to follow the stationary solution branch, but it requires good initial values (a goo
Reynolds number and a good approximation of the initial eigenvalue) to obtain an acceptable convergence.

In this paper, we propose another method, which can also be included in the family of indirect methods
different function (not, Re(ζ )= 0) to characterize the bifurcation points. This method is based on the introduct
indicators with the distinctive feature of having zero values at singular points. These indicators were first de
in structural stability mechanics. Boutyour et al. [8] have defined a stationary indicator. Bensaadi [9] has p
theoretical work on the determination of Hopf bifurcation and Tri et al. [10] have applied this theory in stru
problems. We use these indicators and adapt them for fluid instability problems.

The basic idea is to perturb the stationary solution (writtenUλ) by a load vectorµf , whereµ is the intensity and
f is a given vector force. The linearized and perturbed problem arising from this perturbation can then be w
the following form:

£T (Uλ,ω) · �V = µf (1)

where�V is the fluctuation in the velocity resulting from the perturbation force. £T (Uλ,ω) is an operator which
depends on the Reynolds number (via the fundamental stationary solutionUλ) and, for the Hopf bifurcation, of th
angular frequencyω. This operator depends on whether it is a stationary or a Hopf bifurcation that we are looki
In Eq. (1) one can see that whenµ is null, then (1) is equivalent to an eigenvalue problem. So the quantityµ is our
indicator of bifurcation (as will be shown later): computation of the bifurcation points consists of finding the p
the fundamental solution branch whereµ is equal to zero.

When stationary bifurcations are considered, the indicator only depends on the fundamental point,Uλ. This sta-
tionary solution is computed using a perturbation method combined with the finite element method (Asy
Numerical Method [11–14], “ANM”). Thus,Uλ is an explicit analytical function of a path following parameter “a”.
Considering the previous idea, the bifurcation indicator only depends on this path parameter. This property
used by Boutyour et al. [8] and Tri et al. [15] to determine the stationary bifurcation points in structural an
mechanics. They used a perturbation method to compute both the indicatorµ and the vector�V . The advantages o
such a method are as follows: On one hand, in order to determine the quantitiesµ and�V the operator £T (Uλ) is the
same as that used to compute the stationary solution branches. This therefore leads to a very small increa
time to evaluate the indicator as compared with the CPU time required to compute the stationary solution
other hand, when solving a nonlinear problem with ANM, the solutions are continuously known, as is the in
The indicator is then determined along the whole solution branch and not just for some points as the quanti(ζ )

with the indirect method mentioned above.
In the case of a Hopf bifurcation, the indicator depends on the path following parameter “a” and also on the angula

frequencyω. So Tri et al. [10] have used a perturbation method with these two parameters (a andω). However this
method is very difficult to apply and it is almost impossible to build an automatic method for detection of bifur
points in this way. To overcome these two drawbacks, we propose another way here, which consists of se
Reynolds number and taking the angular frequency as the perturbation parameter. In this way we can ea
perturbation method and also a continuation method (Cochelin [11]) to compute the indicator for each valu
angular frequency.

The first part of this paper is devoted to the determination of stationary bifurcation points on stationary br
which are solutions of the Navier–Stokes equations. The second part proposes the determination of the fi
bifurcation on the stationary solution branches of the Navier–Stokes equations.

2. Bifurcation indicators for fluid mechanics

We consider a viscous incompressible fluid whose motion is governed by the stationary Navier–Stokes eq−νui,jj + ujui,j + 1

ρ
p,i = 0 in Ω,

(2)

ui,i = 0 in Ω
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whereν is the kinematic viscosity,ρ is the density, and where the velocityu and the pressurep are the unknowns
The boundary conditions are:

u = λud on∂uΩ (3)

whereud is the prescribed velocity on the boundary∂uΩ of the fluid domainΩ . The parameterλ can be identified
as the Reynolds number. It should be noted that only Dirichlet boundary conditions are considered here.
Neumann boundary conditions could easily be used. The problem is written in the following operator form:{

L(U) + Q(U,U) = 0,

u = λud on∂uΩ
(4)

whereL(U) represents a linear operator, function ofU (Laplacian and divergence operator),Q(U,U) a quadratic
operator (convection term), andU a mixed unknown vector defined as:

U =
{

u

p

}
. (5)

2.1. Indicator for stationary bifurcation

In this section, we present a numerical method for determining stationary bifurcation points. A knowle
the fundamental solution of the Navier–Stokes equations,Uλ is assumed. This steady solution can be determined
example, with an ANM [12,13] or with the incremental-iterative Newton–Raphson method. ANM consists of ap
a perturbation technique in a stepwise manner [11]. The solution is represented by a sequence of local po
approximations. The first method is used in our approach since less CPU time is needed to evaluate the soluti
than with the Newton–Raphson method [13]. Moreover, the ANM solution curves are determined continuou
not point by point as with the incremental-iterative method.

The fundamental solutionUλ verifies the following equations:{
L(Uλ) + Q(Uλ,Uλ) = 0,

uf = λud on∂uΩ.
(6)

This fundamental solution is perturbed by a load vectorµ.f whereµ is an unknown scalar andf is a known random
vector. Thus a fluctuation in the velocity field�V takes place. Let us denoteU = Uλ + �V . Inserting this expressio
in the stationary Navier–Stokes equations (4) and neglecting second-order terms in�V , we obtain the following new
problem:{

LT (�V) = µf,

�V = 0 on∂uΩ.
(7)

HereLT (•) is the tangent operator defined by the expression:LT (•) = L(•) + Q(•,Uλ) + Q(Uλ,•).
A supplementary condition has to be imposed to obtain a well-formulated problem. Here we require

increment�V − �V0 is orthogonal to�V0, which gives the following relationship:

〈�V − �V0,�V0〉 = 0 (8)

with 〈•,•〉 being the Euclidian scalar product, and�V0 the solution of the linear system (7) withµ = 1:{
LT (�V0) = f,

�V0 = 0 on∂uΩ.
(9)

Finally, the system to be solved is written as:
LT (�V) = µf,

〈�V − �V0,�V0〉 = 0,

�V = 0 on∂uΩ.

(10)
3



r.
knowns.
s of both
anics

ted using
eries of

olution
, this
ppearing

e:

g

pf
ch

u [17]).
The scalarµ and the vector�V are computed using:
µ = 〈�V0,�V0〉

〈[KT (Uλ)]−1 · {f },�V0〉 ,
�V = µ[KT (Uλ)]−1 · {f },
�V = 0 on∂uΩ

(11)

where[KT (Uλ)] is a discrete matrix corresponding to the tangent operatorLT (�V).
Note that the resolution of system (11) demands, the triangulation of the matrixKT (Uλ) for each Reynolds numbe

So that a considerable amount of CPU time is needed to evaluate it, when there is a high number of un
A perturbation method can be used to reduce this CPU time. This consists of using asymptotic expansion
indicatorµ and the vector�V . This method has been applied in structural mechanics [8,16] and fluid mech
[15] and leads to a very small increase in computing time because the operator needed to evaluateµ and�V is the
same as that needed to compute the fundamental solution. Moreover, if the fundamental solution is compu
polynomial approximations, it is then an easy and economical way (in terms of CPU time) of using power s
the path parameter “a” to determine the scalarµ and the vector�V (see [8,16]).

The scalarµ represents our stationary bifurcation indicator and is defined at each point of the fundamental s
of Eq. (4). When the operatorLT (�V) is singular, the indicator is equal to zero. In elastic structural problems
indicator can be identified as a stiffness measure. A stationary bifurcation point then corresponds to a disa
stiffness (Boutyour et al. [8]).

2.2. Indicator for Hopf bifurcation

We now consider the nonsteady Navier–Stokes equations which are also written in terms of operators her{
M(U̇) + L(U) + Q(U,U) = 0,

U = λUd on∂uΩ
(12)

whereM is the mass matrix. A perturbation�V of the stationary solutionUλ is inserted in Eq. (12). Disregardin
second-order terms in�V , Eq. (12) becomes:{

M(�̇V) + LT (�V) = 0,

�V = 0 on∂uΩ
(13)

with LT (�V) being the tangent operator defined at the fundamental pointUλ (see Section 2.1). In the case of Ho
bifurcation, we are looking for points where the tangent operatorLT (�V) has a complex pair of eigenvalues whi
cross the imaginary axis. Let us introduce:

�V(t) = �V · eiωt (14)

whereω is the angular frequency. Relationship (14) is inserted in Eq. (13), and gives:{
LT (�V ) + iωM�V = 0,

�V = 0 on∂uΩ
(15)

where�V is a complex vector whose real part is written as�V a and its imaginary part as�V b. We change the
right-hand side of Eq. (15) byµf :{

LT (�V ) + iωM�V = µf,

�V = 0 on∂uΩ
(16)

whereµ is still a scalar, andf is a random load vector, assumed to be real. The scalarµ is our bifurcation indi-
cator, which has the properties of always being positive and null at a bifurcating point (Bensaadi [9], Cado
System (15) is written in the real domain:[

KT (Uλ) −ωM

ωM K (U )

][
�V a

�V b

]
=

[
µf

0

]
. (17)
T λ
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Finally, to compute the Hopf bifurcation points, the following system has to be solved:{
£T (Uλ,ω) · �V = µf,

�V = 0 on∂Ωu
(18)

with £T (Uλ,ω) being an operator defined at a point on the stationary solution branch (Uλ) and for a given value of th
pulsation (ω). This operator is twice the size of the stationary equations. Note that Eqs. (18) and (7) are quite

The next step is to find where in the fundamental branchUλ, the scalarµ is null. System (18) is equivalent to
linear eigenvalue problem whenµ is equal to zero. In this case, the angular frequencyω is the imaginary part of th
critical eigenvalues and�V is the corresponding eigenvector.

To ensure the uniqueness of the solution, an additional condition is needed. This condition is introduced
specifying a value for the norm of the vector�V :

‖�V ‖2 = ‖�V0‖2. (19)

The vector�V0 is a solution of the problem:

�V0 = £−1
T (Uλ,0) · f. (20)

Condition (19) leads to the following definition of the bifurcating indicator:

µ =
√

〈�V0,�V0〉
〈U∗,U∗〉 (21)

where

U∗ = £−1
T (Uλ,ω) · f. (22)

Finally, the complex vector�V , solution of Eq. (18), is given by:

�V = µU∗. (23)

It can be noted that condition (8) in Section 2.1 can also be used to define the indicatorµ:

〈�V − �V0,�V0〉 = 0. (24)

In this case the bifurcating indicator is defined by the following expression:

µ = 〈�V0,�V0〉
〈U∗,�V0〉 , with condition (24). (25)

This second condition is very interesting because it leads to a linear expression of the bifurcating indicatorµ. Unfor-
tunately, the numerical results presented in the following sections show the difficulties of using such an ex
with a perturbation method.

3. Numerical implementation

In this section, we will first discuss the numerical method we use to compute the stationary and Hopf in
We then discuss the best choice for the additional conditions (expressions (19) and (24)) in order to com
Hopf bifurcation indicator with a perturbation technique. Finally, we propose a continuation method for com
the indicator of Hopf bifurcation for all values of the angular frequency. Discussion and results for the sta
indicator will be given in Section 4.1.

3.1. Spatial discretization

The numerical tests presented here are obtained using the finite element method. A quadrilateral eleme
(Q9/3D [18]) with nine nodes for the velocity and three for the pressure. A penalty method [18] is used in the
continuity equation. Velocities are interpolated by biquadratic functions, whereas discontinuous linear funct
used for the pressure. The use of the finite element method leads to a discrete mass matrixM and a tangent matri
KT (Uλ) (resulting from the discretization of the tangent operatorLT (Uλ)).
5
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3.2. Comparison of the two additional conditions (19) and (24)

In this section, the two indicators defined in Eqs. (21) and (25) are compared. The numerical test is pe
considering the flow around a cylinder. The configuration and the boundary conditions are presented in Fig
Reynolds number of the flow is determined from the inlet velocity and the diameter of the cylinder. We first p
a “direct computation” of the indicators and of the corresponding vectors�V . For a given value of the angula
frequencyω, systems (25) and (21) are solved. A givenω together with the triangulation of the operator £T (Uλ,ω)

provides the corresponding values of the Hopf indicatorsµ and the complex vector�V . The results for each indicato
and for a Reynolds number in the region of 52 are represented as a function of the angular frequency in
for system (25) and in Fig. 2(b) for system (21). The algorithm for the direct computation can be summarize
following steps:

1 Given initial values ofω0 (usually equal to zero) andUλ

2 Compute�V0 = £−1
T (Uλ,0) · f

3 Evaluateω = ω + �ω, where�ω is a known increment

4 Compute�V andµ by solving system (21) or (25)

5a If ω = ωmax

then – changeUλ and goto 2
– or stop algorithm

5b Else goto 3

Note that this procedure is an incremental method and the solution is then known point by point. A small increm�ω

gives an excellent description of the curves(ω,µ) but involves some additional CPU time. The most time-consum
step in the direct computation is step 4 because it requires the triangulation of the operator £T (Uλ,ω).

Another difficulty may arise when definition (25) is used to evaluate the indicatorµ. For some values of the angul
frequencyω, the vectorU∗ (with U∗ = £−1

T (Uλ,ω) ·f ) can be orthogonal to the initial vector�V0. In this case, which
remains an exception, the scalarµ is infinite (see Eq. (25)). In Fig. 2(a) such a point is reached forω in the region
of 5. Clearly, for this latter angular frequency, an infinite value of indicatorµ is computed with expression (25
resulting from the zero value of the denominator of the fractional expression (25). On the other hand, expres
does not lead to such singular points. Thus, with this latter expression the indicatorµ is well-defined for any angula
frequencies.

Fig. 1. Flow around a cylinder, description of the geometry.
6
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Fig. 2. Indicator versus angular frequency, flow around a cylinder with Reynolds number equal to 52.

The initial ω0 value is generally chosen to be zero. However, for some examples, when the critical angu
quencyωc is known, it is more appropriate to take an initial valueω0 near this critical number. For the flow arou
the cylinder, the critical values of the Reynolds number and the angular frequency (through the Strouhal num
now well known (Rec ≈ 46–47,ωc ≈ 4). In this special test, it is helpful to reduce the total computing time o
direct computation by choosing an initial valueω0 close to this critical value. However, in almost all studies, th
critical flow parameters are not known. So the use of an incremental method is not the best choice. More
solving problem (21)–(23) which only depends on one parameterω, a perturbation method [19,12] is better than a
iterative method, as for example, the Newton–Raphson method. Indeed, with this method, only one triangu
the operator £T (Uλ,ω) is needed in order to compute an analytical part of the (µ,ω) curve. In the next paragraphs w
will review the perturbation and continuation techniques for calculating this (µ,ω) curve.

3.3. Perturbation technique

The basis of the perturbation method is the performance of a Taylor expansion in terms of the pulsationω of the
two unknowns (µ,�V ) near to a known solution (µ0,�V0):{

�V = �V0 + ω�V1 + ω2�V2 + · · · + ωp�Vp,

µ = µ0 + ωµ1 + ω2µ2 + · · · + ωpµp.
(26)

These asymptotic expansions are then inserted in Eqss. (16) and (19). This latter condition (19) is chose
of (24) so as to ensure the continuity of the (µ,ω) curves. This property is compulsory when a perturbation techn
is used. With the help of balancing terms with identical powers forω, we obtain the following set of equations:

Order 0 in ω:{
KT (Uλ) · �V0 = f,

µ0 = 1,

�V0 = 0 on∂Ωu.

(27)

Order 1 in ω:{
KT (Uλ) · �V1 + iM · �V0 = µ1f,

〈�V1,�V0〉 = 0,

�V1 = 0 on∂Ωu.

(28)
7
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Orderp in ω:
KT (Uλ) · �Vp + iM · �V(p−1) = µpf,

2 · 〈�Vp,�V0〉 + ∑p−1
r=1 〈�V (p − r),�Vr 〉 = 0,

�Vp = 0 on∂Ωu.

(29)

Finally, at each order, the indicator and the complex vector could be computed from the following expression�V0 = [KT (Uλ)]−1 · f,

µ0 = 1,

�V0 = 0 on ∂Ωu.

(30)

Sincef has been chosen as being real, the�V0 vector is also real. This condition on thef random vector leads t
some remarkable properties concerning the indicator and the complex vector at each order. For instance, by
expression (30) at order 0 in Eqs. (28), the indicator and complex vector at order 1 become:{

�V1 = −i[KT (Uλ)]−1 · M · �V0,

µ1 = 0.
(31)

At order 1, the indicator is equal to zero and the corresponding vector is purely imaginary.
�V2 = µ2�V0 + �V ∗

2 ,

µ2 = −〈�V1,�V1〉 − 2〈�V ∗
2 ,�V0〉

2 · 〈�V0,�V0〉 ,

with �V ∗
2 = [KT (Uλ)]−1 · M · �V1.

(32)

At order 2, the indicator is computed with the use of expressions (32) and the complex vector at this orde
Finally, a general expression for both indicator and complex vector can be made for any orderp:

Orderp, with p even:
�Vp = µp�V0 + �V ∗

p ,

µp = −2〈�V ∗
p ,�V0〉 − ∑p−1

r=1 〈�V(p−r),�Vr 〉
2 · 〈�V0,�V0〉 ,

�V ∗
p = [KT (Uλ)]−1 · M · �V(p−1).

(33)

Orderp with p odd:
�Vp = i�V ∗

p ,

µp = 0,

�V ∗
p = −[KT (Uλ)]−1 · M · �V(p−1).

(34)

Previous expressions (33) and (34) are used to build series (26) which are written in the following forms:{
�V = {

�V0
0

} + ω
{ 0

i�V ∗
1

} + ω2
{

�V2
0

} + · · · + ω(p−1)
{ 0

i�V ∗
(p−1)

} + ωp
{

�Vp

0

}
,

µ = µ0 + ω2µ2 + ω4µ4 + · · · + ωpµp with p even.
(35)

This method has been applied to compute the indicator and the complex vector for the flow around the cylin
results for several truncation orders of asymptotic expansions and for a Reynolds number equal to 46 are pl
compared with the direct method (Section 3.2) in Fig. 3. It is shown that the series have a finite radius of conv
The asymptotic representation of the solution is only valid up to a certain value of the angular frequencyω. For
the highest truncation order (order 22), the asymptotic expansion seems to be valid up to a value ofω equal to 1.
Since the “area of interest” of this test is located nearω ≈ 4, this first step of the perturbation technique is
sufficient to study the stability of this example. In order to determine the indicator for any angular frequency
we propose applying the perturbation method step by step. This method, called the continuation technique
been successfully applied for the computation of the complete solution branches of nonlinear problems (n
elasticity [11] or Navier–Stokes equations [13]).
8
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reference (direct computation with Eq. (21)), for flow around a cylinder at Reynolds number equal to 46.

3.4. Continuation technique

The continuation technique consists of applying the perturbation technique from a new starting point (µ0,�V0).
First the range of validity of approximation (35) is computed automatically using the following criterion [11]:

ωm =
(

ε
‖�V1‖
‖�Vp‖

)1/(p−1)

(36)

where ε is a small number andp the truncation order of the series expansion. The end of the solution
(ω,µ(ω),�V (ω)) = (ωm,µm,�Vωm) is defined by criterion (36) and expansions (35) and this point is take
the new starting point(ω0,µ0,�Vωm). The angular frequency then becomes:

ω = ω0 + ω̂ (37)

whereω̂ is the new perturbation parameter. The unknowns (µ,�V ) are again expanded into power series and bal
ing identical powers in̂ω gives a new set of linear equations:

Order 0 in ω̂:
µ0 =

√
〈�V i

0,�V i
0〉

〈�V ∗
0 ,�V ∗

0 〉 ,

�V ∗
0 = £T (Uλ,ω0)

−1 · f,

�V0 = µ0�V ∗
0

(38)

where�V i
0 is the solution of the first step of the method (i.e.�V i

0 is solution of Eq. (30)).

Order 1 in ω̂:
µ1 = −〈�V ∗

1 ,�V0〉
〈�V ∗

0 ,�V0〉 ,
�V ∗

1 = i£T (Uλ,ω0)
−1 · M · �V0,

�V1 = µ1�V ∗
0 + �V ∗

1 .

(39)
9



mputation

at
)
ed using
e same.
with an

be
ove

bles
as been
xample of
ynolds
Fig. 4. Bifurcation indicator versus angular frequency—comparison of the continuation technique solution and the reference (direct co
with Eq. (21)), for flow around a cylinder at a Reynolds number of 52.

Order p inω̂:
µp = −2 · 〈�V ∗

p ,�V0〉 − ∑p−1
r=1 〈�V (p − r),�Vr 〉

2 · 〈�V ∗
0 ,�V0〉 ,

�V ∗
p = i£T (Uλ,ω0)

−1M · �Vp−1,

�Vp = µp�V ∗
0 + �V ∗

p .

(40)

The linear systems (38)–(40) have the same tangent operator £T (Uλ,ω0). Only one triangulation of this operator (
order 0, Eq. (38)) leads to the determination of an analytical part of the curve (µ,ω). The following problems (40
need only backward and forward substitutions. It should be noted that problems (38)–(40) can also be solv
an iterative solver (like GMRES). But in this case, the CPU times required to solve all these problems are th
Finally, the total CPU times for computing all the terms of the asymptotic expansions (35) can be greater
iterative solver than with a direct solver even if the problem involves a large number of unknowns.

Two different ways of calculating the starting point (µ0,�V0) at each step of the continuation technique can
deduced from the property of the common tangent operator £T (Uλ,ω0). The first method has been discussed ab
(by inserting the optimal valueωm in the asymptotic expansions (35)). The second way is to compute values (µ0,�V0)
for the new value of the angular frequencyω0 by solving system (38) for the order 0. This second method ena
us to avoid accumulations of errors due to successive polynomial approximations (with method one) and h
chosen in the numerical tests presented in this paper. The continuation technique has been applied to the e
the flow around a cylinder. A comparison of this method and direct computation is given in Fig. 4 for a Re
number of 52.

The final algorithm for precise determination of the Hopf bifurcating point is as follows:

0. Set the parameters of the method:
(a) The area of interest for the Reynolds number:Rec ∈ [Re1,Re2].
(b) The order of truncation of the asymptotic expansions:p.
(c) The number of steps in the continuation technique.
(d) The minimum value of the indicator:ε.

1. Compute the stationary solutionUλ and the corresponding Reynolds number,Re, with ANM [13].
2. If Re∈ [Re1,Re2], then:

2.1 Computation of theµi and�Vi :
10
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(i) first step with the expressions (30), (33) and (34).
(ii) following steps with the expressions (38) and (40).

2.2 Evaluation of the range of validity of asymptotic expansions with the criterion (36).
2.3 Building of series with the expression (35), for the first step, or with the expression (26) for the foll

steps.
2.5 For this Reynolds number, determine the value of the angular frequencyω where the indicatorµ is minimum,

(ωRe
mini,µ

Re
mini):

2.6.1 First step:(ωmini,µmini) = (ωRe
mini,µ

Re
mini)

2.6.2 Following steps: IfµRe
mini < µmini Then(ωmini,µmini) = (ωRe

mini,µ
Re
mini)

3.1 If µmini < ε then
3.1 Rec = Re, ωc = ωmini
3.2 Stop

3.2 Else goto 1.

4. Applications and discussion

In this section, we will consider several traditional fluid stability tests to assess the ability of the methodolo
has been presented to predict stationary and periodic bifurcations.

4.1. Computation of stationary bifurcation points in fluid flows

We will first apply the stationary indicator defined in Section 2.1 to the example of a two-dimensional sym
flow through a channel with a symmetrical expansion about its centerline. Shapira et al. [20] have proposed
stability analysis with computation of eigenvalues for several channel width values. In this paper, we con
configuration that Shapira has also investigated: a channel expansion ratio of 2 and an expansion angle oα = 90◦
(see Fig. 5). The configuration and the boundary conditions are given in Fig. 5. A parabolic velocity profile is im
at the inlet channel (in thex direction). The Reynolds number is based on the channel diameter (d), the maximum
velocity at the inlet and the kinematic viscosityν:

Re= Umax · d
ν

. (41)

The mesh used in the numerical computations is made of 642 elements (Q9/3D) (roughly 6000 degrees of
for velocity). The stationary solution is computed with an Asymptotic Numerical Method [13]. This method
automatic procedure which allows a nonlinear solution branch to be followed. Such a method can lead t
accumulation in the continuation procedure near a turning point or a bifurcating point. To illustrate this id
velocity Ux measured at the location P1 (see Fig. 5) is plotted versus the Reynolds number in Fig. 6(a). In t
a step accumulation is observed for a Reynolds number close to 200 (each step in the continuation pro
represented by a square symbol on curve Fig. 6(a). We then apply the procedure for detection of stationary b

Fig. 5. Configuration and boundary conditions for flow in a channel.
11



versus
the same
real and

compute
rameters
for a
points

g only

ars. The
sing an
roposed
oblems.
eral flow
gree of

The
Reynolds
on. The
merical

case of
, written
ns have
d versus

indicator
r is zero,
ve
Fig. 6. Study of stability of flow through a channel with a symmetrical expansion.

points given in Section 2.1 for a Reynolds number between 200 and 250. In Fig. 6(b) the indicator is plotted
the Reynolds number. This indicator is equal to zero for a Reynolds number value between 214 and 215. For
example, Shapira et al. [20] have found that the eigenvalue which corresponds to the least stable mode is
changes sign for a Reynolds number between 212.2 and 216 (the eigenvalue is equal to−0.637E−3 for Re= 212.4
and 0.1E−3 for Re= 216).

This indicates that for a Reynolds number greater than 216, several other steady solutions exist. Thus, to
these stationary solution branches after the bifurcating point, we performed computations with several pa
of the ANM. The streamlines of the flow for three different computations with the ANM are given in Fig. 7
Reynolds number equal to 600. Another interesting feature of the ANM is the ability to jump near bifurcation
to different bifurcation branches (see Cochelin [11], Boutyour et al. [8] for further explanations) by modifyin
some parameters of the continuation method.

Our indicator therefore gives accurate values for the critical Reynolds number where a bifurcation appe
eigenmode corresponding to the bifurcation can be computed either by applying linear interpolation or u
automatic procedure (Vannucci et al. [16]). In this paper, an easy automatic algorithm, based on ANM, is p
for calculating and switching on stationary branches emanating from a bifurcating point in solid mechanics pr

It should be noted that this indicator has been applied for studying the Coanda effect which occurs in sev
configurations [21] (sudden expansion with or without divergent, open cavity). This work shows a high de
consistency between the results obtained with the stationary indicator and the results found in the literature.

4.2. Computation of Hopf bifurcation points in fluid flows

4.2.1. Flow around a cylinder
In this section, we will apply our Hopf bifurcation indicator to a traditional test: flow around a cylinder.

configuration and the boundary conditions are given in Fig. 1 and are the same as in Jackson’s study [7]. The
number is calculated taking the cylinder diameter, the kinematic viscosity and the inlet velocity into considerati
mesh used for all computations has more than 3000 velocity nodes. A Galerkin weighting was used in all nu
tests.

In the case of stationary bifurcation, for each Reynolds number, an indicator value was computed. In the
Hopf bifurcation, for each Reynolds number, we compute an indicator versus the angular frequency curve
GRe(µ,ω). We know for this example that the critical Reynolds number is between 40 and 50. So computatio
been performed in this range of Reynolds numbers. The results are given in Fig. 8 where the indicator is plotte
the angular frequency for several values of Reynolds numbers. A Hopf bifurcation is characterized by a zero
value. In fact, looking for some critical parameters (Reynolds number and angular frequency) whose indicato
consists of detection of the minimum of functionGRe(µ,ω). In Table 1 the minima of this function are given for fi
12
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Fig. 7. Flow in a channel—streamlines atRe= 600.

Table 1
Evolution of the minimum of functionGRe(µ,ω) versus Reynolds number, for flow around a cylinder

Re 38.00 43.83 45.98 46.13 47.53

µmini 0.903× 10−1 0.184× 10−1 1× 10−8 0.112× 10−2 0.11× 10−1

ω(µmini) 3.195 3.769 3.972 3.986 4.117
Number of steps 8 10 30 18 10

Reynolds numbers. The smallest minimum for these five Reynolds numbers occurs forRe= 45.98 andω = 3.972
(GRe=45.98 (µ = 1 × 10−8, ω = 3.972)). Since the critical angular frequency is found, it is then easy to com
the eigenvalue and the corresponding eigenmode for this point of bifurcation. Indeed, whenµ is zero then (16
becomes:{

LT (�V ) + iωM�V = 0,

�V = 0 on∂uΩ.
(42)

Therefore, iω is the eigenvalue and�V is the eigenmode. In this test, the eigenvalues corresponding to the
bifurcation areζ1 = ζ 2 = 3.972i. The corresponding eigenmode is simply computed with Eq. (26) withω = ωc =
3.972:

�V = �V0 + ωc�V1 + ωc
2�V2 + · · · + ωc

p�Vp. (43)

With these asymptotic expansions (43), there is no singular matrix at a bifurcating point because the
£T (Uλ,ω) is triangulated far from the singular point. In Fig. 9, streamlines for real 9(a) and imaginary par
13
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Fig. 8. Computations of indicator versus angular frequency for different Reynolds numbers, for flow around a cylinder.

of the bifurcating eigenvector are drawn. The Strouhal number corresponding to this bifurcating point is e
Stc = 0.137. This number is computed from the expression:

Stc = D · ωc

2πUxc

(44)

where the subscriptc indicates critical parameters. Jackson [7] found the following critical parameters for thi
Rec = 46.184,Stc = 0.138. These are similar to the values we found.

4.2.2. Flow around a square cylinder
We now consider the flow around a square cylinder. The geometry and the boundary conditions are given in

The mesh used leads to 3098 velocity nodes for 725 elements Q9/3D. This test is the same as that pro
14
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Fig. 9. Streamlines of the complex bifurcating eigenvector atRe= 45.98 andω = 3.972.

Fig. 10. Geometry and boundary conditions, for flow around a square cylinder.

Table 2
Evolution of the minimum of functionGRe(µ,ω) versus Reynolds number, flow around a square cylinder

Re 41.50 50.64 54.70 55.00 56.53

µmini 0.19 0.47× 10−1 2.65× 10−7 0.37× 10−2 0.18× 10−1

ω(µmini) 3.5 4.30 4.65 4.68 4.8
Number of steps 7 8 16 13 8

Kelkar and Patankar [22]. The Hopf bifurcation indicator has been computed for a Reynolds number betw
and 60. This Reynolds number is based on the length of the side of the square cylinder and also on the unif
velocity. In Table 2, the minima of functionGRe(µ,ω) are given for five Reynolds numbers. The indicator is alm
null (µ = 2.65× 10−7) for a Reynolds number equal to 54.70 and an angular frequency equal to 4.65. The
Strouhal number of this flow is computed using expression (44) in whichD is the length of the side of the squa
cylinder and the critical velocity is in the inlet velocity for a Reynolds number equal to 54.70. The critical St
number is thenStc = 0.135. This value is consistent with the numerical results reported by Kelkar [22] (Stc = 0.126)
and the experimental results of Okajima [23], close to 0.1 for a square cylinder.

4.2.3. Flow in a channel with a symmetric expansion
The two first tests are standard tests used in fluid stability analysis. With these tests our results have been

with the results found in the literature. We will now study the stability of the flow in a channel with a symm
expansion. This example has been studied in Section 4.1 and a stationary bifurcation has been found for a
number close to 215. We are now looking for a Hopf bifurcation from the bifurcated solutions that are displ
Fig. 7(a). Computations have been made for some Reynolds numbers between 10 and 900. The Hopf indica
plotted versus the angular frequency for four Reynolds numbers in Fig. 11. With these four values, we ca
15
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Table 3
Evolution of the minimum of functionGRe(µ,ω) versus the Reynolds number, for flow in a channel with
a symmetric expansion

Re 606 607 609 610

µmini 5.017× 10−3 2.949× 10−3 8.888× 10−4 1.118× 10−3

ω(µmini) 0.536 0.537 0.538 0.539

Number of steps 68 69 71 71

the zone of Reynolds numbers for which Hopf bifurcation can occur. Indeed, the indicator remains far fro
while the Reynolds number is less than 270. No Hopf bifurcation can be found in this area. On the other h
minima for the indicator tend to be zero for Reynolds numbers greater than 550. A first zone, for a Reynolds
between 606 and 610, is then isolated. The Hopf indicator for this zone becomes zero for an angular frequen
close to 0.5396, thus indicating a Hopf bifurcation for these critical parameter values (Rec = 609 andωc = 0.538
see Table 3). These critical numbers lead to a Strouhal number of 0.14 (computed with expression (44) in w
lengthD is the channel diameter andUxc is the maximum velocity at the inlet).

When the Reynolds number is increased, a second zone is found where the indicator is null. For Reynolds
between 617 and 621 (see Table 4), the indicator is then null for a critical Reynolds number of 620 and a
angular frequency of 0.6667. The Strouhal number for these critical parameters is thenStc = 0.17.
16
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Table 4
Evolutionof the minimum of functionGRe(µ,ω) versus the Reynolds number, for flow in a channel with
a symmetric expansion

Re 617 618 619 620 621

µmini 8.203× 10−3 4.884× 10−3 1.595× 10−3 1.588× 10−4 1.672× 10−3

ω(µmini) 0.6631 0.6646 0.6661 0.6667 0.6676
Number of steps 87 88 90 133 96

Table 5
First Hopf bifurcation in the 2-D lid-driven cavity. Comparison of the critical values obtained in the literature

Authors Rec Critical frequency

Proposed method 13 122 d.o.f. mesh b Fig. 14(b) 7890 0.44
Poliashenko and Audin [26] 7763 0.45

Fortin et al. [4] 1 4082 d.o.f. 7745 0.45
18 678 d.o.f. 7937 0.45
25 814 d.o.f. 7998.5 0.45
31 922 d.o.f. 8000 0.45

Cazemier et al. [24,27] DNS 7922 0.44
Cazemier et al. [24,27] POD 7819 0.60

Tiensinga et al. [28] 8375 0.43

Peng et al. [25] 100× 100 grid points 7402 0.59
150× 150 grid points 7694 –
200× 200 grid points 7704 –

Sahin and Owens [29] 129× 129 grid points 8244 0.45
193× 193 grid points 8109 0.45
257× 257 grid points 8069 0.69

Fig. 12. Geometry for the 2-D lid-driven cavity flow.

4.2.4. The 2-D lid-driven cavity flow
We will now consider the flow in a 2-D lid-driven cavity. The domain and boundary conditions of this proble

shown in Fig. 12. In the past decade there have been a large number of papers in the literature on the stu
stability of the 2-D lid-driven cavity. We limit ourselves here to the first Hopf bifurcation. A detailed descripti
the whole dynamic phenomenon that occurs in this example can be found in Cazemier [24] or Peng et al. [25

In Table 5 we have given the critical Reynolds number and frequency for which the steady flow becomes p
The results given by the proposed method are compared with the results found in the literature. A large
of authors have studied this problem using different methods to characterize the critical parameters. For
Poliashenko and Audin [26] use a direct method, Fortin et al. [4] compute the smallest eigenvalues of the
17
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resulting from the discretization of the Navier–Stokes equations. Cazemier et al. [27] propose a direct nu
simulation (DNS) for checking the results from a proper orthogonal decomposition (POD) coupled with an eig
computation of the resulting low dimensional matrix. Tiesenga et al. [28] have used a Newton–Picard metho
results in the determination of the eigenvalues. The results of Peng et al. [25] are obtained by a direct n
simulation while those of Sahin and Owens [29] rely on Arnoldi’s method.

For our computations, we have used a mesh with 80× 80 elements, that leads to 13.122 d.o.f. This correspon
the maximum size problem that can be processed with our computer resources. The corresponding mesh is
Fig. 14(b). Despite this coarser mesh, when compared with those used by Fortin et al. [4] the critical Reynolds
we obtain is very similar to those in the literature (Rec ≈ 8000). The critical frequency result based on our indicato
about the same as those in the literature (0.45).

For this example, several authors have computed the eigenvalues of the Jacobian matrix for a Reynold
close to 8000 (see for example Tiesenga et al. [28] or Fortin et al. [4]). These results are given in Table 6.
Reynolds number, there are a large number of eigenvalues close to the imaginary axis. For the critical R
number,Rec = 7890, the evolution of the indicator versus the frequency is plotted in Fig. 13. We have also gi
the minima of functionGRe=7890(µ,ω) in this figure. If we compare these values with the results presented in Ta
it is easy to see that these minima correspond to eigenvalues near the imaginary axis.

Fig. 13. The 2-D lid-driven cavity. Indicator versus frequency,Re= 7890.

Table 6
Eigenvalues near the imaginary axis from Refs. [28,4]

Eigenvalues and corresponding frequencies from

Tiesenga et al. [28] Fortin et al. [4]

λ St Re λ St Re

−0.0144±0.9392i 0.1495 8000 ≈ 2.83786i ≈ 0.45 8000
−0.0268±1.8667i 0.2971 8000 ≈ 1.95i ≈ 0.31 8000

0.0009± 2.764i 0.4399 8375 ≈ 1 ≈ 0.16 8000
−0.0312±3.7956i 0.6041 8375
−0.0151±3.3252i 0.5292 8875
−0.0348±4.4752i 0.7123 8875
18
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Table 7
Computations offirst Hopf bifurcation point—critical numbers for several mesh size

Numerical tests mesh Rec St

Flow around a cylinder 2800 d.o.f. 52.716 0.167
5000 d.o.f. 49.33 0.171
6400 d.o.f. 45.61 0.163

2-D lid driven cavity 3362 d.o.f., reg.-mesh 9224 0.19
3362 d.o.f., irr.-mesh 9151 0.48
7442 d.o.f., irr.-mesh 7119 0.45
13 122 d.o.f., reg.-mesh 7673 0.45
13 122 d.o.f., irr.-mesh 7890 0.44

Fig. 14. Meshes used for the 2-D lid-driven cavity.

4.2.5. Influence of the grid size and discretization scheme
We will now present a short examination of the influence of the mesh size for characterizing the Hopf bifu

This study concerns the flow around a cylinder and the 2-D lid-driven cavity. For the flow around a cylinder,
three different meshes and the corresponding numbers of d.o.f. are given in Table 7. Five meshes are used f
lid-driven cavity. One can distinguish two kinds of mesh: regular mesh (Fig. 14(a), denoted by reg.-mesh in
and irregular mesh (Fig. 14(b), denoted by irr.-mesh in Table 7). Clearly the critical Reynolds number and the
number converge with the fineness of the mesh. Our final results are aboutRec = 45.5–46,St= 0.16–0.17 for the flow
around the cylinder,Rec = 7600–7900,St= 0.44–0.45 for the driven cavity. As noted by Fortin et al. [4], the crit
frequency is not highly mesh sensitive. Moreover, in the second example, the accuracy of the results seems t
depending on the total number of d.o.f., rather than on a local fineness near the wall. Nevertheless, meshe
this study seem to be not enough fine to give relevant conclusions.

The weighting method is another important key for finite element solution of the Navier–Stokes equatio
example, a Petrov–Galerkin [18,30] weighting can be chosen. The advantage of this formulation is the elimin
the spatial oscillations that occur with a Galerkin weighting [18]. The difference between these formulations
the discretization of the convection term and the mass matrix [18,30]. Note that all previous results have been
with a Galerkin method. Details concerning the computation of the fundamental solutions and the bifurcatin
with the Asymptotic Numerical Method and a Petrov–Galerkin weighting are presented in Refs. [13,17]. In Re
it has been stated that the Petrov–Galerkin formulation often leads to incorrect estimations of the Hopf bifu
This conclusion is consistent with the point of view of Gresho [31] and Sahin and Owens [29], who do not reco
the use of upwind methods (such as the Petrov–Galerkin method) for computing fluid flow and instabilities.
19
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5. Conclusions

According to the computational tests presented here, the numerical methods we propose in this paper giv
values that are consistent with the results in the literature, for both stationary bifurcations and Hopf bifurcatio

In the case of the stationary indicator, the numerical method presented here can be improved using as
expansions (see Boutyour et al. [8] and Tri et al. [15]) and an automatic algorithm could be used to switch
bifurcating branches (see Vannucci et al. [16]).

In the case of Hopf bifurcation, the method gives accurate values of the critical parameters. Moreover, this
enables ready computation of the complex bifurcating eigenvector. Note that with a direct method [7] the c
bifurcating eigenvector is also determined and the critical parameters are also very accurate. With the a
presented in this paper, several critical points can be determined (see Section 4.2.3 for the flow in a chann
symmetric expansion). With this method, the convergence to a Hopf bifurcation point is not secure and dep
the choice of the initial values. However, the detection of a Hopf bifurcation point is difficult to automate wi
proposed method, because the indicator does not change its sign at the critical point. Thus, the method
in this paper could be combined with a direct method, for example by providing a good initial guess for th
computation.

We have not discussed the CPU time needed with the proposed algorithm in this paper. In fact the larges
of time is for the triangulation of the operator £T (Uλ,ω0). This is nearly ten times that required to triangulate
tangent matrixLT of the stationary nonlinear problem due to an appropriate storage of the operator £T (Uλ,ω0). On
the other hand, the total CPU time is governed by the number of steps in the continuation method (this m
number of triangulations of the operator £T (Uλ,ω0)). This number of steps can be reduced by using a continu
technique based on Padé approximants [32] instead of polynomial approximations. This continuation met
recently proposed by Elhage-Hussein et al. [33] and leads to a reduction of nearly 50 per cent in the numbe
within the asymptotic numerical method. Such a method can easily be applied to the algorithm presented her
same reduction in the number of steps in the continuation is expected.
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