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ABSTRACT

Automatic control systems with sophisticated caraigorithm
can be very large and complex. In order to imprake
automatic process control, it is important to depelfault
diagnosis strategy. A hierarchical scheme of fdatection and

isolation based on Decision Support System (DSS) is

presented. For fault diagnosis, a knowledge baseckedure is
required. In addition to analytic symptoms, heigist
information have to be taken into account. A patter
recognition method, a unified representation ofsgthptoms,
and a fuzzy expert system are integrated in thgnadistic tool.
This approach is applied to sensor fault detedticm chemical
plant, and compared with different methods.

Keywords: fuzzy decision, on-line fault diagnosis, pattern
recognition, fuzzy expert system.

1. INTRODUCTION

The aim of a diagnosis procedure is to solve twanma
problems: the fault detection which can be donediiecting
and analysing the information from the process, dnel
decision able to localise and give the type andbtigin of the
fault.

To realise a real-time diagnosis tool, a particul@cision
method is developed in order to detect sensorréslbased on
analytical redundancy. This tool is a special elemef a
diagnostic system applied to a complex process.

To solve these problems, the system can be dece@upot
subsystems. The modelisation of these subsysteads te the
residual generation. The residual evaluation prewidnportant
information, analytic symptomsnecessary to solve the
diagnostic problem.

Usually, the decision making is realised by an eletary
logic. Meanwhile, when multiple faults or false rafs occur,
the failures are not isolated [10]. Some specifithamatics
algorithms and an additional knowledge about thalydical
redundancy can increase the efficiency of the detimaking
[6][14]. This aim is achieved by the decompositiof the
method in four modules:

« the Analytic Symptoms Generation (ASG), provided by
classical redundancy residual generation and etiaiya

¢ the Heuristic Symptoms Generation (HSG), which is
generally provided using the human observation,

« the knowledge which contains all information abdle
process, the fault detection method, the differgmes of
failures and their propagation through the system,

e all the heuristic and analytic symptoms are used to
determine the faults affecting the process. The bélo
Diagnostic (GD) is achieved by the Symptoms Unifaa
(SV) [6], and a procedure of Pattern Recognition (PR)[1]. The
outputs of this tool give the type and confidenegrde of the
faults.

The architecture of such a diagnostic tool is thaited by the
following figure.
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| Measurements
.
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Knowledge Sysmptoms J residual
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Figure 1: Architecture of a Decision Support System

This paper is organised as follows: in the secordithird part,
the generation of the analytic and heuristic symmstoare
described. The knowledge base is defined in part. fdhe

resolution of the complete diagnosis problem wélgresented
in part five. Finally, to illustrate our approadhge simulation
results of a five tanks process are shown in part Bhe

concluding remarks are given in the last part.

2. ANALYTIC SYMPTOMS

Classical methods are used to produce analyticafrtion.
These methods require several measurable signaartisular
analytical redundancy of multivariable systems aetection
algorithm are developed to generate analytic sympto



Analytic Symptoms Generation: Redundant Symptoms.
The process models are considered to generatentilgtia
symptoms. Consider the following linear stochastystem
described in a state-space form:

Xk+1 =AX | +BU ¢ +w i
Yk =CXg +Vvg

The process parameters A, B and C are assumed toola k

k represents the sample; X, Y, U, w and v represent

respectively the state, the output, the input,stia¢ée noise and
the output noise vectors where:

Y :[yl...yn...y,\,]T and N is the number of sensors.

E{wy} =0, E{ w} =0, § X} = Xo

Vk Rkd 0
Eq| Wik EFWT w XOT] = 0 Qg O
Xo 0 0 R

with 8y is the Kronecker symbol.

The Kalman filter is used to estimate the statdordsased on
the input and output measurements:
Xk+Uk+1= (1 ~Kg+1C) [A X/ +
(1=K C)BUK +Kyp1 Vg
Ps1/k+1 = (1= Ky 100) LA TR CAT + Q)
Ki+1 = (A Py AT +Qy) [T THicky
Hi+1 = Ri1+ CIA Rk DAT + Q) (I

The model-based fault detection using the Dedic@tbserver
Scheme (DOS) can be achieved according to thewfilp

The symptom prepresents a persistence degree in time 9f S(s
The persistence is computed by countitige number of
occurrence of S{1 in a sliding window of width d where 1/d
is the resolution ofjp

The frankness and the persistence qualify the madmiof the
faults. The analytic symptoms; end pincrease the number of
information on the binary output $(sind must improved the
decision making. The following figure presents gemeration
of the analytic symptoms.

Residuals Symptoms

Input yp n »S(s)

— Residual >
Residual esidual

Generation Evaluation >P1

’ Method Method »S(s)

Input y, fj ——m

—;

Figure 2: Analytic symptoms generation

3. HEURISTIC SYMPTOMS

Heuristic symptoms are produced on-line using tptale
information in linguistic term defined by human ebsation, to
provide the fault decision.

Model-based Quality

The aim is to obtain a robust decision on uncetitsnof the
model because the matrix parameters A, B, and Coalg
estimations of the real system parameters [11]:

A = A + dA
Xk+1 =AX K +BU g B =B +35B
Yie= X cC=cCc+5C

principle: assuming that the system is totally obskle, a state
observer can be obtained using each measuremeableay,.
The number of observers is equal to the number of

with A ,B ,C represent the real matrices parameters and
0A ,0B,dC are the errors associated to each matrix. The

measurements. The redundant residuglsan be computed
[12]. If a bias occurs on sensqgesome residuals are equal to
zero and others are different from zero. A Gensedli
Likelihood Ratio test (GLR) is used for the residerzaluation.
Therefore the output vector of the GLR method, echll
coherence vector [1], can be built according tchestatistical
test applied to each residual:

S={S(g:j=1..J)

where J determines the number of residuals anpirggsesents
the state of theedundant symptoras S(3 is equal to zero
when the statistical characteristic of residuala ishite noise
and equal to one in some other case.

Analytic Symptoms Generation: Quality of the GLR te$
To improve the decision making, some further infation
must be considered such as the quality of the wabid
generation and evaluation, quantified by trenknessm and
the persistencey. The frankness pon the residuaj represents
the jump value of the statistical test with regad the
threshold test:
mj(k):l—J lThreshoId ’
ump;j(k + Threshold

m; 0[0.1]

human expert can represent a confidence Igvah ¢the model
by a linguistic term [2].

The heuristic symptom;vs then defined to take into account
the age of the system during the time. Some differe
qualitative rules can be established to repredeniquality of
the residual generation fromand v.

4. KNOWLEDGE BASE

Diagnostic Matrix

According to the DOS structure, a bias on sengphas a
signatureS§;,. A signature table can be designed for all the N
sensors:

S 2 SN | SN
r 0 0 0 0
I 1 1 0 0
ry-1 0 0 1 0
ry 0 0 0 1

This table is also calletdiagnostic matri% [10] or "structure



matrix' [4]. In this paper, this table is noted D withfdient
elements D(n,j) where n is the current number ofsees
(n=1,...,N) and j is the number of residuals (j=1).

Membership Functions and Linguistic Terms

The integration of different kinds of diagnosis lledge with
a unified diagnostic strategy is facilitated by tsgmbolical
approach. In order to unify all the symptoms, tremkness and
the persistence must be fuzzified. To achieve tagk, the
definition of the membership functions must be ddyethe
human expert during the system configuration, bseahe
knows all the information necessary to the defimitof these
functions [7]. These values are approximated anthiodd
experimentally.

Due to a real-time constraint, triangular or trapéal
membership function is chosen. An ambiguity dedresveen
the different linguistic classes is defined sucit tho more than
two membership functions are superposed.

Inference Matrix

In order to minimise the false alarm occurrence, nmast
consider the residual accuracy degree represetegdand v,
and the quality of the residual evaluation represgby mand

Pj-

It is known that when jcis small, the residual is probably
deviated from zero, which may lead to the increakéalse
alarm possibility. Moreover, if pis small, the fault detected is
nothing else but a false alarm. Therefore, in otdeincrease
the decision reliability or thérobustnessagainst false alarms,
it seems necessary to take into account theseniafton which
may lead to the variation of the vectoe®en in the absence of
failures.

Then, the parameterg g, my and pare linked to the symptom
quality p(g) by a fuzzy decision table, also noted inference
matrix [13], where each case represents a fuzeyasi

IF (G is Linguistic A at Fuzzy value W)
AND (v, is Linguistic B at Fuzzy value X)
AND (m is Linguistic C at Fuzzy value Y)
AND (p is Linguistic D at Fuzzy value Z)

THEN p(g) isMIN (A, B, C, D) atmin(W, X, Y, Z)
whereMIN (Large, Small) = Small anehin (0.1, 0.8) = 0.1

The decision table makes possible the implememtafar
fuzzy logic. This table can be considered as a rerable
because there is an adjustment of the ranges acegaw the
expert knowledge during the membership functiorfinidien.
The rules of this table assume that the confidesfcg(s) is
proportional to ¢ v;, m and p.

5. GLOBAL DECISION

The fault isolation using the redundant symptomalyais is
based on the following principle [4].

The signature§,, representing the state of the redundant
symptoms associated to a given failugg enakes possible the
failure detection and isolation, that is the signatanalysis.
This kind of methods can be associated to the uged by the
expert system. But, in the case of complex prosestese

rules may be insufficient to solve the problem. Teasons are
the following [10]:

¢ Many failures may occur simultaneously. It mearet ths
many rules as failure combinations have to be gdedr

¢ Since the measurement and the identification of the
redundant equations parameters are inaccurateutinber
of rules must increase in order to achieve an ap@E®
fault detection method.

While this kind of rules does not allow the failus®lation, a
method based on the computation of a distance etwiee
signatures and the redundant symptomsisihg the pattern
recognition is proposed [1].

Unification of Symptoms

Once the membership functions are defined, it isside to
fuzzify the variables pand p[5] in order to mix them with the
heuristic symptoms; @nd y. The use of the rules of the fuzzy
inference matrix allows the computation of the éderfice (3

of each S(§. These rules are implemented in the rules base of
an expert system. The working memory is firstly stitated by

the fuzzyfication of mand pin addition to cand y. When all

the validated rules are executed, this memory aositthe
linguistic terms describing the confidence;u(s

The moment or the barycenter method is then useefizify
the linguistic terms provided by the expert systh The
method is sensitive to the membership functiongpshand
takes into account all the variable informationeTduality on
the redundant symptom 9(& defined as follows:

u(g =0

O<p(g <1 The symptom quality on the residual
evaluation result is increasing.

S(g is a false alarm.

S(p expresses directly the state of the
concerned sensor.

=1

The redundant symptom (& then corrected by(s) which
leads to unified symptom: y(s u(s) . S(9

And a setU is defined as: l#{ y(i$: F1. }J

Pattern Recognition: Hamming indicator computation
Consider a seE of the signatures of the sensor failures which

can affect the process:

E={Sn=1..N}+Sp

where N is the number of sensors used to consthet
observers.

The signatures;, and S, are also defined as the following
sets:

§9ﬂ:{D(J,n)]:1J}and§JQ:{0’0,,O}

and D is the diagnostic matrix, J is the numbehefredundant
symptoms §;,is the failure signature on the sensgy @ndSy
is the signature of the fault free system.



The outputs of the decision method is noted e This The Process Description
~ This process is described by the following figure:

function represents the state or the confiden¢beofensor and
takes the following values:

Fe(ery) =0 No failure on the sensop,e a F secton of tank
~ L %

section of pipe

Fe(gm)) 101 A value expressing the probability of the
~ failure presence on the sensgy.e

Fe(em)) =1 The sensor gis faulty.

Particularly, E( @0)) is the fault free degree of the whole set Figure 3: The five tanks process

of sensors. Therefore, the decision method is aetlie

comparing the unified symptoms sEJt with the signatur&n. An operating point is given by the following values

The Hamming’s distance formula [8] is used to makis -
pattern recognition [1], [14], and [3]; input flow rates if°/s) o= 0.6004.1¢, = 0.0929.1¢
J —
5(U!Sgn) - lz |U U (S) _ D( jyn)l (l) OUtﬂOW COEf‘fICIentS pl=O.5, pZZO.S, R),ZO.G, p4:0.5,
LG =
-1 05=0.2
i
The resemblance between the redundant symptomsthend Section (f) tank = 15.4 10
signatures of the different failures has to be ys®l. Hence, N
the following function is defined: pipe = 0.5 10
—1_ levels (m) v10=0.5, %=0.47, =0.42,
F =1-3(U,S
E(e(m) (U, Sgn) ¥4=0.37, 1%5=0.32

Notice that, in the case of simultaneous failurasddferent
sensors, it is advantageous to consider only tfffereinces

|UU(3j)_ D(jn)| when D(,n) = 1. Hence, the Hamming A linearized model of this system around an opegafioint is

obtained and described by a continuous state space

distance defined in equation (1) becomes the nemtlifi representation where:
Hamming indicator:

|F—o.0212 00212 0 0 0 1|
J -
5 (U,Sgn) = W1 3 (luy(s) - D(j ) 1.D(in) } ) | 0.0212 00383 00171 0 0 |
T (nj=1 -~ A =| 0 00171 -00365 00194 0 |
| _
with W(n) is the number of the elements D(#) L 0 0 a0194 00347 0015
0 0 0 Q0153 - 0017
The fuzzy fault indicator F is achieved by:
1 o .
Dn¢01F§(e(n))—l Wen) ]Z::l{lug(sl) D(jn |.D(jn)} {64'9351 0 Tl
9 0 |
J
Fe(e)) = 1- %Z uy(s) 3) B=| O 64.9351 and C= k)
: = | o o |
In the case of a DOS structure the number of oresignature L 0 0 J

is constant such that W=2.(N-1).

Additive gaussian noises are considered for thailsition of

6. THE FIVE TANKS PROCESS the five tanks process. The input noise is equdlo% around
the mean value ;g The measurement noise is equal to 5%
This fault detection and isolation method is appli® a around the mean value y
er:r(])ltjkllaet:?n process composed of five tanks linkece do Before_running this m(_eth(_)d, the knowledg_e base iediuilt.
The diagnostic matrix is directly obtained by theO®
In this part, the localisation of the level senstaifures are structure. The membership functions are definetheyhuman
considered. expert according to his knowledge of the systenr. this

process and for the residual generation and evatuat



methods, the membership functions are chosen athen
following figure:

Pi

Figure 4: Frankness and persistence

Where the fuzzy sets are represented by Z : Ze&, Xery
Small, S: Small, A: Average, L: Large, VL: Very lgar

In the following study, a comparison between theé¢hfault

indicators for the fault decision is achieved. Tiivst one,

called "Hamming Indicatdt, is computed by the original
Hamming distance formula (1) based directly onrésundant
symptoms S¢» and not on the unified symptoms (sThe

second one, called"Modified Hamming Indicatdr, is

computed by (2) always based on the redundant symgpt
The last one is defined in (3) and is calléeuzzy Fault

Indicator'.

Case 1

Three biases of 4% on sensors y and y are considered
respectively at instants 100, 400 and 600. The ewisgn

between the three fault indicators shows the a@ggndf our
approach with regard to the classical Hamming ittics. As

shown in Figure 5, for the first indicator, the hémn making

is very difficult because the detection is almosgpossible.
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100 200 300 400 500 600 700 800 900 1000

samples

Figure 5: Hamming Indicator

Using "Modified Hamming Indicatdr, the decision making is
possible with a large rate of false alarms whike"#uzzy Fault
Indicatof makes possible the detection and isolation of
different failures with low rate of false alarmsemte, the
decision making is more accurate. At instant 60 &f

sensors are affected. Thus, the decision makingase and
more difficult due to the limitation of analytic dendancy
method (Figures 6 and 7).
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Figure 6: Modified Hamming Indicator
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Figure 7: Fuzzy Fault Indicator

Case 2

In this case, only one sensor failure)(is considered. 1000
samples are computed during the study. The aim é®mpare
the performances of these methods when the qualitthe
model changes.

In Figure 8, the histograms illustrate the previoesarks
about the dispersion of the decision making, wikigure 9
shows again the robustness of the unification agr@against
model uncertainties. When the quality of the masiélad, with
the "Hamming Indicatdt, all the histograms are superposed,



whereas with thé Modified Hamming Indicatdy, the rate of 7. CONCLUSION
false alarms is very large. But witRuzzy Fault Indicatdr the

decision is morérealistic'. In this paper, the Decision Support System (DSS) Ieen
— developed. The method used to realise this systdmased on
. Modified A . -
Hamming Hamming Fuzzy Fault the unification of heuristic and analytic symptorts fact the
Indicator Indicator Indicator unification makes the fault decision moteobust” against
model uncertainties, due to the parameter ideatifio or the
500 ageing of the system. This strategy leads to lals® falarms
| and non-detection. This decision support moduke [Ert of a
whole diagnostic system. That is why the output tiof
module, the fault indicator, must be accurate. dtheantage of
this approach is emphasised through the comparisitim
Hamming indicators and applied to the five tankscpss. The
DSS has been considered as a generic tool. Congdque
different residual generation and evaluation meshodn be
| L applied to detect and isolate different types dlufas. The
11 results obtained in this paper are encouraging alwv to
consider the real-time implementation.
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