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#### Abstract

We consider the Euler equations on the Lie algebra so $(4, \mathbb{C})$ with a diagonal quadratic Hamiltonian. It is known that this system always admits three functionally independent polynomial first integrals. We prove that if the system has a rational first integral functionally independent of the known three ones then it has a polynomial first integral that is also functionally independent of them (so called fourth integral). This is a consequence of more general fact that for these systems the existence of Darboux polynomial with no vanishing cofactor implies the existence of polynomial fourth integral.


## 1 Introduction

For a given system of (polynomial) ordinary differential equations depending on parameters, the question arises, how to recognize those values of the parameters for which the equations have (rational or polynomial) first integrals? Except for some simple cases, this problem is very hard and there are no satisfying methods to solve it.

In this paper we obtain a partial result concerning this problem relevant for the so-called Euler equations on Lie algebras [1, 2, 3, 6, [13, 14]. For these equations also the problem is largely open.

Let us recall their definition. Let $(L,[\cdot, \cdot])$ be a finite dimensional (real or complex) Lie algebra. $L^{*}$ its dual. For $f, g \in C^{\infty}\left(L^{*}\right)$ their Lie-Poisson bracket $\{f, g\}$ is defined by

$$
\{f, g\}(x)=\langle x,[d f(x), d g(x)]\rangle,
$$

where $x \in L^{*}, d f(x), d g(x) \in\left(L^{*}\right)^{*}=L^{* *} \approx L$, and where for $x \in L^{*}$ and $y \in L,\langle x, y\rangle=$ $x(y)$.

Recall that the function $F \in C^{\infty}\left(L^{*}\right)$ is a Casimir function of the Lie algebra $L$ if $\{f, F\}=$ 0 for every $f \in C^{\infty}\left(L^{*}\right)$.

Element $x \in L^{*}$ can be written $x=\sum_{i=1}^{n} x_{i} e_{i}^{*} ; x_{i} \in C^{\infty}\left(L^{*}\right), 1 \leq i \leq n$, where $\left\{e_{1}^{*}, \ldots, e_{n}^{*}\right\}$ is the basis dual to a fixed basis $\left\{e_{1}, \ldots, e_{n}\right\}$ of $L$.

For a given function $H \in C^{\infty}\left(L^{*}\right)$, the system of differential equations

$$
\begin{equation*}
\frac{d x_{i}}{d t}=\left\{x_{i}, H\right\}, \quad 1 \leq i \leq n \tag{1.1}
\end{equation*}
$$

is called Euler equations on the Lie algebra $L$ with the Hamiltonian $H$.
It is easy to see [13] that a function $F$ defined on $L^{*}$ is a first integral of system (1.1) if and only if $\{F, H\}=0$. In particular the Hamiltonian $H$ and any Casimir function of the Lie algebra $L$ are first integrals of system (1.1).

Only for Hamiltonians $H$ that are functionally independent of the Casimir functions, the right sides of system (1.1) does not vanish identically. That is why we will always suppose that the Hamiltonian and Casimir functions are functionally independent.
¿From now on we will concentrate only on complex six dimensional Lie algebra so(4, $\mathbb{C})$ the Lie algebra of the complex Lie group $\mathrm{SO}(4, \mathbb{C})$ and study one of the simplest examples of Euler equations on it - the Euler equations corresponding to the so called diagonal quadratic Hamiltonian.

The Lie algebra so $(4, \mathbb{C})$ admits two functionally independent polynomial Casimir functions. Thus any system of Euler equations on it always admits three functionally independent first integrals.

For this Lie algebra, on the level manifolds of two functionally independent Casimir functions any Euler system, at least locally, can be reduced to the standard Hamiltonian equations with two degrees of freedom (see Secs. 6.1-6.2 and Theorem 6.22 from [13]).

In appropriate basis of Lie algebra $\operatorname{so}(4, \mathbb{C})$ (see [1]), the Euler equations corresponding to a diagonal quadratic Hamiltonian $\frac{1}{2} \sum_{i=1}^{6} \lambda_{i} x_{i}^{2}$, take the following elegant form:

$$
\begin{align*}
\frac{d x_{1}}{d t} & =\left(\lambda_{3}-\lambda_{2}\right) x_{2} x_{3}+\left(\lambda_{6}-\lambda_{5}\right) x_{5} x_{6} \\
\frac{d x_{2}}{d t} & =\left(\lambda_{1}-\lambda_{3}\right) x_{1} x_{3}+\left(\lambda_{4}-\lambda_{6}\right) x_{4} x_{6} \\
\frac{d x_{3}}{d t} & =\left(\lambda_{2}-\lambda_{1}\right) x_{1} x_{2}+\left(\lambda_{5}-\lambda_{4}\right) x_{4} x_{5}  \tag{1.2}\\
\frac{d x_{4}}{d t} & =\left(\lambda_{3}-\lambda_{5}\right) x_{3} x_{5}+\left(\lambda_{6}-\lambda_{2}\right) x_{2} x_{6} \\
\frac{d x_{5}}{d t} & =\left(\lambda_{4}-\lambda_{3}\right) x_{3} x_{4}+\left(\lambda_{1}-\lambda_{6}\right) x_{1} x_{6} \\
\frac{d x_{6}}{d t} & =\left(\lambda_{2}-\lambda_{4}\right) x_{2} x_{4}+\left(\lambda_{5}-\lambda_{1}\right) x_{1} x_{5}
\end{align*}
$$

where $\lambda:=\left(\lambda_{1}, \ldots, \lambda_{6}\right) \in \mathbb{C}^{6}$. Exactly the same construction takes place for Lie algebra $\operatorname{so}(4, \mathbb{R})$, where $\lambda:=\left(\lambda_{1}, \ldots, \lambda_{6}\right) \in \mathbb{R}^{6}$ and equations (1.2) remain unchanged.

They always have three first integrals:

$$
\begin{equation*}
H_{1}=x_{1} x_{4}+x_{2} x_{5}+x_{3} x_{6}, \quad H_{2}=\sum_{i=1}^{6} x_{i}^{2}, \quad H_{3}=\sum_{i=1}^{6} \lambda_{i} x_{i}^{2} . \tag{1.3}
\end{equation*}
$$

Unless all the $\lambda_{i}, 1 \leq i \leq 6$, are equal, in which case the right hand sides of system (1.2) vanish, these three integrals are functionally independent.

The first integrals $H_{1}$ and $H_{2}$ are Casimir functions of the Lie algebra so $(4, \mathbb{C})$.
Whatever the chosen notion of integrability the system (1.2), to be integrable needs a supplementary first integral $H_{4}$, functionally independent of $H_{1}, H_{2}$ and $H_{3}$, called shortly a fourth integral. The only known cases when the fourth integral exists are the Manakov case, defined by the condition

$$
M=\lambda_{1} \lambda_{4}\left(\lambda_{2}+\lambda_{5}-\lambda_{3}-\lambda_{6}\right)+\lambda_{2} \lambda_{5}\left(\lambda_{3}+\lambda_{6}-\lambda_{1}-\lambda_{4}\right)+\lambda_{3} \lambda_{6}\left(\lambda_{1}+\lambda_{4}-\lambda_{2}-\lambda_{5}\right)=0
$$

and the product case, defined by the conditions

$$
\lambda_{1}=\lambda_{4}, \quad \lambda_{2}=\lambda_{5}, \quad \lambda_{3}=\lambda_{6}
$$

In both cases the fourth integral can be found among the polynomials of degree 2 at most (see [1],10]). As in [10] the table of these first integrals was not correctly printed, for the sake of completeness we reproduce its correct form in Appendix.

We will concentrate only on fourth rational integrals. As is well known, their absence implies the absence of algebraic fourth integrals [8, 18, 19] as well as the absence of meromorphic fourth integrals defined on some neighbourhood of 0 of $\mathbb{C}^{6}$ [20].

The main aim of this paper is to prove the following theorem.
Theorem 1.1. If for some $\lambda \in \mathbb{C}^{6}$, the Euler equations (1.2) admit a rational fourth integral, then they admit a polynomial fourth integral.

Let us note that from the validity of Theorem 1.1 in complex setting, its validity in real one follows immediately.

The proof of Theorem 1.1 is based on the study of so called Darboux polynomials (see Sec. 2.1) for Euler equations (1.2) and the rich symmetry properties of these equations.

Let us underline that the following conjecture remains open.
Conjecture . In both cases, so $(4, \mathbb{C})$ and $\mathrm{so}(4, \mathbb{R})$, Euler equations (1.2) have a polynomial fourth integral only either in the Manakov case or in the product case.

See [11, 3, 5, 6, [15, [17] for partial results which confirm it.
The paper is organized as follows. In Sec. [] we collect all auxiliary facts needed for the proof. In Sec. 3 Theorem 1.1 is obtained as a direct consequence of more general Theorem 3.1 concerning Darboux polynomials. Let us stress that all proofs are completely elementary.

Finally let us note that in [ 9 ] an exact counterpart of Theorems 1.1 and 3.1 is proved for so called natural polynomial hamiltonian systems of arbitrary degree of freedom.

## 2 Preliminaries

### 2.1 Darboux polynomials

Consider a polynomial system of ordinary differential equations defined in $\mathbb{C}^{n}$

$$
\begin{equation*}
\frac{d x_{j}}{d t}=V_{j}\left(x_{1}, \ldots, x_{n}\right), \quad 1 \leq j \leq n \tag{2.1}
\end{equation*}
$$

For a holomorphic function $F$ defined on some open subset of $\mathbb{C}^{n}$ let us define

$$
d(F)=\sum_{i=1}^{n} \frac{\partial F}{\partial x_{i}} V_{i}
$$

The operator $d$ is called a derivation associated with system of differential equations (2.1).
A polynomial $P \in \mathbb{C}\left[x_{1}, \ldots, x_{n}\right] \backslash \mathbb{C}$ is called a Darboux polynomial of system (2.1) if for some polynomial $S \in \mathbb{C}\left[x_{1}, \ldots, x_{n}\right]$ one has

$$
\begin{equation*}
d(P)=S P \tag{2.2}
\end{equation*}
$$

The polynomial $S$ is called a cofactor of the Darboux polynomial $P$. When $S \neq 0, P$ is called a proper Darboux polynomial. When $S=0, P$ is nothing but a first integral of system (2.1).

Here we mention some properties of the Darboux polynomials:
(D1) Let $P_{1}$ and $P_{2}$ be non-zero relatively prime polynomials that are not first integrals of system (2.1). Then the rational function $P_{1} / P_{2}$ is a first integral of system (2.1) if and only if $P_{1}$ and $P_{2}$ are its proper Darboux polynomials with the same cofactor.
(D2) All factors of a Darboux polynomial of system (2.1) are also its Darboux polynomials.
(D3) If $P_{1}$ and $P_{2}$ are two Darboux polynomials of system (2.1) with cofactors $S_{1}$ and $S_{2}$, respectively, then $P_{1} P_{2}$ is also its Darboux polynomial with cofactor $S_{1}+S_{2}$.
(D4) Let us suppose that the right-hand sides of system (2.1) are homogeneous polynomials of the same degree. Let $P$ be a Darboux polynomial of system (2.1). Then its cofactor $S$ is homogeneous and all homogeneous components of $P$ are also Darboux polynomials of system (2.1).

See [12] for more details.

### 2.2 Permutational symmetries

The Euler equations (1.2) possess invariant property called permutational symmetry. The permutational symmetries can be described generally as follows. Let $x=\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{C}^{n}$, $\lambda=\left(\lambda_{1}, \ldots, \lambda_{n}\right) \in \mathbb{C}^{n}$, and let $V(x, \lambda)=\left(V_{1}(x, \lambda), \ldots, V_{n}(x, \lambda)\right)$ depends holomorphically on $(x, \lambda) \in \mathbb{C}^{2 n}$. Let us consider the following system of differential equations

$$
\begin{equation*}
\frac{d x}{d t}=V(x, \lambda) \tag{2.3}
\end{equation*}
$$

Let $\sigma$ be an element of the symmetric group $\mathrm{S}_{n}$, i.e., the group of all permutations of $\{1, \ldots, n\}$. For $a=\left(a_{1}, \ldots, a_{n}\right) \in \mathbb{C}^{n}$ we will note $\sigma(a)=\left(a_{\sigma(1)}, \ldots, a_{\sigma(n)}\right)$.

A permutation $\sigma \in \mathrm{S}_{n}$ will be called a permutational symmetry of system (2.3) if for all $(x, \lambda) \in \mathbb{C}^{2 n}$, one has

$$
V_{k}(\sigma(x), \sigma(\lambda))=\varepsilon V_{\sigma(k)}(x, \lambda), \quad 1 \leq k \leq n,
$$

where $\varepsilon= \pm 1$ is a constant independent of $k$. All permutational symmetries of system (2.3) form a group.

Theorem 2.1. Let $\sigma$ be a permutational symmetry of system (2.3).
(a) Let $F=F(x)$ be a first integral of system (2.3). Then the function $\tilde{F}=F \circ \sigma^{-1}$ is a first integral of the system

$$
\begin{equation*}
\frac{d x}{d t}=V(x, \sigma(\lambda)) \tag{2.4}
\end{equation*}
$$

(b) Let $P=P(x)$ be a Darboux polynomial of system (2.3) (see (2.2)). Let us note $\tilde{d}$ the derivation associated with system (2.4). Then

$$
\tilde{d}(\tilde{P})=\tilde{S} \tilde{P},
$$

where $\tilde{P}=P \circ \sigma^{-1}$ and $\tilde{S}=S \circ \sigma^{-1}$.
For the proof of (a) see Sec. II of [10]. The proof of (b) is exactly along the same lines.
The group of permutational symmetries of the Euler equations (1.2) consists of 24 elements. Among others it contains the following five permutations:

$$
\begin{align*}
& \tau_{2}(1,2,3,4,5,6)=(2,1,3,5,4,6), \\
& \tau_{3}(1,2,3,4,5,6)=(3,2,1,6,5,4), \\
& \tau_{4}(1,2,3,4,5,6)=(4,2,6,1,5,3),  \tag{2.5}\\
& \tau_{5}(1,2,3,4,5,6)=(5,4,3,2,1,6), \\
& \tau_{6}(1,2,3,4,5,6)=(6,2,4,3,5,1) .
\end{align*}
$$

For more details see Sec. II of [10] where, in its notations, $\tau_{2}=\sigma_{1}, \tau_{3}=\sigma_{3}, \tau_{4}=\sigma_{7}$, $\tau_{5}=\sigma_{8} \circ \sigma_{1}$ and $\tau_{6}=\sigma_{7} \circ \sigma_{3}$.

Let $P$ be a proper Darboux polynomial of system (1.2), that is $d(P)=S P$, where $d$ is the corresponding derivation and $S \in \mathbb{C}\left[x_{1}, \ldots, x_{6}\right] \backslash\{0\}, S(x)=\sum_{i=1}^{6} \alpha_{i} x_{i}, \alpha_{1}, \ldots, \alpha_{6} \in \mathbb{C}$ and at least one of them is non-zero, say $\alpha_{i_{0}} \neq 0$.

According to (2.5) $\tau_{i_{0}}\left(i_{0}\right)=1$. Now, Theorem 2.1b implies that without any restriction of generality, one can always assume that $\alpha_{1} \neq 0$. This fact will be used in the proof of Theorem 1.1.

Further $d$ will always denote the derivation associated with the Euler equations (1.2).

### 2.3 Another invariance property

Beside permutational symmetries, the Euler equations (1.2) possess also another invariant property related to the change of signs of the couples of variables $\left(x_{1}, x_{4}\right),\left(x_{2}, x_{5}\right)$ and $\left(x_{3}, x_{6}\right)$ respectively. More precisely, let us note:

$$
\begin{align*}
& \tau_{14}\left(x_{1}, x_{2}, x_{3}, x_{4}, x_{5}, x_{6}\right)=\left(-x_{1}, x_{2}, x_{3},-x_{4}, x_{5}, x_{6}\right), \\
& \tau_{25}\left(x_{1}, x_{2}, x_{3}, x_{4}, x_{5}, x_{6}\right)=\left(x_{1},-x_{2}, x_{3}, x_{4},-x_{5}, x_{6}\right),  \tag{2.6}\\
& \tau_{36}\left(x_{1}, x_{2}, x_{3}, x_{4}, x_{5}, x_{6}\right)=\left(x_{1}, x_{2},-x_{3}, x_{4}, x_{5},-x_{6}\right) .
\end{align*}
$$

It is easy to see that for $(i j)=(14),(i j)=(25)$ and $(i j)=(36)$,

$$
\tau_{i j}{ }^{-1} \circ d \circ \tau_{i j}=-d,
$$

that means that under these transformations, the right side of equations (1.2) changes of sign.
For the polynomial $T \in \mathbb{C}\left[x_{1}, \ldots, x_{6}\right]$, let us note $T_{(i j)}:=T \circ \tau_{i j}$. Thus if $T$ is a first integral of the system ( $\overline{1.2}$ ), then $T_{(14)}, T_{(25)}$ and $T_{(36)}$ also are first integrals of this system.

Moreover, if $P$ is its Darboux polynomial, that is $d(P)=S P$, then $d\left(P_{(i j)}\right)=-S_{(i j)} P_{(i j)}$. In particular if

$$
\begin{equation*}
d(P)(x)=\left(\alpha_{1} x_{1}+\alpha_{2} x_{2}+\alpha_{3} x_{3}+\alpha_{4} x_{4}+\alpha_{5} x_{5}+\alpha_{6} x_{6}\right) P(x), \tag{2.7}
\end{equation*}
$$

then

$$
\begin{equation*}
d\left(P_{(14)}\right)(x)=\left(\alpha_{1} x_{1}-\alpha_{2} x_{2}-\alpha_{3} x_{3}+\alpha_{4} x_{4}-\alpha_{5} x_{5}-\alpha_{6} x_{6}\right) P_{(14)}(x) \tag{2.8}
\end{equation*}
$$

and

$$
\begin{equation*}
d\left(P_{(25)}\right)(x)=\left(-\alpha_{1} x_{1}+\alpha_{2} x_{2}-\alpha_{3} x_{3}-\alpha_{4} x_{4}+\alpha_{5} x_{5}-\alpha_{6} x_{6}\right) P_{(25)}(x) \tag{2.9}
\end{equation*}
$$

### 2.4 Explicit form of some linear differential operators

For $1 \leq i<j \leq 6$ let us denote by $X_{i j}$ the linear differential operator defined by the formula

$$
X_{i j}(G)=\operatorname{det} \frac{\partial\left(H_{1}, H_{2}, H_{3}, G\right)}{\partial\left(x_{1}, \ldots, \hat{x}_{i}, \ldots, \hat{x}_{j}, \ldots, x_{6}\right)}
$$

where $G$ is a holomorphic function and $\hat{x}_{r}$ means the absence of $x_{r}$.
These operators play a crucial role in the proof of Theorem 1.1. In particular, for this proof we need the explicit formula for some of them.

To simplify the notations, we write: $\lambda_{i j}=\lambda_{i}-\lambda_{j}$ for $i \neq j, 1 \leq i, j \leq 6$. The needed formulas are:

$$
\begin{aligned}
X_{23} & =\left(\lambda_{64} x_{2} x_{4} x_{6}+\lambda_{45} x_{3} x_{4} x_{5}+\lambda_{56} x_{1} x_{5} x_{6}\right) \frac{\partial}{\partial x_{1}} \\
& +\left(\lambda_{16} x_{1} x_{2} x_{6}+\lambda_{51} x_{1} x_{3} x_{5}+\lambda_{65} x_{4} x_{5} x_{6}\right) \frac{\partial}{\partial x_{4}} \\
& +\left(\lambda_{61} x_{1}^{2} x_{6}+\lambda_{14} x_{1} x_{3} x_{4}+\lambda_{46} x_{4}^{2} x_{6}\right) \frac{\partial}{\partial x_{5}} \\
& +\left(\lambda_{15} x_{1}^{2} x_{5}+\lambda_{41} x_{1} x_{2} x_{4}+\lambda_{54} x_{4}^{2} x_{5}\right) \frac{\partial}{\partial x_{6}}, \\
X_{25} & =\left(\lambda_{63} x_{1} x_{3} x_{6}+\lambda_{34} x_{3}^{2} x_{4}+\lambda_{46} x_{4} x_{6}^{2}\right) \frac{\partial}{\partial x_{1}} \\
& +\left(\lambda_{16} x_{1}^{2} x_{6}+\lambda_{41} x_{1} x_{3} x_{4}+\lambda_{64} x_{4}^{2} x_{6}\right) \frac{\partial}{\partial x_{3}} \\
& +\left(\lambda_{13} x_{1} x_{3}^{2}+\lambda_{61} x_{1} x_{6}^{2}+\lambda_{36} x_{3} x_{4} x_{6}\right) \frac{\partial}{\partial x_{4}} \\
& +\left(\lambda_{31} x_{1}^{2} x_{3}+\lambda_{14} x_{1} x_{4} x_{6}+\lambda_{43} x_{3} x_{4}^{2}\right) \frac{\partial}{\partial x_{6}}, \\
X_{26} & =\left(\lambda_{53} x_{1} x_{3} x_{5}+\lambda_{34} x_{2} x_{3} x_{4}+\lambda_{45} x_{4} x_{5} x_{6}\right) \frac{\partial}{\partial x_{1}}
\end{aligned}
$$

$$
\begin{aligned}
& +\left(\lambda_{15} x_{1}^{2} x_{5}+\lambda_{41} x_{1} x_{2} x_{4}+\lambda_{54} x_{4}^{2} x_{5}\right) \frac{\partial}{\partial x_{3}} \\
& +\left(\lambda_{13} x_{1} x_{2} x_{3}+\lambda_{51} x_{1} x_{5} x_{6}+\lambda_{35} x_{3} x_{4} x_{5}\right) \frac{\partial}{\partial x_{4}} \\
& +\left(\lambda_{31} x_{1}^{2} x_{3}+\lambda_{14} x_{1} x_{4} x_{6}+\lambda_{43} x_{3} x_{4}^{2}\right) \frac{\partial}{\partial x_{5}}, \\
X_{35} & =\left(\lambda_{62} x_{1} x_{2} x_{6}+\lambda_{24} x_{2} x_{3} x_{4}+\lambda_{46} x_{4} x_{5} x_{6}\right) \frac{\partial}{\partial x_{1}} \\
& +\left(\lambda_{16} x_{1}^{2} x_{6}+\lambda_{41} x_{1} x_{3} x_{4}+\lambda_{64} x_{4}^{2} x_{6}\right) \frac{\partial}{\partial x_{2}} \\
& +\left(\lambda_{12} x_{1} x_{2} x_{3}+\lambda_{61} x_{1} x_{5} x_{6}+\lambda_{26} x_{2} x_{4} x_{6}\right) \frac{\partial}{\partial x_{4}} \\
& +\left(\lambda_{21} x_{1}^{2} x_{2}+\lambda_{14} x_{1} x_{4} x_{5}+\lambda_{42} x_{2} x_{4}^{2}\right) \frac{\partial}{\partial x_{6}}, \\
X_{36} & =\left(\lambda_{52} x_{1} x_{2} x_{5}+\lambda_{24} x_{2}^{2} x_{4}+\lambda_{45} x_{4} x_{5}^{2}\right) \frac{\partial}{\partial x_{1}} \\
& +\left(\lambda_{15} x_{1}^{2} x_{5}+\lambda_{41} x_{1} x_{2} x_{4}+\lambda_{54} x_{4}^{2} x_{5}\right) \frac{\partial}{\partial x_{2}} \\
& +\left(\lambda_{12} x_{1} x_{2}^{2}+\lambda_{51} x_{1} x_{5}^{2}+\lambda_{25} x_{2} x_{4} x_{5}\right) \frac{\partial}{\partial x_{4}} \\
& +\left(\lambda_{21} x_{1}^{2} x_{2}+\lambda_{14} x_{1} x_{4} x_{5}+\lambda_{42} x_{2} x_{4}^{2}\right) \frac{\partial}{\partial x_{5}}, \\
X_{56} & =\left(\lambda_{23} x_{1} x_{2} x_{3}+\lambda_{42} x_{2} x_{4} x_{6}+\lambda_{34} x_{3} x_{4} x_{5}\right) \frac{\partial}{\partial x_{1}} \\
& +\left(\lambda_{31} x_{1}^{2} x_{3}+\lambda_{14} x_{1} x_{4} x_{6}+\lambda_{43} x_{3} x_{4}^{2}\right) \frac{\partial}{\partial x_{2}} \\
& +\left(\lambda_{12} x_{1}^{2} x_{2}+\lambda_{41} x_{1} x_{4} x_{5}+\lambda_{24} x_{2} x_{4}^{2}\right) \frac{\partial}{\partial x_{3}} \\
& +\left(\lambda_{21} x_{1} x_{2} x_{6}+\lambda_{13} x_{1} x_{3} x_{5}+\lambda_{32} x_{2} x_{3} x_{4}\right) \frac{\partial}{\partial x_{4}} .
\end{aligned}
$$

It is easy to see that outside of some very special subcases of the Manakov case, all differential operators $X_{i j}, 1 \leq i<j \leq 6$ are not identically zero. Note that $X_{i j}\left(H_{r}\right)=0,1 \leq r \leq 3$, and moreover $X_{i j}\left(x_{i}\right)=X_{i j}\left(x_{j}\right)=0,1 \leq i<j \leq 6$.

### 2.5 Linear partial differential equations

Let us consider the following linear partial differential equation

$$
\begin{equation*}
\sum_{i=1}^{n} a_{i}(x) \frac{\partial F}{\partial x_{i}}=0 \tag{2.10}
\end{equation*}
$$

where $a_{i}, 1 \leq i \leq n$, are holomorphic functions defined on some open subset $\mathcal{U} \subset \mathbb{C}^{n}$.
Theorem 2.2. Let $x_{0} \in \mathcal{U}$ be such that not all $a_{i}\left(x_{0}\right), 1 \leq i \leq n$, vanish. Let us suppose that $F_{1}, \ldots, F_{n-1}, F$ are holomorphic on $\mathcal{U}$ solutions of equation (2.19). Let us suppose that
the vectors $\left(\operatorname{grad} F_{i}\right)\left(x_{0}\right)$ are linearly independent. Then there exists a neighbourhood $\mathcal{V}$ of $x_{0}$, $\mathcal{V} \subset \mathcal{U}$ and a holomorphic function $\Omega$ defined on $\mathcal{V}$, such that for every $x \in \mathcal{V}$ one has

$$
\begin{equation*}
F(x)=\Omega\left(F_{1}(x), \ldots, F_{n-1}(x)\right) \tag{2.11}
\end{equation*}
$$

See $\S 31$ of [4] and also $\S 156$ of [16]. For modern treatment see the Holomorphic Rectification Theorem (Theorem 1.18) in [7], which immediately implies Theorem 2.2.

Further $\mathcal{U}$ denotes a subset of $\mathbb{C}^{6}$ defined by the condition that for all $1 \leq i<j \leq 6$, and any point $z \in \mathcal{U}$, the vectors $\left(\operatorname{grad} H_{1}\right)(z),\left(\operatorname{grad} H_{2}\right)(z),\left(\operatorname{grad} H_{3}\right)(z),\left(\operatorname{grad} x_{i}\right)(z),\left(\operatorname{grad} x_{j}\right)(z)$ are linearly independent. Unless all $\lambda_{i}, 1 \leq i \leq 6$, are equal, $\mathcal{U}$ is always an open dense subset of $\mathbb{C}^{6}$.

Further saying that identity (2.11) is locally fulfilled, we understand that this is so on some neighbourhood of some point from $\mathcal{U}$.

## 3 Proof of Theorem 1.1.

Let us suppose that the irreducible rational fraction $P_{1} / P_{2}$, where $P_{1}, P_{2} \in \mathbb{C}\left[x_{1}, \ldots, x_{6}\right]$, is a first integral of system (1.2) and that $P_{1}$ (and thus also $P_{2}$ ) is not its first integral. Then (D1) from Sec. 2.1 implies that $P_{1}$ and $P_{2}$ are proper Darboux polynomials of system (1.2). Since the right-hand sides of system (1.2) are homogeneous of the same degree then from (D2) and (D4) it follows that system (1.2) admits also an irreducible homogeneous proper Darboux polynomial $P$ and its cofactor is a homogeneous linear form, i.e.

$$
S=\sum_{i=1}^{6} \alpha_{i} x_{1}
$$

where $\alpha_{i}, 1 \leq i \leq 6$, are some constants. Since $S \neq 0$, then at least one of its coefficients is not zero. As explained in Sec. 2.2, without any loss of generality we can assume that $\alpha_{1} \neq 0$.

Theorem 1.1 is now a direct consequence of
Theorem 3.1. Iffor some $\lambda \in \mathbb{C}^{6}$, the Euler equations (II.2) have a proper Darboux polynomial then they have a polynomial fourth integral.

Proof. It is quite long and it is naturally divided on three almost independent parts.
Part 1 . Construction of polynomial first integral.
Let $P$ be a proper Darboux polynomial of the Euler equations (1.2). From (2.7) and (2.8) it immediately follows that $R=P P_{(14)}$ is a Darboux polynomial of system (1.2) with cofactor $2\left(\alpha_{1} x_{1}+\alpha_{4} x_{4}\right)$, i.e.

$$
\begin{equation*}
d(R)(x)=2\left(\alpha_{1} x_{1}+\alpha_{4} x_{4}\right) R(x), \tag{3.1}
\end{equation*}
$$

Thus, from ( 2.9 ), one deduces that for the polynomial $U=R_{(25)}$

$$
d(U)(x)=-2\left(\alpha_{1} x_{1}+\alpha_{4} x_{4}\right) U(x),
$$

and finally (see (D3) from Sec. 2.1) that

$$
d(V)=0,
$$

where

$$
V:=R U=R R_{(25)}=\left(P P_{(14)}\right)\left(P P_{(14)}\right)_{(25)}=P P_{(14)} P_{(25)} P_{(14)(25)} .
$$

This means that $V$ is a polynomial first integral of the Euler equations (1.2).
The main difficulty is to decide when $V$ is a fourth integral. We will prove that this is always the case outside of some very special subcases of the Manakov case. This is proved in Part 2 when the polynomials $R$ and $U$ are relatively prime and in Part 3 when this is not the case. As in the Manakov case the polynomial fourth integral always exists (see Appendix), this will prove Theorem 3.1.

Part 2. $R$ and $U$ are relatively prime polynomials.
We have to decide when the first integrals $H_{1}, H_{2}, H_{3}$ (see (1.3)) and $V$ are functionally independent. Let us suppose that they are functionally dependent.

Then for all $\alpha_{i}, 1 \leq i \leq 6$

$$
\begin{equation*}
X_{i j}(V)=X_{i j}(R) U+X_{i j}(U) R=0 \tag{3.2}
\end{equation*}
$$

We will prove that outside of very special subcases of the Manakov case this contradicts $\alpha_{1} \neq 0$.
As one supposes that polynomials $R$ and $U$ are relatively prime, then (3.2) shows that either $R$ divides $X_{i j}(R)$, i.e.

$$
\begin{equation*}
X_{i j}(R)=f_{i j} R \tag{3.3}
\end{equation*}
$$

where $f_{i j}$ is a homogeneous polynomial of second degree, or $X_{i j}(R)=X_{i j}(U)=0$. For the first possibility, according to (3.2) and (3.3), we have that

$$
\begin{equation*}
X_{i j}(U)=-f_{i j} U . \tag{3.4}
\end{equation*}
$$

In particular $X_{25}(R)=f_{25} R$ and $X_{25}(U)=-f_{25} U$. Applying to the first identity the change of variables $\tau_{25}$ (see Sec. 2.3), we conclude that $X_{25}(U)=\left(f_{25} \circ \tau_{25}\right) U$ and finally that $f_{25}=-f_{25} \circ \tau_{25}$.

But this is impossible because $f_{25}$ cannot depend on $x_{2}$ and $x_{5}$. Indeed, the maximal powers of $x_{2}$ and of $x_{5}$ in $X_{25}(R)$ respectively are never greater than their respective maximal powers in $R$. Thus $f_{25}=0$ and consequently $X_{25}(R)=X_{25}(U)=0$.

Hence we have proved that $R$ satisfies the equation

$$
\begin{equation*}
X_{25}(R)=\operatorname{det} \frac{\partial\left(H_{1}, H_{2}, H_{3}, R\right)}{\partial\left(x_{1}, x_{3}, x_{4}, x_{6}\right)}=0 . \tag{3.5}
\end{equation*}
$$

This is a linear homogeneous partial differential equation for $R$. It has five solutions $H_{1}$, $H_{2}, H_{3}, x_{2}$ and $x_{5}$ that are never functionally dependent unless $\lambda_{1}=\lambda_{3}=\lambda_{4}=\lambda_{6}$ (a subcase of the Manakov case). Thus by Theorem 2.2 (see Sec. 2.4.), we have that locally

$$
\begin{equation*}
R=\Phi\left(H_{1}, H_{2}, H_{3}, x_{2}, x_{5}\right), \tag{3.6}
\end{equation*}
$$

where $\Phi$ is some holomorphic function.
Let us note that not only $U=R \circ \tau_{25}$, but also $U=R \circ \tau_{36}$. This is so because $R$ is a homogeneous polynomial of even degree and contains only monomials that have only even sum of the powers of $x_{1}$ and $x_{4}$. Thus the monomials of $R$ containing even sum of the powers of $x_{2}$ and $x_{5}$ contain also even sum of the powers of $x_{3}$ and $x_{6}$ and respectively, the monomials of $R$ containing odd sum of the powers of $x_{2}$ and $x_{5}$ contain odd sum of the powers of $x_{3}$ and $x_{6}$.

As $U=R \circ \tau_{36}$, exactly in the same way as (3.5), one proves that $f_{36}=0$, or equivalently that

$$
X_{36}(R)=\operatorname{det} \frac{\partial\left(H_{1}, H_{2}, H_{3}, R\right)}{\partial\left(x_{1}, x_{2}, x_{4}, x_{5}\right)}=0 .
$$

This equation has five solutions: $H_{1}, H_{2}, H_{3}, x_{3}$ and $x_{6}$ that are never functionally dependent unless $\lambda_{1}=\lambda_{2}=\lambda_{4}=\lambda_{5}$ (a subcase of the Manakov case). So that locally

$$
\begin{equation*}
R=\Psi\left(H_{1}, H_{2}, H_{3}, x_{3}, x_{6}\right), \tag{3.7}
\end{equation*}
$$

for some holomorphic function $\Psi$.
¿From (3.3) and (3.4) we know that

$$
\begin{equation*}
X_{56}(R)=f_{56} R \tag{3.8}
\end{equation*}
$$

and

$$
\begin{equation*}
X_{56}(U)=-f_{56} U . \tag{3.9}
\end{equation*}
$$

where $f_{56}$ is a homogeneous polynomial of degree two, or $X_{56}(R)=X_{56}(U)=0$.
We prove that $f_{56}$ cannot depend on $x_{2}, x_{3}, x_{5}$ and $x_{6}$. Indeed, applying to identity (3.8) the change of variables $\tau_{25}$ (see (2.6)) we conclude that $X_{56}(U)=-\left(f_{56} \circ \tau_{25}\right) U$. Then (3.9) leads to $f_{56}=f_{56} \circ \tau_{25}$.

Thus $f_{56}$ either does not depend on $x_{2}$ and $x_{5}$ or is a quadratic polynomial of them. The later is impossible because the biggest sum $\alpha+\beta$ of $x_{2}{ }^{\alpha} x_{5}{ }^{\beta}$ in $X_{56}(R)$ is never bigger than the same sum in $R$ plus 1 . Thus $f_{56}$ does not depend on $x_{2}$ and $x_{5}$.

Exactly the same arguments but applied to the change of variables $\tau_{36}$ lead to the conclusion that $f_{56}$ does not depend on $x_{3}$ and $x_{6}$. Thus $f_{56}$, if it is not zero, is a homogeneous quadratic function only of $x_{1}$ and $x_{4}$.

Completely analogous considerations show that the polynomials $f_{23}, f_{26}$ and $f_{35}$, if they are not zero, are homogeneous quadratic functions only of $x_{1}$ and $x_{4}$.

Assume now that at least one of the polynomials $f_{56}, f_{35}$ and $f_{26}$ is not zero. First let us examine the case when $f_{56} \neq 0$. We have

$$
\begin{equation*}
\frac{X_{35}(R)}{X_{56}(R)}=\frac{f_{35}}{f_{56}} . \tag{3.10}
\end{equation*}
$$

Hereafter for all representations of $R$ as a function of $H_{1}, H_{2}, H_{3}$ and two of the coordinates (see for example (3.6) and (3.7)) we denote by $\partial_{i}$ the partial derivative with respect to $i$-th variable, $1 \leq i \leq 5$. We have

$$
\begin{align*}
& X_{35}(R)=X_{35}\left(x_{2}\right) \partial_{4} \Phi\left(H_{1}, H_{2}, H_{3}, x_{2}, x_{5}\right),  \tag{3.11}\\
& X_{56}(R)=X_{56}\left(x_{2}\right) \partial_{4} \Phi\left(H_{1}, H_{2}, H_{3}, x_{2}, x_{5}\right) .
\end{align*}
$$

Let us note that $\partial_{4} \Phi\left(H_{1}, H_{2}, H_{3}, x_{2}, x_{5}\right) \neq 0$ because otherwise we would have $f_{56}=0$. Thus (3.10) leads to

$$
A_{1}=\frac{X_{35}\left(x_{2}\right)}{X_{56}\left(x_{2}\right)}=\frac{\lambda_{16} x_{1}^{2} x_{6}+\lambda_{41} x_{1} x_{3} x_{4}+\lambda_{64} x_{4}^{2} x_{6}}{\lambda_{31} x_{1}^{2} x_{3}+\lambda_{14} x_{1} x_{4} x_{6}+\lambda_{43} x_{3} x_{4}^{2}}=\frac{f_{35}}{f_{56}} .
$$

The polynomials $f_{35}$ and $f_{56}$ depend only on $x_{1}$ and $x_{4}$ while $A_{1}$ depends on $x_{1}, x_{3}, x_{4}$ and $x_{6}$. Thus by necessity we have

$$
\frac{\partial A_{1}}{\partial x_{3}}=0 .
$$

Simple computations show that the last condition is equivalent to

$$
\begin{equation*}
\lambda_{13} \lambda_{16} x_{1}^{4}-\left(\lambda_{14}^{2}+\lambda_{16} \lambda_{43}+\lambda_{13} \lambda_{46}\right) x_{1}^{2} x_{4}^{2}+\lambda_{43} \lambda_{46} x_{4}^{4}=0 . \tag{3.12}
\end{equation*}
$$

Let us consider representation (3.7) of $R: R=\Psi\left(H_{1}, H_{2}, H_{3}, x_{3}, x_{6}\right)$ and vector field $X_{26}$. As above we have

$$
\frac{X_{26}(R)}{X_{56}(R)}=\frac{f_{26}}{f_{56}}
$$

Taking into account that $\partial_{4} \Psi\left(H_{1}, H_{2}, H_{3}, x_{3}, x_{6}\right) \neq 0$ because $f_{56} \neq 0$, we deduce from this equation that

$$
A_{2}=\frac{X_{26}\left(x_{3}\right)}{X_{56}\left(x_{3}\right)}=\frac{\lambda_{15} x_{1}^{2} x_{5}+\lambda_{41} x_{1} x_{2} x_{4}+\lambda_{54} x_{4}^{2} x_{5}}{\lambda_{12} x_{1}^{2} x_{2}+\lambda_{41} x_{1} x_{4} x_{5}+\lambda_{24} x_{2} x_{4}^{2}}=\frac{f_{26}}{f_{56}}
$$

The polynomials $f_{26}$ and $f_{56}$ depend only on $x_{1}$ and $x_{4}$ while $A_{2}$ depends on $x_{1}, x_{2}, x_{4}$ and $x_{5}$ and therefore

$$
\frac{\partial A_{2}}{\partial x_{2}}=0
$$

The last condition is equivalent to

$$
\begin{equation*}
\lambda_{51} \lambda_{21} x_{1}^{4}-\left(\lambda_{14}^{2}+\lambda_{24} \lambda_{51}+\lambda_{21} \lambda_{54}\right) x_{1}^{2} x_{4}^{2}+\lambda_{54} \lambda_{24} x_{4}^{4}=0 \tag{3.13}
\end{equation*}
$$

Let us investigate when (3.12) is fulfilled. This happens only in the following four cases:

1. $\lambda_{13}=\lambda_{43}=0$;
2. $\lambda_{13}=\lambda_{46}=0$;
3. $\lambda_{16}=\lambda_{43}=0$;
4. $\lambda_{16}=\lambda_{46}=0$.

In case $1\left(\lambda_{13}=\lambda_{43}=0\right) X_{56}\left(x_{2}\right)=0$, thus by (3.11) $X_{56}(R)=0$ and finally $f_{56}=0$. This contradicts our assumption that $f_{56} \neq 0$ and we do not consider this case now.

Case $2\left(\lambda_{13}=\lambda_{46}=0\right)$ and case $3\left(\lambda_{16}=\lambda_{43}=0\right)$ are particular cases of the Manakov case.

Let us consider case $4\left(\lambda_{16}=\lambda_{46}=0\right)$. Equating to zero e.g. the coefficient of $x_{1}^{4}$ in the left hand side of (3.13) we conclude that either $\lambda_{21}=0$ or $\lambda_{51}=0$. Both possibilities together with the condition of case 4 lead to particular cases of the Manakov case.

When $f_{35} \neq 0$, in the same way as above we come to the following expressions:

$$
\begin{aligned}
& B_{1}=\frac{X_{56}\left(x_{2}\right)}{X_{35}\left(x_{2}\right)}=\frac{\lambda_{31} x_{1}^{2} x_{3}+\lambda_{14} x_{1} x_{4} x_{6}+\lambda_{43} x_{3} x_{4}^{2}}{\lambda_{16} x_{1}^{2} x_{6}+\lambda_{41} x_{1} x_{3} x_{4}+\lambda_{64} x_{4}^{2} x_{6}}=\frac{f_{56}}{f_{35}} \\
& B_{2}=\frac{X_{23}\left(x_{6}\right)}{X_{35}\left(x_{6}\right)}=\frac{\lambda_{15} x_{1}^{2} x_{5}+\lambda_{41} x_{1} x_{2} x_{4}+\lambda_{54} x_{4}^{2} x_{5}}{\lambda_{21} x_{1}^{2} x_{2}+\lambda_{14} x_{1} x_{4} x_{5}+\lambda_{42} x_{2} x_{4}^{2}}=\frac{f_{23}}{f_{35}}
\end{aligned}
$$

and therefore

$$
\frac{\partial B_{1}}{\partial x_{3}}=0, \quad \frac{\partial B_{2}}{\partial x_{2}}=0 .
$$

As in the previous case the last two equations lead to particular cases of the Manakov case.
When $f_{26} \neq 0$, we come to the expressions:

$$
\begin{aligned}
& C_{1}=\frac{X_{23}\left(x_{5}\right)}{X_{26}\left(x_{5}\right)}=\frac{\lambda_{61} x_{1}^{2} x_{6}+\lambda_{14} x_{1} x_{3} x_{4}+\lambda_{46} x_{4}^{2} x_{6}}{\lambda_{31} x_{1}^{2} x_{3}+\lambda_{14} x_{1} x_{4} x_{6}+\lambda_{43} x_{3} x_{4}^{2}}=\frac{f_{23}}{f_{26}}, \\
& C_{2}=\frac{X_{56}\left(x_{3}\right)}{X_{26}\left(x_{3}\right)}=\frac{\lambda_{12} x_{1}^{2} x_{2}+\lambda_{41} x_{1} x_{4} x_{5}+\lambda_{24} x_{2} x_{4}^{2}}{\lambda_{15} x_{1}^{2} x_{5}+\lambda_{41} x_{1} x_{2} x_{4}+\lambda_{54} x_{4}^{2} x_{5}}=\frac{f_{56}}{f_{26}}
\end{aligned}
$$

that give

$$
\frac{\partial C_{1}}{\partial x_{3}}=0, \quad \frac{\partial C_{2}}{\partial x_{2}}=0 .
$$

These equations also lead to particular cases of the Manakov case.
Let us suppose now that $f_{26}=f_{35}=f_{56}=0$. From the equation $X_{56}(R)=0$ we conclude that (out of the subcase $\lambda_{1}=\lambda_{2}=\lambda_{3}=\lambda_{4}$ of the Manakov case) locally, for some holomorphic function $\Theta$ one has

$$
R=\Theta\left(H_{1}, H_{2}, H_{3}, x_{5}, x_{6}\right) .
$$

When $\partial_{4} \Theta\left(H_{1}, H_{2}, H_{3}, x_{5}, x_{6}\right) \neq 0$, the equation $X_{36}(R)=0$ leads to

$$
\left(\lambda_{21} x_{1}^{2} x_{2}+\lambda_{14} x_{1} x_{4} x_{5}+\lambda_{42} x_{2} x_{4}^{2}\right) \partial_{4} \Theta\left(H_{1}, H_{2}, H_{3}, x_{5}, x_{6}\right)=0,
$$

i.e.

$$
\begin{equation*}
\lambda_{21}=\lambda_{14}=\lambda_{42}=0 \tag{3.14}
\end{equation*}
$$

On the other hand the equation $X_{26}(R)=0$ gives

$$
\left(\lambda_{31} x_{1}^{2} x_{3}+\lambda_{14} x_{1} x_{4} x_{6}+\lambda_{43} x_{3} x_{4}^{2}\right) \partial_{4} \Theta\left(H_{1}, H_{2}, H_{3}, x_{5}, x_{6}\right)=0
$$

i.e. $\lambda_{31}=\lambda_{14}=\lambda_{43}=0$ that, together with (3.14), leads to the already excluded case $\lambda_{1}=$ $\lambda_{2}=\lambda_{3}=\lambda_{4}$.

What happens when $\partial_{4} \Theta\left(H_{1}, H_{2}, H_{3}, x_{5}, x_{6}\right)=0$ ? In this case we have

$$
\partial_{5} \Theta\left(H_{1}, H_{2}, H_{3}, x_{5}, x_{6}\right) \neq 0
$$

because otherwise it will follow that $R$ is functionally dependent on $H_{1}, H_{2}$ and $H_{3}$. But this is not so. Indeed, as follows from (3.1), $R$ is a proper Darboux polynomials because $\alpha_{1} \neq 0$. The equation $X_{25}(R)=0$ gives

$$
\left(\lambda_{31} x_{1}^{2} x_{3}+\lambda_{14} x_{1} x_{4} x_{6}+\lambda_{43} x_{3} x_{4}^{2}\right) \partial_{5} \Theta\left(H_{1}, H_{2}, H_{3}, x_{5}, x_{6}\right)=0
$$

i.e.

$$
\begin{equation*}
\lambda_{31}=\lambda_{14}=\lambda_{43}=0 . \tag{3.15}
\end{equation*}
$$

The equation $X_{35}(R)=0$ gives

$$
\left(\lambda_{21} x_{1}^{2} x_{2}+\lambda_{14} x_{1} x_{4} x_{5}+\lambda_{42} x_{2} x_{4}^{2}\right) \partial_{5} \Theta\left(H_{1}, H_{2}, H_{3}, x_{5}, x_{6}\right)=0
$$

i.e. $\lambda_{21}=\lambda_{14}=\lambda_{42}=0$ that, together with (3.15), leads to the already excluded case.

Thus the assumption that $H_{1}, H_{2}, H_{3}$ and $V$ are functionally dependent when $R$ and $U$ are relatively prime can eventually be true only in some very special subcases of the Manakov case.

Remark. We have to note here that there really are some subcases of the Manakov case when our procedure does not lead to a fourth integral. For example when $\lambda_{1}=\lambda_{4}=\lambda_{5}=\lambda_{6}=0$ and $\lambda_{2}=-\lambda_{3}$ (subcase of case 4) the polynomial $P=x_{2}+x_{3}$ is a proper Darboux polynomial of the Euler equations (1.2). However, applying our procedure on $P$, one obtains a polynomial first integral that is functionally dependent on $H_{3}$. But we know that in the Manakov case there always exists a polynomial fourth integral (cf. Appendix). That is why we do not exclude the Manakov case from the condition of the theorem.

Part 3. $R$ and $U$ are not relatively prime polynomials.
We have for $R$ and $U$

$$
R=P P_{(14)} \quad \text { and } \quad U=P_{(25)} P_{(14)(25)} .
$$

Since the polynomial $P$ is irreducible, the polynomials $P_{(14)}, P_{(25)}$ and $P_{(14)(25)}$ are also irreducible.

Thus polynomials $R$ and $U$ are not relatively prime only in the following 8 cases:

1. $P=P_{(25)}$;
2. $P=-P_{(25)}$;
3. $P=P_{(14)(25)}$;
4. $P=-P_{(14)(25)}$;
5. $P_{(14)}=P_{(25)}$ that is equivalent to 3 ;
6. $P_{(14)}=-P_{(25)}$ that is equivalent to 4 ;
7. $P_{(14)}=P_{(14)(25)}$ that is equivalent to 1 ;
8. $P_{(14)}=-P_{(14)(25)}$ that is equivalent to 2 .

Let us examine case 1 . The cofactor of $P$ is

$$
\alpha_{1} x_{1}+\alpha_{2} x_{2}+\alpha_{3} x_{3}+\alpha_{4} x_{4}+\alpha_{5} x_{5}+\alpha_{6} x_{6} .
$$

According to (2.9) the cofactor of $P_{(25)}$ is

$$
-\alpha_{1} x_{1}+\alpha_{2} x_{2}-\alpha_{3} x_{3}-\alpha_{4} x_{4}+\alpha_{5} x_{5}-\alpha_{6} x_{6} .
$$

$P$ and $P_{(25)}$ are equal in the case under consideration. Comparing the two cofactors we find

$$
\alpha_{1}=0, \alpha_{3}=0, \alpha_{4}=0, \alpha_{6}=0 .
$$

However this contradicts our assumption that $\alpha_{1} \neq 0$. In the same way, cases 2, 3 and 4 also lead to $\alpha_{1}=0$.

As an example of application of the procedure for the construction of the fourth integral described in the above proof, let us consider the product case when $\lambda_{1} \neq \lambda_{2}$ and $\lambda_{1} \neq \lambda_{3}$. One can easily see that in this case the polynomial

$$
P=\frac{\lambda_{21}}{c} x_{2}+x_{3}+\frac{\lambda_{21}}{c} x_{5}+x_{6},
$$

where $c=\sqrt{\lambda_{13} \lambda_{21}}$, is a proper Darboux polynomial of system (1.2) with cofactor $c\left(x_{1}+x_{4}\right)$. Here $P=P_{(14)}$ and thus $R=P P_{(14)}=P^{2}$ and $U=\left(P^{2}\right)_{(25)}=P_{(25)}^{2}$. Finally the polynomial

$$
V=R U=\left(P P_{(25)}\right)^{2}=\left[-\frac{\lambda_{21}}{\lambda_{13}}\left(x_{2}+x_{5}\right)^{2}+\left(x_{3}+x_{6}\right)^{2}\right]^{2}
$$

is a fourth integral of (1.2). In fact, in this example, already $P P_{(25)}$ is a fourth integral.
The explicit form of the polynomial fourth integral when $\lambda_{2} \neq \lambda_{1}$ and $\lambda_{2} \neq \lambda_{3}$ or when $\lambda_{3} \neq \lambda_{1}$ and $\lambda_{3} \neq \lambda_{2}$ follows now from Theorem 2.1] b applied to the permutational symmetries $\tau=\tau_{2} \circ \tau_{3}$ and $\tau^{2}$ respectively.

Remark. When comparing our system (1.2) with its "twin brother" - the Euler-Poisson equations of heavy rigid body motion (see [2, 2, 14, [15, [8]) we conclude from [21] (see also [11]) that for these equations the exact counterpart of Theorem 1.1 holds. Nevertheless, the exact counterpart of Theorem 3.1 for Euler-Poisson equations fails. Indeed, in the non-integrable so-called Hess-Appelrot case, the proper Darboux polynomial exists.

## Appendix

Here we explicitely write down the fourth integral for the Manakov case and product case in form obtained in [10].
The table below covers all the space of parameters $\left(\lambda_{i}\right)_{1 \leq i \leq 6}$ satisfying the Manakov condition. In this table all cases are explicitly written down, unless they can be deduced one from another by the permutational symmetry argument. Last column in this table contains necessary and sufficient conditions for functional independence of the integrals. The generic case in the table is defined explicitly by the conditions of functional independence of first integrals $H_{1}, H_{2}, H_{3}$ and $F$ given in the last column. For last four rows the listed first integrals are functionally independent except for the trivial case when all components of $\lambda$ are equal. The results given in this table remain valid also when $\lambda \in \mathbb{C}^{6}$.

Functionally independent first integrals for the Manakov case

| Case |  | First integrals | Conditions |
| :---: | :---: | :---: | :---: |
| Generic |  | $\begin{aligned} & H_{1}, H_{2}, H_{3}, \\ & F=\lambda_{16} \lambda_{24} x_{4}^{2}+ \\ & \lambda_{51} \lambda_{62} x_{5}^{2}-\lambda_{16} \lambda_{62} x_{6}^{2} \end{aligned}$ | $\begin{aligned} & \left\|\lambda_{16}\right\|+\left\|\lambda_{62}\right\|>0 \text { and } \\ & \left\|\lambda_{16}\right\|+\left\|\lambda_{51}\right\|>0 \text { and } \\ & \left\|\lambda_{24}\right\|+\left\|\lambda_{62}\right\|>0 \text { and } \\ & \left\|\lambda_{13}\right\|+\left\|\lambda_{32}\right\|>0 \\ & \hline \end{aligned}$ |
| $\begin{aligned} & \lambda_{16}=\lambda_{62}=0 \\ & \text { (Case I) } \end{aligned}$ |  | $\begin{aligned} & H_{1}, H_{2}, H_{3}, \\ & G=x_{3}^{2}+x_{4}^{2}+x_{5}^{2} \end{aligned}$ | $\left\|\lambda_{43}\right\|+\left\|\lambda_{53}\right\|>0$ |
|  | $\lambda_{43}=\lambda_{53}=0$ | $H_{1}, x_{3}, x_{4}, x_{5}$ | no conditions |
| $\begin{aligned} & \lambda_{16}=\lambda_{51}=0 \\ & \text { (Case II) } \end{aligned}$ |  | $\begin{aligned} & H_{1}, H_{2}, H_{3}, \\ & G=\lambda_{24} \lambda_{43} x_{4}^{2}+ \\ & \lambda_{24} \lambda_{63} x_{5}^{2}-\lambda_{43} \lambda_{62} x_{6}^{2} \end{aligned}$ | $\begin{aligned} & \left\|\lambda_{43}\right\|+\left\|\lambda_{63}\right\|>0 \text { and } \\ & \left\|\lambda_{43}\right\|+\left\|\lambda_{24}\right\|>0 \text { and } \\ & \left\|\lambda_{24}\right\|+\left\|\lambda_{62}\right\|>0 \text { and } \\ & \left\|\lambda_{13}\right\|+\left\|\lambda_{32}\right\|>0 \end{aligned}$ |
|  | $\lambda_{43}=\lambda_{63}=0$ | $H_{1}, H_{2}, H_{3}, x_{5}$ | no conditions |
|  | $\lambda_{43}=\lambda_{24}=0$ | $H_{1}, H_{2}, H_{3}, x_{5}$ | no conditions |
|  | $\lambda_{24}=\lambda_{62}=0$ | $H_{1}, H_{2}, H_{3}, x_{6}$ | no conditions |
|  | $\lambda_{13}=\lambda_{32}=0$ | $H_{1}, H_{2}, H_{3}, x_{1}$ | no conditions |

In the product case, one can take as a fourth integral

$$
H_{4}=\lambda_{1} x_{1} x_{4}+\lambda_{2} x_{2} x_{5}+\lambda_{3} x_{3} x_{6},
$$

which when $\left(\lambda_{1}, \lambda_{2}, \lambda_{3}\right) \neq(c, c, c)$ for some $c \in \mathbb{C}$, is always functionally independent of $H_{1}, H_{2}$ and $H_{3}$.

## Acknowledgements

We thank M. Disertori (Université de Rouen), A. J. Maciejewski (University of Zielona Góra, Poland), J. Moulin-Ollagnier (École Polytechnique, Palaiseau, France), W. Respondek (INSA, Rouen, France), A. Tsygvintsev (École Normal Supérieure de Lyon, France) for many inspiring discussions and M.-C. Werquin (Dépt. de Math., Institut Galilée, Université Paris 13)
for her help in checking our English. The first author sincerely thanks the Laboratoire de Mathématiques Raphaël Salem (UMR-CNRS 6085, Rouen) for the financial support that gave him an opportunity to visit it in September 2004. Last but not least, the second author sincerely thanks S. Rauch-Wojciechowski (Linköping University, Sweden) who in 1987 introduced him for the first time to the world of the Euler equations on Lie algebras.

## References

[1] M. Adler and P. van Moerbeke, The algebraic integrability of geodesic flow on $\mathrm{SO}(4)$, Invent. Math. 67 (1982), no. 2, 297-331. MR 84g:58048
[2] A. V. Borisov and I. S. Mamaev, Poisson structures and Lie algebras in hamiltonian mechanics, Library "R\&C Dynamics", Edited by Izdatel'skiĭ Dom "Udmurtskiĭ Universitet", Izhevsk, 1999, (in Russian). MR 2000k:37073
[3] A. T. Fomenko, Integrability and nonintegrability in geometry and mechanics, Mathematics and its Applications (Soviet Series), 31, Kluwer Academic Publishers Group, Dodrecht, 1988.
[4] Édouard Goursat, Cours d'analyse mathématique. Tome II, Théorie des fonctions analytiques. Équations différentielles. Équations aux dérivées partielles du premier ordre., 4ème ed., Les Grands Classiques Gauthier-Villars. [Gauthier-Villars Great Classics], Éditions Jacques Gabay, Sceaux, 1992, (English transl. A course in mathematical analysis. Vol. II, Analytic function theory. Differential equations. First-order partial differential equations. Translated by Howard G. Bergmann. Dover Publications Inc, New York, 1959, x+329 pp.). MR MR1296665
[5] L Haine, Geodesic flow on so(4) and abelian surfaces, Math. Ann. 263 (1983), no. 4, 435-472. MR 84k:14031
[6] L. Haine, The algebraic complete integrability of geodesic flow on $\mathrm{SO}(N)$, Comm. Math. Phys. 94 (1984), no. 2, 271-287. MR 86c:58065
[7] Yu. Ilyashenko and S. Yakovenko, Lectures on analytical differential equations, book in preparation, free access: http://www.wisdom.weizmann.ac.il/ yakov/paperlist.htm.
[8] M. Kummer, R.C. Churchill, and D.L. Rod, On a result of Bruns, Canad. Math. Bull. 33 (1990), no. 2, 175-180. MR 91f:58028
[9] A.J. Maciejewski and Przybylska M., Darboux polynomials and first integrals of natural polynomial Hamiltonian systems, Phys. Lett. A 326 (2004), no. 3-4, 219-226. MR 2005a:37088
[10] A.J. Maciejewski, S.I. Popov, and J-M. Strelcyn, The Euler equations on Lie algebra so(4): an elementary approach to integrability condition, J. Math. Phys. 42 (2001), no. 6, 2701-2717. MR 2003f:37092
[11] Andrzej J. Maciejewski and Maria Przybylska, Differential Galois approach to the nonintegrability of the heavy top problem, Ann. Fac. Sci. Toulouse Math. (6) 14 (2005), no. 1, 123-160. MR MR2118036
[12] J. Moulin-Ollagnier, A. Nowicki, and J-M. Strelcyn, On the non-existence of constants of derivations: the proof of a theorem of Jouanolou and its development, Bull. Sci. Math. 119 (1995), no. 3, 195-233. MR 96d:13008
[13] P. J. Olver, Applications of Lie groups to differential equations, second ed., Graduate Texts in Mathematics, vol. 107, Springer-Verlag, New York, 1993. MR 94g:58260
[14] A. M. Perelomov, Integrable systems of classical mechanics and Lie algebras. Vol. I, Birkhäuser Verlag, Basel, 1990, Translated from the Russian by A. G. Reyman [A. G. Reĭman]. MR 91g:58127
[15] V. V. Trofimov, Introduction to geometry of manifolds with symmetry, Mathematics and its Applications, 270, Kluwer Academic Publishers Group, Dodrecht, 1994.
[16] G. Valiron, Équations Fonctionnelles. Applications, Masson et Cie, Paris, 1945. MR 7,297a
[17] A. P. Veselov, Conditions for the integrability of Euler equations on so(4), Dokl. Akad. Nauk SSSR 270 (1983), no. 6, 1298-1300, (in Russian). English translation: Soviet Math. Dokl. 27 (1983), no. 3, 740-742.
[18] E. T. Whittaker, A treatise on the analytical dynamics of particles and rigid bodies, Cambridge Mathematical Library, Cambridge University Press, Cambridge, 1988, With an introduction to the problem of three bodies, Reprint of the 1937 edition, With a foreword by William McCrea. MR 90a:01112
[19] H. Yoshida, Necessary condition for the existence of algebraic first integrals. I. Kowalevski’s exponents, Celestial Mech. 31 (1983), no. 4, 363-379. MR 85i:58051
[20] S. L. Ziglin, Bifurcation of solutions and the nonexistence of first integrals in Hamiltonian mechanics. I, Funktsional. Anal. i Prilozhen. 16 (1982), no. 3, 30-41, (in Russian). English translation: part I, Functional Anal. Appl. 16(1982), no.3, pp.181-189. MR 85j:58066a
[21] $\qquad$ , Bifurcation of solutions and the nonexistence of first integrals in Hamiltonian mechanics. II, Funktsional. Anal. i Prilozhen. 17 (1983), no. 1, 8-23, (in Russian). English translation: part II, Functional Anal. Appl. 17(1983), no.1, pp.6-17. MR 85j:58066b

