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Abstract. In this paper, we propose to combine adaptive loading principles with the spread-spectrum multicarrier
multiple access (SS-MC-MA) scheme. Such an approach has particular interests in the context of powerline commu-
nications (PLC), where the transmitter has not only to exploit robust transmission techniques, but has also to adapt the
waveform to the channel response. We introduce finite-granularity loading algorithms that dynamically handle the con-
figuration of the system under power spectral density constraints. The presented algorithms assign subcarriers, spreading
codes, bits and energy to each user in order to maximize either the data rate or the noise margin at a given target symbol
error rate. These algorithms can actually be viewed as a widening of the classical waterfilling approach in the case of an
hybrid spread-spectrum multicarrier system. Simulation results of the new scheme are presented for different measured
PLC channels and are compared with those of the classical discrete multitone modulation (DMT) approach. It is shown
that the adaptive SS-MC-MA scheme performs significantly better than DMT, due to its natural energy gathering capa-
bility. Adaptive SS-MC-MA then leads to a more efficient bits and energies distribution and constitutes a simple solution
to reduce the quantification loss induced by the use of finite order modulations.

1 INTRODUCTION

In the past few years, the intense demand for high-
speed home Internet has given rise to permanent necessity
for additional transmission capacities on the access net-
work. High data rate communications over the so-called
“last-mile” have become a challenging task and have mo-
tivated the study of new telecommunication networks and
new transmission technologies. A promising possibility is
then offered by powerline communications (PLC), which
are today considered as a convenient and cheap alternative
to already available digital subscriber line (DSL), cable or
wireless technologies.

However, power distribution networks present an unfa-
vorable transmission medium, since they have not been de-
signed for communication purposes. The power line chan-
nel exhibits multipaths caused by reflections on the discon-
tinuities of the tree-like-structured network, and is char-
acterized by strong frequency-dependent cable losses [2].
Unfavorable noise conditions have also to be considered
among which the most unpopular impulsive noise [3]. By
their remarkable robustness against frequency dispersive
channels, multicarrier techniques, and in particular digital

∗Parts of this paper were presented at the fifth International Wor-
shop on Multi-Carrier Spread Spectrum & Related Topics (MCSS 2005),
Septembre 2005, Oberpfaffenhofen, Germany [1].

multitone (DMT), are then largely proposed for commu-
nications over the power grid [4], [5]. But in the partic-
ular case of outdoor powerline communications, multicel-
lular and multiuser needs have moreover to be answered,
and multicarrier spread spectrum (MC-SS) schemes also
represent suitable schemes to investigate, as proposed in
this paper. These hybrid techniques have already shown
very good performances in the case of multiuser commu-
nications in difficult environments [6] and can therefore be
considered as potential solutions for powerline communi-
cations. Furthermore, the spread spectrum component of
MC-SS has already been shown to present a good impul-
sive noise mitigation effect [7]. But beyond these perfor-
mance considerations, we will show hereafter that MC-SS
systems can, if judiciously dimensioned, offer additionnal
interests in terms of resource allocation.

Contrary to wireless channels, wireline channels essen-
tially offer quasi-static impulse responses, which implies
that the channel state information (CSI) can be known at
the transmitter side. Under this assumption, adaptive re-
source allocation procedures can be followed before the
transmission, resulting in significative improvements in
terms of system throughput or robustness [8]. Many sub-
carrier loading algorithms have been developed on the basis
of the well-known optimal waterfilling solution for allocat-
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ing power and bits in DMT [9, 10]. They are today namely
exploited in DSL systems. The general principle basically
consists in assigning an appropriate energy/constellation
pair to each subcarrier according to the signal-to-noise ra-
tio (SNR) achieved per subcarrier. However, for long lines
or deep fades, the subcarrier SNR can drop under a cer-
tain threshold resulting in unload situations. Moreover,
the use of finite order constellations like QAM, combined
with power spectral density (PSD) limitations brings about
a quantification loss that implies a global achievable rate re-
duction. To circumvent this problem, fractionnal bits tech-
niques exploiting trellis coded modulations with variable
rates can be carried out, but lead to an important increase
of complexity due to channel coding scheme modifications.

In this article, we will show that combining adaptive
loading principles with MC-SS systems allows to mini-
mize the quantification loss effects at a reasonable com-
plexity cost. More precisely, the particular MC-SS com-
bination commonly referred to as spread-spectrum multi-
carrier multiple-access (SS-MC-MA) [11] will be demon-
strated to present intrinsec abilities for efficient resource al-
location. Taking into account the spreading component of
the SS-MC-MA waveform, new allocation algorithms will
therefore be introduced to handle the system configuration
and maximize either the throughput or the noise margin of
each user of the network. As it will be detailed, these al-
gorithms translate into subcarriers, codes, bits and energies
assignment procedures that turn out to be some generaliza-
tion of the waterfilling solution to the case when subcarriers
are merged and bound with spreading sequences.

This paper is organized as follows. Section 2 describes
the proposed adaptive SS-MC-MA system. The allocation
problem formulation is then stated in section 3. Sections
4 and 5 introduce the allocation principles associated to
both of the cases throughput and noise margin maximiza-
tion tasks, respectively. An arbitrary subcarrier distribution
among users is first considered in these sections and the
subcarrier allocation algorithm is indeed presented in sec-
tion 6. The system performance is then analyzed in section
7 and compared with that obtained with the classical DMT
system. Finally, section 8 concludes this paper.

2 ADAPTIVE SYSTEM DESCRIPTION

As mentioned in the introductive section, it is proposed
to combine adaptive resource allocation principles to a par-
ticular version of MC-SS systems, called SS-MC-MA. Let
us recall that SS-MC-MA is a multicarrier modulation that
combines spread-spectrum and frequency division multiple
access (FDMA). The FDMA component is based on the
transmission of several subsets of subcarriers in parallel,
each subset being exclusively assigned to a single user. The
SS component allows each user to simultaneously transmit
several symbols on the same subset by spreading them in
the frequency domain. As each subcarrier is used by a sole
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Figure 1: Proposed Adaptive SS-MC-MA transmitter

user and is consequently corrupted by a single channel, the
allocation procedure is made easier, as we will understand
later on.

The subcarrier subsets of the system are denoted
Sb, b ∈ [1; B]. We suppose that each subset clusters the
same number L of subcarriers, which implies that B =
bN

L c, where N is the whole number of available subcarri-
ers. The size of the subsets corresponds to the spreading
factor, which means that L is also the length of the spread-
ing sequences to use within each subset. Note that in a
general approach, each subset is not necessarly made of ad-
jacent subcarriers. As each user can exploit several subsets,
we also need to define Bu the sets containing the indices b
of the subsets Sb collected by user u, u ∈ [1; U ].

The structure of the SS-MC-MA transmitter is de-
picted Fig. 1. A simple mathematical writing of the N -
dimensional generated SS-MC-MA symbol vector s is:

s = F H
W x , (1)

with, W = Z ·







C1 0
. . .

0 CB






and, x =







x1

...
xB






.

Vectors xb result from the serial to parallel conversion
of the input data streams containing the Kb QAM-mapped
symbols to transmit within each subset. Like in digital sub-
scriber line standards, M-QAM constellations of orders m
are used. Matrices Cb = {cl,k}1≤l≤L, 1≤k≤Kb

are the in-
dividual spreading matrices bearing on their columns the
Kb sequences of length L to use within each subset. In the
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following, orthogonal spreading sequences will be used,
then Kb ≤ L, ∀b. Matrix Z is a permutation matrix that
basically realizes an interleaving of the spread QAM sym-
bols in the frequency domain. The spread and interleaved
symbol vector is finally multiplied by the N×N Hermitian
Fourier matrix F that realizes the multicarrier modulation.
Invoking that matrices Cb and Z are unitary, it is straight-
forward to state that matrix W is also unitary.

To make the system adaptive, each Kb spreading se-
quence of each subset Sb is associated to different modula-
tion orders Rb,k and different transmit energy levels Eb,k,
k ∈ [1; Kb]. Moreover, the subcarriers are adaptively dis-
tributed among users. As shown in Fig 1, the loading algo-
rithms proposed hereafter actually handle the optimal con-
figuration of the system, i.e. the optimal choice of all of
these free parameters depending on a given optimization
policy. Note that for Cb = IL ∀b, where IL denotes iden-
tity matrix of size L×L, the system amounts to the classical
DMT system combined with an FDMA component.

After classical cyclic prefix extension, the generated
data stream is sent across the PLC channel. Assuming
perfect synchronization and cyclic prefix removal at the
receiver, the channel can be modeled by one single com-
plex coefficient per tone [12]. We then denote H =
diag (h1, · · · , hN ) the N × N diagonal complex matrix
whose diagonal terms are the frequency domain channel
gains associated to each subcarrier n ∈ [1;N ]. The chan-
nel effects are finally compensated for using a simple zero-
forcing (ZF) equalizer before deinterleaving and despread-
ing operations. Thus, the equalization matrix is diagonal
and writes H−1. Since W is unitary, the vector of received
data symbols y is

y = W
HH−1HWx + W

HH−1n

= x + W
HH−1n , (2)

where vector n represents the additive white Gaussian
noise such that E

[

nnH
]

= σ2
nIN . Following the same

formalism as in Eq. (1), we have y = [y1 . . .yB ]T .
Note that a more powerful equalizer such as minimum

mean square error (MMSE) equalizer could have been cho-
sen to mitigate the noise effect. However, the use of a
ZF detector leads to fairly simple manipulations resolv-
ing the different optimization problems detailed in the next
sections. In fact, the mathematical expressions obtained
with MMSE have a form such that the studied optimization
problems can be shown to be almost untractable or leads to
a prohibitive complexity.

3 PROBLEM FORMULATION

In this section, the optimization problems studied in the
paper are explicitly introduced in order to derive the load-
ing algorithms in the following sections. We are interested
in the maximization of both the throughput and the noise

margin of each user of the system. Recall that the fun-
damental assumption is that the CSI is perfectly known at
the transmitter and the receiver. The classical approach to
state such optimization problems consists in computing the
mutual information of the studied system. Assuming in-
formation vectors x and y as gaussian vectors, the mutual
information of the SS-MC-MA system writes [13]

I(x|H, y|H) = log det
(

IN + R
x,y

R−1

y,y

)

, (3)

where R
x,y

and Ry,y are covariance matrices of size Kb×

Kb that respectively write E
[

xyH
]

and E
[

yyH
]

. From
the structure of matrix W one can verify that

I(x|H , y|H) = log

B
∏

b=1

det
(

IL + R
xb,yb

R−1

yb,yb

)

,

(4)

with R
xb,yb

= E
[

xby
H
b

]

and R
yb,yb

= E
[

yby
H
b

]

. After
simple mathematical derivations, we obtain

R
xb,yb

= R
xb,xb

+
σ2

n

L

∑

l∈Sb

1

|hl|2
IL , (5)

R
yb,yb

= R
xb,xb

. (6)

Substituting (5) and (6) in (4), it comes,

I(x|H , y|H) =

log

B
∏

b=1

det

(

IL +
L

∑

l∈Sb

1

|hl|2

1

σ2
n

Rxb,xb

)

. (7)

Eventually, all the matrices in (7) are diagonal which
allows to rapidly compute the determinant. Denoting
σ2

xb,k
, k ∈ [1;Kb] the diagonal elements of matrix Rxbxb,,

i.e. the amounts of energy associated to each QAM symbol
transmitted in the subset Sb, we have

I(x|H, y|H) =

B
∑

b=1

Kb
∑

k=1

log

(

1 +
L

∑

l∈Sb

1

|hl|2

σ2
xb,k

σ2
n

)

.

(8)

Due to spreading, the amount of energy σ2
xb,k

is equally dis-
tributed across the chips of the spreading sequences. σ2

xb,k

can then be expressed as L · Eb,k, according to the nota-
tion introduced in the previous section. Denoting Rb the
throughput reached in subset Sb, the achievable rate Ru

per user expresses

Ru =
∑

b∈Bu

Rb =
∑

b∈Bu

Kb
∑

k=1

Rb,k

=
∑

b∈Bu

Kb
∑

k=1

log2











1 +
1

γuΓ

L2

∑

l∈Sb

1

|hl,u|2

Eb,k

σ2
n











, (9)
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where hl,u denotes the channel gain of user u’s subcarrier
l. Γ is the SNR gap and γu is the noise margin gap of user
u. As defined in [8], Γ is a measure of the loss introduced
by the QAM with respect to capacity. This gap allows the
system to garantee a given target symbol error rate (SER)
using a discrete QAM symbol source instead of a contin-
uous gaussian source. For modulation orders m ≤ 2, a
convenient approximation leads to an SNR gap Γ indepen-
dent of m [8]. We then exclude m = 1 from the possible
orders and choose m ∈ [2;15] as in DSL. Noise margin
γu is an additional gap that increases the robustness of the
system against noise levels higher than expected.

For a given system, two possible optimization policies
can be followed: either the throughput is maximized for a
given noise margin, or the noise margin is maximized for a
given target throughput. In the sequel, both optimization
problems are studied for the SS-MC-MA multiuser sys-
tem. More precisely, we propose to maximize individual
throughputs Ru (resp. noise margin γu) rather than to max-
imize the total thoughput (resp. the global noise margin)
of the system. Such an approach maximizes the minimal
throughput (resp. noise margin) among users and allows to
ensure a quality of service for each user. Hence, the maxi-
mization problems can be stated as

(P1) : ∀u, max
Bu,Sb, Kb, Eb,k

Ru , (10)

subject to



































(C1a) ∀u 6= u′ Bu ∩ Bu′ = ∅
(C1b) ∀b 6= b′ Sb ∩ Sb′ = ∅
(C1c) ∀b Kb ≤ L
(C1d) ∀b, k Rb,k ∈ [2;15]

(C1e) ∀b

Kb
∑

k

Ek,b ≤ Ě

(P2) : ∀u, max
Bu,Sb, Kb, Eb,k

γu , (11)

subject to































(C2a) ∀u 6= u′ Bu ∩ Bu′ = ∅
(C2b) ∀b 6= b′ Sb ∩ Sb′ = ∅
(C2c) ∀b Kb ≤ L
(C2d) ∀b, k Rb,k ∈ [2;15]

(C2e)
∑

b

Rb = Ř

Both optimization problems are based on the same con-
straints, except for constraints (C1e) and (C2e). Con-
straints (C1a) or (C2a) combined with constraints (C1b)
or (C2b) ensure that the users can neither share the same
subset nor share the same subcarriers, which garantees
FDMA. Constraints (C1c) or (C2c) expresses the limi-
tation due to the use of orthogonal spreading sequences.
Constraints (C1d) or (C2d) comes from the QAM modu-
lation order limitation. As for the throughput maximization
problem, (C1e) corresponds to the PSD constraint, where
Ě is the maximum allowed PSD level. Concerning the
noise margin maximization problem, (C2e) is the target
rate constraint, denoted Ř.

Each optimization problem (P1) and (P2) can be de-
composed into two independent maximization tasks. One
can first assume an arbitrary subcarrier sharing among
users and find an allocation procedure leading to maxi-
mal throughput (resp. noise margin) over the created sub-
sets. Exploiting the obtained loading strategy, the subcar-
rier sharing problem can be worked out in a second time. In
the following sections, we will derive the solution to each
optimization problem and propose practical loading algo-
rithms according to this problem decomposition.

4 THROUGHPUT MAXIMIZATION

In this section, we establish a specific proposition that
give the optimal loading strategy to use in order to max-
imize the throughput of each user u who have been arbi-
trary assigned some subcarrier subsets. Hence, we aim at
solving the following problem

∀u, max
Kb, Eb,k

Ru , subject to (C1c), (C1d), (C1e),

(12)

where Ru is given by (9) with Bu and Sb already fixed.
For a given user u, this problem can be straightforwardly
restated as

∀b, max
Kb, Eb,k

Rb , subject to (C1c), (C1d), (C1e),

(13)

since the total throughput Ru achieved by user u over
its subsets is maximized when the throughputs achieved
within each of these subsets are individually maximized.
As throughput maximization is considered, we set γu = 1
hereafter.

4.1 INFINITE GRANULARITY CASE

If constraint (C1d) is lifted, the use of continuous mod-
ulation orders are allowed, i.e. Rb,k ∈ R+. This theoritical
situation will be referred to as the infinite granularity case
(IG) throughout the paper. In that case, classical Lagrange
optimization applied to Rb leads to a fairly simple solu-
tion which consists in achieving a uniform distribution of
bits and energy between the L available codes in subset Sb

[14]. More precisely, optimal energy and bit distribution is
achieved when ∀k, E∗

k,b = Ě/L and R∗
k,b = R∗

b/L, where

superscript ∗ denotes optimality. Assuming Ě = 1 without
loss of generality, R∗

b is hence obtained substituting Ek,b

with E∗
k,b in (9),

R∗
b = L log2











1 +
1

Γ

L

σ2
n

∑

l∈Sb

1

|hl,u|2











. (14)
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Note that this result implicitly says that all of the available
codes must be exploited to ensure maximal throughput.

4.2 FINITE GRANULARITY CASE

When finite order modulations are used, which corre-
sponds to the finite granularity (FG) case, the Lagrange so-
lution can not be applied and the problem gets a bit trick-
ier. However, from the Lagrange solution we intuitively ex-
pect that the optimal distribution of bits between the codes
should be as uniform as possible. This means that among
the L available codes, some n codes should receive q + 1
bits and L − n codes should receive q bits, with q, n ∈ N.
To verify this intuitive assumption, let us show that such a
distribution minimizes the energy cost. From (9), the en-
ergy cost Eb within a given subset Sb can be expressed as

Eb =

L
∑

k=1

Eb,k =
1

α

L
∑

k=1

(

2Rb,k − 1
)

, (15)

with α =
1

Γσ2
n

L2

∑

l∈Sb

1

|hl,u|2

.

Assuming that bits are initially distributed following
the intuitively stated strategy, we just have to check that
any bit exchange between any codes leads to an increase of
the energy cost. All of the possible exchanges can actually
be summarized into four particular cases which are
{

Ri = q 7→ q + a
Rj = q 7→ q − a

{

Ri = q + 1 7→ q + 1 + a
Rj = q + 1 7→ q + 1 − a

{

Ri = q 7→ q + a
Rj = q + 1 7→ q + 1 − a

{

Ri = q + 1 7→ q + 1 + a
Rj = q 7→ q − a

where a is the number of exchanged bits. For the first case,
the cost difference ∆E between the initial and the modified
bit distributions gives

∆E = (L − n − 2)2q + n2q+1 + 2q+a + 2q−a

− (L − n)2q − n2q+1

= 2q−a
(

2a+1(2a−1 − 1) + 1
)

. (16)

Since a ≥ 1, we have ∆E > 0, which means that the new
distribution is more expensive than the initial one. Follow-
ing the same analysis for the other three cases leads to sim-
ilar conclusions. We then conclude that the proposed bit
distribution is optimal in the sense of energy cost.

In order to totaly define the distribution strategy, it re-
mains to find adequate q and n that maximize the through-
put while respecting the PSD constraint. From previous
section, it is known that maximal throughput with IG is
R∗

b . It is then clear that assigning bR∗
b/Lc bits to each code

leads to an energy cost inferior to the PSD limitation. On
the other hand, assigning bR∗

b/Lc+1 bits to each code vio-
late the PSD constraint. We then deduct that q = bR∗

b/Lc.

Parameter n can hence simply be obtained solving the fol-
lowing inequation

Ě − Eb =
L

α

(

2R∗

b/L − 1
)

−
n

α

(

2bR
∗

b /Lc+1 − 1
)

−
L − n

α

(

2bR
∗

b /Lc − 1
)

≥ 0 . (17)

The greatest n ∈ N that is solution of this inequality is

n = bL
(

2R∗

b /L−bR∗

b /Lc − 1
)

c . (18)

Note that the obtained bit distribution not necessarily leads
to a full load SS-MC-MA system, i.e. ∀b Kb = L, since pa-
rameter q can be equal to zero. In fact, the effective number
of used codes within a given subset Sb writes K∗

b = q + n
and is maximal if and only if R∗

b ≥ L.
These derivations finally give the optimal bit alloca-

tion strategy to follow to maximize the throughput within a
given subcarrier subset. Applying this strategy to the whole
SS-MC-MA system gives the optimal bit and energy distri-
bution that maximizes the throughput of each user for a
given subcarrier distribution. We can then state the follow-
ing proposition.

Proposition 1 Let denote R the bit allocation policy. For
a given subset allocation among users, the throughput of
the system is maximized if, in each subset Sb, R assigns
(bR∗

b/Lc+1) bits to nb codes and bR∗
b/Lc bits to (L−nb)

codes, where nb = bL(2R∗

b/L−bR∗

b /Lc − 1)c. The achieved
rates are denoted R̄∗

k,b and the related energies express

Ē∗
k,b =

Γ

L2

∑

l∈Sb

σ2
n

|hl,u|2

(

2R̄∗

k,b − 1
)

. (19)

Eq. (19) is simply obtained substituting R̄∗
k,b in (9).

The rate in each subset Sb reaches the value R̄∗
b =

∑

k R̄∗
k,b, and the maximal rate of user u writes R̄∗

u =
∑

b R̄∗
b . Hence, the throughput maximization is fairly sim-

ple and requires, for each subset, the computation of R∗
b ,

nb and of only two values of rates R̄∗
k,b and energies Ē∗

k,b.
Finally, it is interesting to note that for L = 1, the pro-
posed allocation policy amounts to classical bit loading of
the DMT. In that case nb = 1, and one value of rate bR̄∗

bc
and energy Ē∗

b have to be computed for each subcarrier,
which turns out more expensive than with SS-MC-MA.

5 NOISE MARGIN MAXIMIZATION

Let us now focus on the noise margin maximization
problem for each user u of the system, assuming an ar-
bitrary distribution of the subcarriers between users. This
maximization problem then expresses

max
Kb, Eb,k

γu , subject to (C2c), (C2d), (C2e) . (20)
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As evident from equation (9), no simple closed form solu-
tion can be derived to obtain the noise margin γu for a tar-
get throughput Ru. This implies that no analytical solution
exists to this maximization problem and that an iterative al-
gorithm will be required to reach the optimal solution. Let
us restate the problem as

∀b, max
Kb, Eb,k

γb , subject to (C2c), (C2d), (C2e) ,

(21)

where γb is the achieved noise margin in subset Sb. Solv-
ing this problem amounts to find the optimal sharing of
the target rate Ř between the available subsets Sb in or-
der to jointly maximize each individual noise margin γb. In
the sequel, we will first establish the loading strategy that
leads to maximal noise margins γb for given target rates Řb

within each subset Sb. Then, the optimal distribution of
the target rate Ř between the subsets will be studied. As
noise margin maximization is considered, we set Eb = Ě
hereafter.

5.1 INDIVIDUAL SUBSET NOISE MARGIN MAXI-
MIZATION

The problem here is to find the optimal loading proce-
dure in the sense of the noise margin maximization, to dis-
tribute Řb bits between the L available codes of each sub-
set Sb. Equivalently, we have to propose a bit distribution
strategy within each subset in order to minimize the energy
cost and for target rate Řb. This problem has actually been
solved in section 4, under the intuitive idea of a bit distribu-
tion as uniform as possible. Applying the obtained results
for a target rate Řb, q becomes equal to bŘb/Lc. Parameter
n is then the solution of the following equation

n
(

bŘb/Lc + 1
)

+ (L − n)bŘb/Lc = Řb , (22)

which leads to n = Řb − LbŘb/Lc. As mentioned is the
previous section, the number of used codes within the con-
sidered subset is maximal if and only if the target rate Řb

for this subset is higher than the spreading factor L.
From these considerations, the optimal allocation pol-

icy is then known and we can state the following proposi-
tion.

Proposition 2 Let denote R the bit allocation policy. For
a given subset allocation among users and given individual
target rates Řb, the noise margin of the system is maximized
if, in each subset Sb, R assigns (bŘb/Lc+1) bits to (Řb−
bŘb/LcL) codes and bŘb/Lc bits to L− (Řb−bRb/LcL)
codes. The achieved rates are denoted R̄∗

b,k and the related
energies are

Ē∗
b,k =

2R̄∗

b,k − 1
L
∑

k=1

(2R̄∗

b,k − 1)

Ě . (23)

Equation (23) is obtained from (9) and using
∑

k Ēb,k = Ě. The optimal achieved noise margin on sub-
set Sb then writes

γ̄∗
b =

1
L
∑

k

2R̄∗

b,k − 1

1

Γ

L2

∑

l∈Sb

1

|hl,u|2

Ě

σ2
n

. (24)

Hence, the individual noise margin maximization is sim-
ple since it requires the only computation of nb and of two
values of rates R̄∗

k,b and energies Ē∗
k,b.

5.2 JOINT NOISE MARGIN MAXIMIZATION

Prop. 2 assumes that individual target rates Rb for
each subset Sb are known. As target rates Ř =

∑

b Rb

rather than individual Řb are specified, the loading algo-
rithm must handle the rate distribution among the subsets
while jointly maximizing the noise margin in each subset
Sb. The optimization problem (21) can be restated as

max
Řb

min
b

γ̄∗
b , subject to (C2c), (C2d), (C2e) . (25)

Since the noise margin γ̄∗
b resulting from the assignment of

a certain number of bits in a subset is independent of the
numbers of bits assigned to other subsets, it turns out that a
greedy approach is optimal to solve this problem [15] . The
basic idea is to iteratively assign bits to the subsets, one bit
at a time, and at each iteration, an additional bit is assigned
to the subset that will exhibit the highest noise margin γb

after receiving one more bit. The loading procedure can
then be described as follows.

1. Initialization.

a. Set ∀b Rb = 0.

b. Compute ∀b γ̄∗
b

considering Rb + 1

2. While
P

b Rb < Ru

a. Find b = arg min
b

(γ̄∗
b
). Assign one more

bit to the selected subset Sb,

c. Update Rb = Rb + 1 for the found b and
compute new γ̄∗

b
for Rb + 1

Note that this greedy procedure is very similar to the
well-known algorithm proposed in [9]. However, the main
constraint in [9] is based on a total energy cost limitation,
and not on a PSD limitation as considered herein. The
resulting algorithm is therefore different. Moreover, as
we consider that subcarriers are clustered into subsets and
bound by spreading sequences, each additionnal bit assign-
ment in the above stated algorithm must be processed with
respect to Prop. 2. More precisely, this means that each ad-
ditional bit is assigned to one of the codes among those of
the selected subset that bear the lower number of bits. The
presented algorithm is a bit-additive algorithm, with an ini-
tialization state ∀b Rb = 0. A bit-removal approach could
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also be led starting from the state ∀b Rb = R̄∗
b , without

changing the final allotment result.
Finally, one can verify that the proposed allocation pol-

icy remains valid for L = 1, and corresponds to the margin
maximization task for the particular case of DMT. Simi-
larly to the throughput maximization, complexity increases
in that case, since the number of subsets, and thus of rates
and energies to compute, becomes maximal.

6 ADAPTIVE SUBCARRIER DISTRIBUTION

ALGORITHMS

In the previous sections, both optimization procedures
consider that the sharing of the spectrum between the users
has already been processed. The subcarrier distribution
policy has to be studied in order to optimize the spectrum
resource. From the above obtained results, the maximiza-
tion problems can be restated as

(P1) : max{Sb,Bu}

(

minu R̄∗
u

)

,

(P2) : max{Sb,Bu} (minu γ̄∗
u) .

(26)

These are classical max-min problems and the maxi-
mization task essentially consists in finding the different
subsets so that each user can maximize its specific metric.
Let us denote ηu this metric. For throughput maximiza-
tion problem (P1), ηu is the rate R̄∗

u assigned to user u,
and for margin maximization (P2), ηu is the margin γ̄∗

u of
user u. To find the optimal solution, each problem should
be formulated into a standard convex optimization prob-
lem. However, as the resulting algorithm would require a
prohibitive intensive computation, a sub-optimal but fairly
simple solution is proposed as in [16]. The solution con-
sists in iteratively assigning one block at a time to the user
u that benefits from the lowest metric ηu. In order to in-
crease ηu as much as possible, each new block should be
made up of the best available subcarriers. The obtained
subcarrier distribution is the optimal solution in the case of
FG [14]. After each assignment, the metric value is updated
with respect to the previously stated propositions, namely
Proposition 1 for problem (P1) or Proposition 2 for prob-
lem (P2). A priority order among user is required to allo-
cate a first block to each user and provide initial individual
metric values. A convenient solution is to sort the users by
ascending order of channel response amplitude. The de-
tailed algorithm writes as follows.

1. Initialization.

a. Set ∀u ηu = 0, Bu = ∅, H = {1, . . . , N}.

b. Compute ∀u Hu =
P

l∈H
|hl,u|

2. While ∃u Bu = ∅

a. Find u = arg min
u

(Hu) with card(Bu) = 0

b. Select the best L subcarriers of user u

defining the subset Sb

c. Compute ηu. Update H = H−Sb, Bu = {b}

3. While H 6= ∅

a. Find u = arg min
u

(ηu)

b. Select the best L subcarriers of user u

defining a new subset Sb

c. Compute new ηu. Update H = H−Sb, Bu =
Bu + {b}

The proposed iterative algorithm actually consists in a
greedy procedure applied to the subcarrier distribution. As
an FDMA approach is carried out, assigning a subcarrier to
a particular user prevents other users from using that sub-
carrier. This dependency makes any greedy algorithm sub-
optimal [15]. Nevertheless, we will see in simulations that
the proposed scheme offers very satisfying results.

As already mentioned in section 2, a ZF dectector has
been selected instead of an MMSE detector or a more ef-
ficient one. Beyond the already stated complexity argu-
ments in favor of ZF, note that the subcarrier distribution
minimizes the channel distorsion within each subset. This
makes ZF near optimal since ZF and MMSE performances
converge in flat fading channels.

7 SIMULATION RESULTS

We applied the proposed algorithms to the case of a 4-
user multiple access communication over the channels pre-
sented Fig. 2. Channel responses have been measured in
an outdoor powerline network by the French power supply
company (EDF). The generated multicarrier signal is com-
posed of N = 1880 usefull subcarriers transmitted in the
band 1.6–20 MHz, which is the suggested band for outdoor
PLC. The intercarrier spacing is 9.765 kHz and a guard in-
terval of 5 µs is employed to avoid inter-symbol interfer-
ence. As already mentioned, we use the 2m-ary QAM con-
stellations specified for DSL, i.e. m ∈ [2;15]. Moreover,
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Figure 2: Examples of measured PLC channel responses
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Figure 3: Achieved throughputs for the proposed adaptive SS-
MC-MA system relatively to DMT

it is supposed that synchronization and channel estimation
tasks have been processed successfully. We also recall that
perfect CSI is available at both the transmitter and the re-
ceiver. The performance of the new system are compared to
those obtained with DMT. Note that DMT is equivalent to
the proposed SS-MC-MA system with L = 1. We assume
a background noise level at −110 dBm/Hz [3] and a flat
transmission PSD of −40 dBm/Hz. Results are given for a
target SER of 10−3 without channel coding, corresponding
to an SNR gap Γ = 6 dB [8].

Fig. 3 shows the results obtained when the system is
configured to maximize the throughput. Results are given
versus parameter AdB which conveys the attenuation expe-
rienced by the signal through the channel. From the chosen
transmission and noise levels, this implies for example that
above A = 70 dB, all of the subcarriers have individual
SNR lower than 0 dB. The system performance is presented
in the case of infinite and finite granularity, respectively de-
noted IG and FG, and for a spreading factor L = 64 with
SS-MC-MA and L = 1 corresponding to DMT. As we aim
at comparing the performance of both systems, results are
displayed relatively to the DMT with FG, as evident from
Fig. 3. The DMT reference curve is displayed in the top fig-
ure and the given results are average throughputs per user,
expressed in kbit per multicarrier symbol.

We first verify that results are always better with IG
than with FG for both systems, which is the direct conse-
quence of the quantification loss mentioned in the introduc-
tion. Concerning the results with IG, we note that DMT
outperforms SS-MC-MA for all of the attenuations. This
behavior could actually be expected since the combination
of DMT with adaptive modulations is known as the optimal
solution when no restrictions are imposed on the modula-
tion orders. SS-MC-MA gives slightly lower rates with IG,
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Figure 4: Achieved margins for the proposed adaptive SS-MC-
MA system relatively to DMT

which is due to the use of a simple ZF detector.
It is interesting to focus on the results obtained with

FG, which is the practical transmission scenario. Due to
the quantification loss, SS-MC-MA achieve lower through-
puts with FG than with IG, but exhibits higher throughputs
than DMT in that case. For example, for an attenuation of
40 dB, SS-MC-MA can transmit an additionnal through-
put of about 215 bit/symb per user compared to DMT. This
additionnal throughput corresponds to a gain of 2 Mbit/s
per user and a total gain of about 8 Mbit/s. Using the
reference results of the top curve, the corresponding total
throughputs are around 48 Mbps for SS-MC-MA against
only 40 Mbps for DMT. The important result is then that
SS-MC-MA performs closer to the IG upper-bound than
DMT, which means that SS-MC-MA is more efficient in
ressource allocation than DMT. This behavior can be ex-
plained by the energy gathering capability of SS-MC-MA
within each subcarrier block. Contrary to DMT, the pro-
posed system can advantageously collect and exploit the
residual energies lost on each subcarrier of the DMT sys-
tem because of the finite granularity of the QAM modula-
tions. Consequently, the proposed system better exploits
the energy resource and yields significant throughput im-
provements. From the results of figure 3, one can however
note that the throughput gain is less significative for low
attenuations. This saturation is in fact simply due to the
modulation order limitation.

If we now run the noise margin algorithm, we obtain
the results presented in Fig. 4. The display formalism is
the same than the one used in Fig. 3. For each attenua-
tion A, the specified target rate corresponds to the half of
the maximal achievable rate, i.e. the half of the thoughput
achieved with infinite granularity when L = 1. General ob-
servations are similar to those mentioned in the throughput
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Figure 5: Comparison of the energy allocation between the pro-
posed adaptive SS-MC-MA system and DMT

maximization case. As evident from the plotted curves, the
proposed scheme is indeed able to perform very close to the
IG upper limit and outperforms the DMT system with FG.
For instance, for attenuations less than 50 dB, the exhibited
noise margin with SS-MC-MA is around 1 dB higher than
with DMT. These results indicate that the transmitted bits
are better distributed across the spectrum when spreading is
processed. Recall that any noise margin increase improves
the robustness of the system, which is worth of interest in
a transmission context as noisy as the PLC’s.

To emphasize the fact that SS-MC-MA allows to better
exploit the energy resource, let us analyze Fig. 5. In this
figure, we present the results obtained in terms of energy
allocation per subcarrier in the case of throughput maxi-
mization for a given user among 4. The top figure repre-
sents the received SNR per subcarrier in the case of a full
energy transmission, i.e. the DSP of the transmitted signal
has a flat level of −40 dBm/Hz. The energy distribution ex-
hibits variations of 3 dB with DMT (L = 1), whereas this
distribution is almost flat with SS-MC-MA (L = 64). Note
that the used subcarriers are spread over the whole spec-
trum, but that each system does not always exploit the same
sets of subcarriers for the given user. Moreover, due to
the spread spectrum component, the SS-MC-MA system is
able to exploit subcarriers with lower individual SNR than
DMT does. SS-MC-MA is then more efficient in exploiting
the available energy.

8 CONCLUSION

In this paper, a new system has been proposed, com-
bining adaptive resource allocation principles with the SS-
MC-MA waveform. Loading procedures have been devel-

oped as a solution to the throughput and the noise margin
maximization problem for this new adaptive SS-MC-MA
system, under PSD and finite order modulation constraints.
A practical subcarrier sharing algorithm has also been in-
troduced to either maximize the minimum data rate or the
minimum noise margin among users. The proposed load-
ing procedures turn out to be some generalization of the
waterfilling solution used in DMT, broadened to the case
when subcarriers are merged into subsets and bound with
spreading sequences. Through simulations, it was shown
that the energy gathering capability of the spreading func-
tion leads to a better distribution of bits and energies across
the subcarriers with SS-MC-MA than with DMT. Hence,
adaptive SS-MC-MA better exploits the energy resource
than DMT does, so that the spared energies can be effi-
ciently used to increase either the throughput or the noise
margin of each active user.The new adaptive system is then
less sensitive than DMT to the quantification loss induced
by the combine limitations of DSP and finite order modu-
lation constraints. Moreover, the proposed algorithms have
been shown to require low computational resource. Even-
tually, the proposed adaptive SS-MC-MA scheme can ad-
vantageously be exploited in quasi-static multiuser envi-
ronments such as PLC’s, allowing an increase of either the
data rate or the robustness of the systems.
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