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Abstract

We define tree/dag automata as extensions of (unranked) tree automata which can run indifferently on trees or
dags, in a bottom-up style. The runs of such an automaton A on any tree or dag t are defined by assigning states
not only to the nodes of t but also to its edges. Runs are so defined that A accepts t if and only if it accepts the
tree t̂ obtained by unfolding t, as a tree automaton running t̂, in the usual sense.
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1. Introduction

Several algorithms have been optimized in the
past, by using structures over dags instead of over
trees. Tree automata are widely used for querying
XML documents (e.g., [7,8,12,13]); on the other
hand, the notion of a compressed XML document
has been introduced in [2,6,11], and a possible ad-
vantage of using dag structures for the manipula-
tion of such documents has been brought out in
[11]. It is legitimate then to investigate the possi-
bility of using automata over dags instead of over
trees, for querying compressed XML documents.

Dag automata (DA) were first introduced and
studied in [3]; a DA was defined there as a natural
extension of tree automaton, i.e. as a bottom-up
tree automaton running on dags; and the language
of a DA was defined as the set of dags that get
accepted under (bottom-up) runs, defined in the
usual sense; the emptiness problem for DAs was
shown there to be NP-complete, and the mem-

bership problem proved to be in NP; but the
problem of stability under complementation of the
class of dag automata –closely linked with that of
determinization– was left open. These two issues
have since been settled negatively in [1], where
it was observed that a deterministic DA runs
(bottom-up) on trees or dags exactly alike, but this
is no longer true for non-deterministic DAs; it was
also shown there that the set of all terms (trees)
represented by the set of dags accepted by a non-
deterministic DA is not necessarily a regular tree
language. A consequence is that the class of tree
languages recognized by DAs as sets of accepted
dags, is a strict superclass of the class of regu-
lar tree languages. It is well-known however, that
answers to MSO-definable queries on (semi-)struc-
tured trees form regular tree languages ([15]). It
is thus necessary to define the languages of DAs
in a manner different from that of [3,1], if they
are to serve as tools for analyzing and querying
a document, independently of whether it is given
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in a partially or fully compressed format, or as a
tree. Our aim in this work is therefore to redefine
the notion of the language of a DA suitably, with
such an objective.

For achieving that, we first present the notion of
a compressed document, as a tree/dag (trdag, for
short) designating a directed acyclic graph which
may be partially or fully compressed. The termi-
nology trdag has been chosen to distinguish it from
that of tdag employed in [1]; this latter term will
designate in this paper a fully compressed docu-
ment. A Tree/Dag automaton (TDA, for short)
is then defined as an automaton which runs on
trdags. The essential differences with the DAs of
[1] are as follows: (i) our TDAs can be unranked,
and (ii) although the transition rules of a TDA look
quite like those of the DAs in [1], or those of TAs, a
run of a TDA on any given trdag t will carry with
it not only assignments of states to the nodes of t,
but also to the edges of t. Runs will be so defined
that a TDA accepts any given trdag t if and only
if it accepts the tree t̂ obtained by uncompress-
ing t, as a tree automaton running on the tree t̂,
in the usual sense. It follows that for a TDA, the
emptiness problem is decidable in time P , and the
uniform membership problem is decidable in time
NP , with respect to its number of states.

2. Tree/Dag Automata

Definition 1 A tree/dag (trdag for short) over a
not necessarily ranked alphabet Σ is a rooted dag
(directed acyclic graph) t = (Nodes(t), Edges(t)),
where, for any u ∈ Nodes(t):

- u has a name namet(u) = name(u) ∈ Sigma;
- the edges going out of any node are ordered;
- and if name(u) is ranked, then the number of

outgoing edges at u is the rank of name(u).

Given any node u on a trdag t, the notion of the
sub-trdag of t rooted at u is defined as usual, and is
denoted as t|u. If v is any node, γ(v) = u1 . . . un will
denote the string of all its not necessarily distinct
children nodes; for every 1 ≤ i ≤ n, the i-th outgo-
ing edge from v to its i-th child node ui ∈ γ(v) will
be denoted as e(v, i); the set of all outgoing (resp.
incoming) edges at any node v will be denoted
as Outv (resp. Inv); and for any node u, we set:

Parents(u) = {v ∈ Nodes(t) | u is a child of v}.
A trdag t will be said to be a tree iff for ev-

ery node u on t other than the root, Parents(u)
is a singleton. For any trdag t, we define the
set Pos(t) as the set of all the positions post(u)
of all its nodes u, these being defined recur-
sively, as follows: if u is the root node on t, then
post(u) = ǫ, otherwise, post(u) = {α.i | α ∈
post(v), v is a parent of u, u is an i-th child of v}.
The elements of Pos(t) are words over natural
integers.

The function namet is extended naturally to
the positions in Pos(t) as follows: for every u ∈
Nodes(t) and α ∈ post(u), we set namet(α) =
namet(u). Given a trdag t, we define its tree-
equivalent as a tree t̂ such that: Pos(t̂) = Pos(t),
and for every α ∈ Pos(t) we have namet(α) =
namet̂(α). A trdag is said to be a tdag, or fully
compressed, iff for any two different nodes u, u′

on t, the two sub-dags t|u and t|u′ have non-
isomorphic tree-equivalents; otherwise, the trdag
is said to be partially compressed. For example, the
tree to the left of Figure 1 is the tree-equivalent of
the partially compressed trdag to the right, and
also to the fully compressed tdag to the middle.

We define now the notion of a Tree/Dag automa-
ton, first over a ranked alphabet Σ, to facilitate un-
derstanding. The definition is then easily extended
to the unranked case.

Definition 2 A Tree/Dag automaton (TDA,
for short) over a ranked alphabet Σ is a tuple
(Σ, Q, F, ∆), where Q is a finite non-empty set of
states, F ⊆ Q is the set of final (or accepting)
states, and ∆ is a set of transition rules of the
form: f(q1, ..., qk) → q, where f ∈ Σ is of rank k,
and q1, . . . , qk, q ∈ Q.

It will be convenient to write the transition rules
of a TDA in a different (but equivalent) form: a
transition of the form f(q1, . . . , qk) → q is also
written as (f, q1 . . . qk) → q, where q1 . . . qk is seen
as a word in Q∗, of length = rank(f) in the ranked
case. The notion of a TDA is then extended eas-
ily to the unranked case, where the signature sym-
bols naming the nodes are not assumed to be of
fixed rank: it suffices to define the transitions to
be of the form (f, ω) → q, where ω ∈ Q∗; we may
assume wlog that ω is a ‘∗’-regular expression on
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Q not involving ‘+’, by replacing any rule of the
form (f, ω + ω′) → q, by the two rules (f, ω) →
q, (f, ω′) → q.

A TDA is said to be bottom-up deterministic
iff whenever there are two transition rules of the
form (f, ω) → q, (f, ω′) → q′, with q 6= q′, we
have necessarily ω ∩ ω′ = ∅; otherwise it is said to
be non-deterministic. We also agree to denote the
transitions of the form (f, ∅) → q simply as f → q,
and refer to them as initial transitions.

For defining the notion of runs of TDAs on a
trdag in a bottom-up style, we need some pre-
liminaries. Let A be a TDA with state set Q

and transition set ∆. Suppose t is a trdag and
assume given a map M : Edges(t) → Q. If u is
any node on t with u1 . . . un as the string of all
its (not necessarily distinct) children, the string
M(e(u, 1)) . . .M(e(u, n)), formed of states as-
signed by M to the outgoing edges at u, will be
denoted as M(Outu). We then define, recursively
in a bottom-up style, a binary relation at u on
the states of Q, with respect to (w.r.t. or wrt, for
short) the given map M ; this relation, denoted as
⊳M

u = ⊳u, is defined as follows:

Definition 3 Let A, t, M be as above, and u any
given node on the trdag t.
• If u is a leaf with name(u) = a , then q ⊳u q′ iff

whenever a → q ∈ ∆ we also have a → q′ ∈ ∆;
• otherwise q ⊳u q′ iff:
(i) (name(u), M(Outu)) → q is an instance of

a transition rule in ∆; i.e., ∆ has a rule
(name(u), ω) → q such that M(Outu) is in ω;

(ii) there exists a map σq′ : Q → Q, such that:
- σq′ (q) = q′, and the rule

(name(u), σq′(M(Outu))) → q′ is also
an instance of a transition rule in ∆;

- for any edge e : u
i

−→ u′ ∈ Outu,
we have: M(e) ⊳u′ σq′(M(e)).

Definition 4 Let A = (Σ, Q, F, ∆) be any given
TDA, and t any given trdag. A run of A on t is
a pair (r, M), where r : Nodes(t) → Q and M :
Edges(t) → Q are maps such that the following
conditions hold, at any node u on t:

(1) if name(u) = f , then the rule (f, M(Outu)) →
r(u) is an instance of a transition rule in ∆;

(2) there is an incoming edge e ∈ Inu with
M(e) = r(u); and for every e′ ∈ Inu such that
M(e′) = q′ 6= q = r(u), we have q ⊳M

u q′

A run (r, M) is accepting on a trdag t iff r(ǫ) ∈
F , i.e, r maps the root-node of t to an accepting
state. A trdag t is accepted by a TDA iff there is an
accepting run on t. The language of a TDA is the
set of all trdags that it accepts, up to bisimulation.

Remark 2. i) Note that if t is a tree, then Inu is
singleton at every non-root node u on t, so a run
(r, M) of any TDA on t can be identified with its
first component r; we get then the usual notion of
runs of tree automata on trees.

Example 1. Over the unranked signature {a, f, g}
consider a TDA A, with the following transitions:

a → p, b → q′, b → p, b → q,
(a, p) → q, (a, q) → p,
(g, q Q∗) → q, (g, p q) → p,
(f, q p q) → qfin, (f, p Q∗) → qfin,

with Q = {p, q, q′, qfin}, and qfin as the unique
accepting state. An accepting bottom-up run of A
on a tdag is depicted on the left of Figure 2, and
on its right, the “same” run as seen on the tree
equivalent of the tdag.

A few comments on the above run may be of
help: we start with assigning state q to the leaf
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Fig. 2. A bottom-up accepting run of the TDA of Example
1 on a trdag, and the same seen on its tree equivalent.

node b, under r; the assignments of state q under
M to all the incoming edges at this node b poses
no problem; we can then assign state p to node a,
and subsequently also p to the node g, under r, via
the transition rule (g, pq) → p; we then assign p

under M to the first incoming edge at g; assigning
state q under M to the second incoming edge at g is
valid since we have: q ⊳a p and p ⊳b q; reaching qfin

at the root-node is trivial via the last transition
rule. (Note that we could have as well assigned p

under M to the second incoming edge at g, with
no conditions to check, then reach qfin.)

Remark 2 (contd.) ii) Unlike the DAs of [3] or [1],
the following bottom-up non-deterministic TDA:
a → q1, a → q2, f(q1, q2) → qa, with q0, q1, qa

as states and qa as the accepting state, has a non-
empty language: as a TDA it accepts f(a, a).

For a deterministic TDA, we have the following
result (as expected):

Proposition 1 Let A be a bottom-up determinis-
tic TDA, and t any given trdag; then there is at
most one run of A on t.

Proof: Let Q be the set of states of A, and M :
Edges(t) → Q any given map assigning states to
the edges on t. We shall show by induction that
the hypothesis of determinism on A implies that,
at any node u on t, the binary relation ⊳M

u = ⊳u

defined above (Definition3), w.r.t. the map M , is
the identity relation on the set Q. The proposition
will then follow from conditions (1) and (2) on runs,
cf. Definition 4 (we will get, in particular, that for
every incoming edge e at u, M(e) must be the same

as r(u); so the run can be identified with its first
component r).

The induction will be on a non-negative integer
du –that we define at any node u of t, and refer to
as its height on t– as the maximal number of arcs
on t from u to the leaf nodes. If du = 0, then u is
a leaf node; that ⊳u is the identity relation on Q in
this case is immediate, from the determinism of A,
and the definition of ⊳u. So, assume that du > 0,
and let v1 . . . vn be the string of all the children
nodes of u on t. By the inductive hypothesis, for
every i, 1 ≤ i ≤ n, the relation ⊳vi

is identity; it
follows then, from the conditions (i) and (ii) of
the relation ⊳u, that this latter must also be the
identity relation on Q. 2

We may now formulate the principal results of
this paper:

Proposition 2 i) A TDA accepts a trdag t if and
only if it accepts the tree equivalent of t.

ii) The emptiness problem for a TDA is decidable
in time P w.r.t. its number of states.

iii) The uniform membership problem for a TDA
is decidable in time NP (resp. time P ) w.r.t. its
number of states, and the number of edges (resp.
and the number of positions) on the given trdag.

Proof: Let t̂ be the tree equivalent of the trdag t.
(It is immediate that t̂ is uniquely determined, up
to a tree isomorphism.) The ordered bisimulation
relation between the sets of nodes of t and t̂ can
actually be seen as a natural surjective map from
Nodes(t̂) onto Nodes(t) that can be defined recur-
sively, in a bottom-up style; in what follows, this
map will be referred to as the compression map,
and denote it as c.

Property i): For proving the ‘only if’ part, one
uses the following reasoning, coupled with induc-
tion on the height function at the nodes of t (de-
fined in the proof of the previous proposition): Let
(r, M) be an accepting run of the given TDA on
the trdag t; consider a node s on the tree equivalent
t̂, of which the node u on t is the image under the
compression map c; let r(u) = q under the given
run of the TDA on t; then, for every state q′ of the
TDA such that q ⊳M

u q′, one can construct a partial
run of the TDA –seen as a usual tree automaton–
on the tree t̂, climbing up from a leaf below s on t̂,
to the node s (for an illustrative example, see the
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tree to the right of Figure 2).
For proving the ‘if’ part of Property i), we start

with a given accepting run r̂ of the given TDA, as
a bottom-up tree automaton running in the usual
sense on the tree t̂; from this run r̂, we shall con-
struct a run (r, M) of the TDA on the trdag t as
follows: Consider any given node u on t, and let
{s1, . . . , sk} be the set c−1(u) of all nodes on t̂ such
that u is the image of each of them under the com-
pression map c : Nodes(t̂) → Nodes(t); the set
Inu, of incoming edges at u on the trdag t, contains
then exactly k edges, say e1, . . . , ek in some (ar-
bitrarily chosen) order; we then set, for any i, 1 ≤
i ≤ k, M(ei) = r̂(si); and set r(u) as any (arbitrar-
ily chosen) state among the r̂(si), i, 1 ≤ i ≤ k. It
is then easily checked that the pair of maps (r, M)
gives an accepting run of the TDA on the trdag t.

Properties ii) and iii) follow, in the ranked case,
from the proof of i) and the results of TATA ([4]),
Chapter 1; in the unranked case, one can either em-
ploy a reasoning based on reduction to the ranked
case as in [9], or appeal directly to the results of
[10]. (Note: the number of positions on a trdag is
the same as the size of its tree equivalent.) 2

3. Conclusion

Neither the dag automata of [3,1], nor the
Tree/Dag automata that we have presented in this
paper, can be seen as special cases of the vertex
marking or the edge marking automata on graphs,
defined in [14]: the reason is that a boundedness
assumption was made there on the number of in-
coming edges at the nodes; in particular, contrary
to the Example 2.7 of [14], it is easy to construct
a DA (resp. a TDA) whose language is the the set
Lb of all the dags (resp. trdags) that contain a
node named with some given symbol b.

The notion of a trdag that we have defined in
this paper, is none other than that of an acyclic
graph obtained from a (possibly unranked) tree,
by identifying –fully or partially– the nodes where
the sub-trees are isomorphic. We have also shown
how to run any tree automaton A on any trdag t,
without having to uncompress t; the runs are de-
fined in a bottom-up style, in such a way that A
accepts t if and only if it accepts the tree equivalent

of t, in the classical sense. Validating XML docu-
ments that may be in a compressed format, with
respect to a specifying tree grammar is one possi-
ble area of application for the view that we have
presented here; a second area is that of querying di-
rectly a compressed XML document, without hav-
ing to unfold it into a tree. The interested reader
may consult [5], where the results that we have al-
ready obtained in this connection are presented.
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