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Rank related properties, for Basis Pursuit and

total variation regularization

F. Malgouyres∗

March 15, 2006

Abstract

This paper focuses on optimization problems containing an l
1 kind of

regularity criterion and a smooth data fidelity term. A general theorem
is adapted to this context. It gives an estimate of the distribution law of
the ”rank” of the solution to the optimization problems, when the initial
datum follows a uniform (in a convex compact set) distribution law. It
says that asymptotically, solution with a large rank are more and more
likely.

The main goal of this paper is to understand the meaning of this
notion of rank for some energies which are commonly used in image pro-
cessing. We study in details the energy whose level sets are defined as
the convex hull of finite subset of R

N (think Basis Pursuit) and the total
variation. For these energies, the notion of rank respectively relates to
sparse representation and staircasing.
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1 Introduction

This paper focuses on some properties of energies whose level sets are polyhedral.
To be specific, we consider an energy of the form

E(u) = sup
Ψ∈D

〈u,Ψ〉, (1)

where u ∈ R
N , D is dictionary in R

N and 〈., .〉 stands for the scalar product in
R

N .
The interest for such energies comes from their wide use in today scien-

tific calculus. Almost all our examples come from image processing alone. In
that field, such energies are used in : total variation regularization (for refer-
ences, see the introduction of Section 4), in Basis Pursuit and alike algorithms
(see references in Section 3), wavelet soft thresholding (see [1, 2], where soft-
thresholding is proved to be the solution to optimization problems involving en-
ergies whose level sets are polyhedral), image compression (see [3], where JPEG
and JPEG2000 are interpreted in terms of solutions to optimization problems
involving an energy whose level sets are polyhedral),...

An analysis of such optimization problems is presented in [4]. In few words,
it says that asymptotically, as E(u) becomes small (u is the solution to the
optimization problem), u is more and more likely to have a large rank (the
precise definition of the rank is given in Section 2). However, the meaning of
the notion of rank might not be obvious for some energies listed above.

The purpose of this paper is to establish this meaning for two different kinds
of energies : those whose levels sets is easily expressed as the convex hull of
a finite subset of R

N and the total variation. In simple words, we study the
meaning of the notion of rank for energies of the l1 kind.

In fact, the notion of rank is quite explicit when the energy is already ex-
pressed under the form (1). Its importance has already been highlighted in [3],
where it is shown that the compression standards JPEG and JPEG2000 can be
considered particular cases of more general compression scheme for which the
number of coefficients that need to be coded is the rank of the solution to an
optimization problem involving an energy whose level sets are polyhedra.

The paper sketches as Follows :

• In Section 2, we summarize the notions and results established in [4].

• In Section 3, we study energies whose level sets are defined as the convex
hull of a finite subset B ⊂ R

N . Examples of use of such energies are found
in Basis Pursuit algorithms. We show that, for any u ∈ R

N and such an
energy, u can be expressed with N−rk(u)+1 non-zero coordinates, where
rk(u) denotes the rank of u. In this context, the results established in [4]
express that, in many situations, algorithms involving such an regularity
criterion are very likely to provide a solution which is represented with
only few coordinates in B.
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• In Section 4, we study an approximation of the total variation whose
level sets are polyhedral. We establish some links between the rank of an
element u ∈ R

N2

and the size of the set

I2 = {(i, j) ∈ R
N2

,∇ui,j = (0, 0)}.

These results suggest the staircasing (which is usually quantified by the
size of I2) relates to the notion of rank. However, the notion of rank,
by itself, does not permit to quantify the staircasing artifact. A deeper
analysis is probably needed. This shows the limitations of the notion of
rank for energies like the total variation.

The paper is organized so that a reader can skip Section 3 or 4. They are
completely independent and both contain a short introduction to the concerned
research area.

2 A rank likelihood estimate

As a particular case, [4] studies an optimization problem of the form

(P ) :

{
Minimize D(w − u0)
under the constraint E(w) ≤ τ

for a datum u0 ∈ R
N , E(u0) > τ > 0 and two functions E and D, defined over

R
N . In the text, we will refer to D as the ”data fidelity term” and to E as the

”regularization term”.
In [4], it is assumed that D is a regular (i.e. continuously differentiable away

from 0) norm. (The boundary of the level sets of D also needs to be slightly
”curved”, we recommend to see [4] for details.) The function E is assumed to
be a norm whose level-sets are polyhedra.

Notice that in general such optimization models are written under the form
{

Minimize E(w)
under the constraint D(w − u0) ≤ τ ′

for D(−u0) > τ ′ > 0, or

Minimize E(w) + λD(w − u0),

for λ > 0.
However, under the hypotheses of the theorem below, those optimization

problems are equivalent to (P ). Their solutions are indeed always characterized
by

−λ′D(w − u0) ∈ ∂E(w),

for an adequate λ′ > 0. (∂E denotes the subgradient of E.)
Coming back to (P ), we know (see [4]) that, because of the hypotheses on

E, there exists a finite subset (ϕi)i∈I ⊂ R
N such that, for all u ∈ R

N ,

E(u) = supi∈I〈u, ϕi〉. (2)
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Defining, for all u ∈ R
N ,

J(u) , {i ∈ I, E(u) = 〈u, ϕi〉},

we can prove (see [4]) that

rk(u) , dim
(
Span((ϕj)j∈J(u))

)

does not depend on the choice of (ϕi)i∈I , in (2). We call rk(u), the rank of u.
We denote, for a function f and τ > 0, the level set of a function f by

Lf (τ) = {u, f(u) ≤ τ}.

Theorem 1 Let f be a norm over R
N and U be a random variable whose

distribution law is uniform in a set A satisfying

Lf (τ1) ⊂ A ⊂ Lf (τ2),

for τ2 ≥ τ1 > 0.
There exists non-negative real numbers (CK)1≤K≤N such that, for all K ∈

{1, . . . , N},

CKτ
N−K τK

1

L(A)
+ ◦(τN−K) ≤ P(rk(U) = K) ≤ CKτ

N−K τK
2

L(A)
+ ◦(τN−K)

as τ goes to 0, where L(A) is the Lebesgue measure of A and U denotes the
solution to (P ) when u0 is a realization of U . (The hypotheses on E and D are
given right after the definition of (P ).)

This theorem quantifies the probability for the solution to (P ) to have a given
rank, when τ is small. It tells us that, in this case, rk(u) is very likely to be
large. This holds under quite general assumptions on the data distribution law
and for a large class of data fidelity term. Notice that, usual image processing
models, the goal of models like (P ) is to provide a solution whose rank is small
(see [3], and the next sections).

However, for a fixed regularization term, we can increase the likelihood of
getting a small rank through the improvement of the constants CK . When
expressing CK (see [4]), we see that they strongly depend on D. Doing so, we
can expect improvements but cannot expect to go beyond the estimation given
in Theorem 1. The only way to go beyond those estimations would be to chose
D that fails to comply with its hypotheses.
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3 The Basis Pursuit regularization term

We consider in this section the energy defined for u ∈ R
N by

E(u) = min
(αj)j∈J∈C(u)

∑

j∈J

αj (3)

where

C(u) = {(αj)j∈J , such that ∀j ∈ J, αj ≥ 0 and u =
∑

j∈J

αjϕj}

where B = (ϕj)j∈J is a finite subset of R
N such that

1. for all j ∈ J , ‖ϕj‖2 = 1,

2. for all (i, j) ∈ J2, if i 6= j, ϕi 6= ϕj ,

3. and for all u ∈ R
N , C(u) 6= ∅.

We will often abuse of the notation (αi)i∈I ∈ C(u), for I ⊂ J . In such a case,
one should understand that the numbers (αj)j∈J\I are implicitly set to 0.

Notice that we could easily get rid of the last condition on B. In this case
E is only defined over




u ∈ R
N , ∃(αj)j∈J ∈ R

J such that u =
∑

j∈J

αjϕj and ∀j ∈ J, αj ≥ 0




 .

For simplicity, we will always consider the condition 3 holds though.
One motivation for considering such an energy is that it is already used in

Basis Pursuit [5], for source separation [6], and for feature selection in classifi-
cation [7]. Let us also mention the theoretical work in [8, 9] which specifies the
geometry of B so that the (αj)j∈J solving E(u) is the sparsest in C(u). The
Basis pursuit norm (the one considered in those paper) is of the form E for a

dictionary B = B̃ ∪ {−ϕ, ϕ ∈ B̃}, where B̃ the dictionary considered in those
papers.

Another important motivation for studying energies of the form E is that its
level sets are scaled version of the convex hull of B. Indeed, under the hypotheses
above, E is clearly a norm and we have

{u,E(u) ≤ 1} =




u =
∑

j∈J

αjϕj , where ∀j ∈ J, αj ≥ 0 and
∑

j∈J

αj ≤ 1




 ,

so

LE(1) =



u =

∑

j∈J

αjϕj + α00, where α0 ≥ 0, ∀j ∈ J, αj ≥ 0

and α0 +
∑

j∈J

αj = 1
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As a consequence, Lu(1) is the convex hull of B ∪ {0} (see [10], Cor. 2.3.1, pp.
12). But, because of the condition 3, 0 belongs to the interior of Lu(1) and
therefore the convex hull of B∪{0} equals the convex hull of B. Of course, since
E is a norm, for any τ > 0, LE(τ) is a scaled version of the convex hull of B.

As a consequence, the level sets of E are polyhedral (see [10], Th. 19.1, pp.
171) and the results described in Section 2 can be applied to such an energy.

Notice that the representation of convex polyhedron as the convex hull of a
finite set of elements is classical (see [10], Section 18, pp. 162). This, by itself, is
an important motivation for studying energies whose level sets are polyhedron
in this framework.

The question we would like to address here is the relation between the rank
of an element u ∈ R

N and some properties on u. Heuristically, it seems clear
that as the rank of u grows, we need less and less ϕj to represent u.

Let us first define the set D, such that

E(u) = sup
Ψ∈D

〈u,Ψ〉.

Here and all along the section, 〈., .〉 stands for the scalar product in R
N .

Proposition 1 Let u ∈ R
N and let (α′

j)j∈J ∈ C(u) be such that

E(u) =
∑

j∈J

α′
j .

We denote
I ′ = {j ∈ J, α′

j 6= 0}

It is possible to extract, from I ′, a set I such that (ϕi)i∈I is an independent
system of vectors and there exists (αi)i∈I ∈ C(u) such that for all i ∈ I, αi > 0,
and

E(u) =
∑

i∈I

αi.

Proof. First, if I ′ is such that (ϕi)i∈I′ is not an independent system of vectors,
there exists i0 ∈ I ′ such that

ϕi0 =
∑

i∈I′\{i0}

αi0
i ϕi

So, we can deduce from the hypotheses of the proposition that, for all λ ∈ R,

u =
∑

i∈I′

α′
iϕi

=
∑

i∈I′

α′
iϕi + λ


ϕi0 −

∑

i∈I′\{i0}

αi0
i ϕi




=
∑

i∈I′\{i0}

(α′
i − λαi0

i )ϕi + (α′
i0

+ λ)ϕi0 .
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We denote, for j ∈ J

αλ
j =





α′
j − λαi0

j , if j ∈ I ′ \ {i0}
αi0 + λ , if j = i0
0 , otherwise.

Notice that, for λ small enough (λ can be positive or negative), (αλ
j )j∈J ∈ C(u),

and
∑

j∈J

αλ
j =

∑

i∈I′

α′
i + λ


1 −

∑

i∈I′\{i0}

αi0
i


 .

So, since (αj)j∈J is solution to (3), we necessarily have

∑

i∈I′\{i0}

αi0
i = 1.

As a consequence, as long as, for all j ∈ J , αλ
j ≥ 0, (αλ

j )j∈J is also solution
to (3). We take λ0 equal to the largest negative value such that, for all j ∈ J ,
αλ

j ≥ 0 (it is not difficult to see it exists and that λ0 < 0) and we obtain

(αλ0

j )j∈J ∈ C(u) such that

E(u) =
∑

i∈I′

αλ0

i

and
#{j ∈ J, αλ0

j 6= 0} < #I ′.

We can repeat the same procedure as long as the so obtained set of indexes
does not define an independent system of vectors. We denote the result I . Ob-
viously, I satisfies the conditions of Proposition 1. �

Definition 1 We call face any subset I ⊂ J such that (ϕi)i∈I is a basis and
there exists u ∈ R

N which cannot be expressed as a linear combination of strictly
less than N elements of B, such that there exists (αi)i∈I ∈ C(u) satisfying

E(u) =
∑

i∈I

αi.

We denote F the set of all the faces.
For any I ∈ F , we denote ΨI the only solution to

∀i ∈ I, 〈ΨI , ϕi〉 = 1.

Notice that for any u ∈ R
N , that cannot be expressed as a linear combination

of strictly less than N elements of B, Proposition 1 guaranties there exists a face
I ∈ F such that

E(u) =
∑

i∈I

αi,
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for a given (αi)i∈I ∈ C(u). (It is, by the way, clear that for all i ∈ I , αi > 0.)
Notice also that

E(u) =
∑

i∈I

αi =
∑

i∈I

αi〈ϕi,ΨI〉 = 〈u,ΨI〉.

In fact, we can prove a little more.

Proposition 2 Let I be a face. For any

v ∈

{
∑

i∈I

αiϕi, ∀i ∈ I, αi > 0

}
,

there exists (αi)i∈I ∈ C(v) and

E(v) =
∑

i∈I

αi = 〈v, ψI〉.

Proof. First, since I is a face, there exists u ∈ R
N such that, u cannot be

expressed as a linear combination of strictly less than N elements of B and
there exists (αi)i∈I ∈ C(u) and

E(u) =
∑

i∈I

αi = 〈u, ψI〉.

Notice that, for any i ∈ I , αi > 0.
Let us observe that, since I is a face, for any j ∈ J \ I , there exists (αj

i )i∈I ∈
R

I such that
ϕj =

∑

i∈I

α
j
iϕi.

So, for any λ ≥ 0,

u =
∑

i∈I

αiϕi + λ

(
ϕj −

∑

i∈I

α
j
iϕi

)

=
∑

i∈I

(αi − λα
j
i )ϕi + λϕj .

Moreover, since for all i ∈ I , αi > 0, for λ > 0 and small enough, we have

(α′
i)i∈J ∈ C(u),

where

α′
i =





αi − λα
j
i , if i ∈ I

λ , if i = j

0 , otherwise.
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As a consequence,

∑

i∈I

αi ≤
∑

j∈J

α′
j

≤
∑

i∈I

αi + λ

(
1−

∑

i∈I

α
j
i

)
.

Finally, for any j ∈ J \ I , ∑

i∈I

α
j
i ≤ 1. (4)

Let us consider (αv
i )i∈I , such that for all i ∈ I , αv

i > 0, and

v =
∑

i∈I

αv
i ϕi.

For any (βj)j∈J ∈ C(v), it is not difficult to see that, for any i ∈ I ,

αv
i =

∑

j∈J

βjα
j
i .

(Remember indeed, that, since I is a face, (ϕi)i∈I is a basis.)
So, since (4) holds,

∑

i∈I

αv
i =

∑

j∈J

βj

∑

i∈I

α
j
i ,

≤
∑

j∈J

βj .

Therefore
E(v) =

∑

i∈I

αv
i = 〈v, ψI〉.

. �

Theorem 2 For any u ∈ R
N ,

E(u) = sup
I∈F

〈u,ΨI〉.

Proof. Let us first consider u ∈ R
N such that u cannot be expressed as a linear

combination of strictly less than N elements of B.
From Proposition 1 and Definition 1, we know there exists I ∈ F such that

E(u) = 〈u,ΨI〉.
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So, we know that
E(u) ≤ sup

I′∈F
〈u,ΨI′〉.

In order to prove the converse statement, let us consider a face I ′ ∈ F . Since
it is a face, we know there exists v ∈ R

N such that

E(v) = 〈v,ΨI′〉

and v cannot be expressed as a linear combination of strictly less than N ele-
ments of B.

Let us consider, for λ ∈ [0, 1],

uλ = λu+ (1 − λ)v.

Proposition 2 guaranties that for λ small enough

E(uλ) = 〈uλ,ΨI′〉.

So, for such a λ,

λ〈u,ΨI′〉 + (1 − λ)〈v,ΨI′〉 = 〈uλ,ΨI′〉

= E(λu+ (1 − λ)v)

≤ λE(u) + (1 − λ)E(v)

≤ λ〈u,ΨI〉 + (1 − λ)〈v,ΨI′〉.

This guaranties that
〈u,ΨI′〉 ≤ 〈u,ΨI〉.

This guaranties that for any u ∈ R
N such that u cannot be expressed as a

linear combination of strictly less than N elements of B

E(u) = sup
I∈F

〈u,ΨI〉.

The final result follows from the remark

{
u ∈ R

N , u cannot be expressed as a linear combination of

strictly less than N elements of B}

is dense in R
N and the fact that both E and supI∈F 〈.,ΨI〉 are continuous. �

Notice that, one of the consequences of Theorem 2 is that for all j ∈ J and
all I ∈ F ,

〈ϕj ,ΨI〉 ≤ 1.

We can now rewrite, for u ∈ R
N , the definition of rk(u) for the energy E.

We have
rk(u) = dim

(
Span(ΨI)I∈F(u)

)
,
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for
F(u) = {I ∈ F , 〈u,ΨI〉 = E(u)}.

Let us also recall a definition that was given in [4]. We denote

u = {v ∈ R
N , ∀I ∈ F , 〈v,ΨI〉 = E(v) ⇔ I ∈ F(u), and E(u) = E(v)},

for u ∈ R
N .

As is already remarked in [4], u is an affine manifold whose dimension is
N − rk(u).

Let us finally denote

I0 = {j ∈ J, ∀I ∈ F(u), 〈ϕj ,ΨI〉 = 1}.

The following proposition holds

Proposition 3 For any u ∈ R
N ,

u ⊂

{
∑

i∈I0

αiϕi, ∀i ∈ I0, αi ≥ 0,
∑

i∈I0

αi = E(u)

}
. (5)

and {
∑

i∈I0

αiϕi, ∀i ∈ I0, αi > 0, and
∑

i∈I0

αi = E(u)

}
⊂ u

Proof. In order to prove the First inclusion, we consider v ∈ u. Proposition 1
guaranties there exists I1 ⊂ J such that (ϕi)i∈I1 is an independent system of
vectors and there exists (αi)i∈I1 ∈ C(v) such that for all i ∈ I1, αi > 0 and

E(v) =
∑

i∈I1

αi.

If there exists i0 ∈ I1 \ I0, there exists I ∈ F(u) such that

〈ϕi0 ,ΨI〉 < 1.

Therefore, since αi0 > 0 (the other αi are positive),

〈v,ΨI〉 =
∑

i∈I1

αi〈ϕi,ΨI〉

<
∑

i∈I1

αi = E(v)

This contradicts v ∈ u. So I1 ⊂ I0, and the second inclusion is proved.
In order to prove the second inclusion, let (αi)i∈I0 ∈ R

I0 be such that for all
i ∈ I0, αi > 0 and ∑

i∈I0

αi = E(u).
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We denote
v =

∑

i∈I0

αiϕi. (6)

For any I ∈ F(u),

〈v,ΨI〉 =
∑

i∈I0

αi〈ϕi,ΨI〉

= E(u).

Let us consider I 6∈ F(u). We know that

〈u,ΨI〉 < E(u). (7)

Now, since we already proved (5) and u obviously belong to u, there exists
(αi)i∈I0 , such that for all i ∈ I0, αi ≥ 0,

u =
∑

i∈I0

αiϕi,

and
E(u) =

∑

i∈I0

αi.

So, (7) becomes ∑

i∈I0

αi〈ϕi,ΨI〉 <
∑

i∈I0

αi,

which guaranties there exists i0 ∈ I0 such that

〈ϕi0 ,ΨI〉 < 1.

Finally, we know that, for any I 6∈ F(u), there exists i0 ∈ I0 such that

〈ϕi0 ,ΨI〉 < 1.

Since, in (6), αi0 > 0 (the other αi are positive),

〈v,ΨI〉 =
∑

i∈I0

αi〈ϕi,ΨI〉

< E(u).

So v ∈ u.
�

As a consequence, we have for any u ∈ R
N ,

N − rk(u) = dim(u)

= dim (Span(ϕi)i∈I0) − 1 (8)
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Corollary 1 For any u ∈ R
N , there exist I ⊂ J and (αi)i∈I ∈ C(u) such that

#I ≤ N − rk(u) + 1.

Proof. This is a direct consequence of Proposition 3, Proposition 1 and (8). �

Proposition 3 and the above Corollary tell us that the Basis Pursuit algo-
rithm make the link between the existence of a sparse representation for a given
u ∈ R

N , in B, and the rank of u. If the rank is large, there exists a sparse
representation of u, in B. Moreover, Proposition 1 tells us that, modulo the
application of a simple algorithm (see the proof of Proposition 1, where the
algorithm is explicitly given), basis pursuit provides us with a description of u
with N − rk(u) + 1 coordinates.

In this framework, Theorem 1 tells us that as τ goes to 0, the solution to
(P ) is more and more likely to be sparse.

Finally, notice that the question of finding the sparsest representation for u,
in B, is not solved in general by a basis pursuit algorithm (see [8, 9]). Notice
however, that, for a fixed B, the set of elements u that can be expressed with
strictly less than N independent elements of B is obviously of Lebesgue measure
0.

An interesting observation is that, similarly, the set of all the elements in
u which can be expressed with strictly less than N − rk(u) + 1 independent
elements of B is of N − rk(u) Hausdorff measure 0. Therefore, when solving
(P ), for an initial datum as in Theorem 1, we can expect the probability of
finding such a solution to be null. (It is straightforward consequence of the
remark after the proof of Theorem 3, in [4]). Therefore, when solving (P ),
unless the initial datum belongs to a set of measure 0, the solution u to (P )
cannot be expressed with strictly less than N − rk(u) + 1 elements of B.
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4 The total variation

This section is mostly independent of the preceding one. We focus on an ap-
proximation of the total variation (TV) defined, for u ∈ R

N2

(notice that the
ambient space is now of dimension N 2), by

TV (u) =

N∑

i,j=1

f(∇ui,j), (9)

where ∇u stands for a discrete analogue of the gradient of u, and f is a norm
in R

2. We will also assume that the level sets of f are polyhedron. Such an
energy almost satisfies the hypotheses of Theorem 1 and can approximate the
standard TV without noticeable change on the results. (Usually, TV is defined
with f equal to the Euclidean norm.) We will see that the meaning of Theorem
1 still makes sense for such an energy.

The first motivation for considering TV comes from its intensive use in image
processing (see [11, 12, 13, 14, 2], for few examples on image restoration, and
[15, 16, 17], for examples on texture discrimination). With this regard, we would
like to mention the well known staircasing artifact (see [13, 12, 18, 19, 20, 21]).
This artifact consists in the creation of large homogeneous zones (where ∇u =
(0, 0)) in the solution to (P ), when E equals TV. The link between staircasing
and the non differentiability of TV has already been established in [12, 22]. It
seems therefore that the notion of rank might relate to staircasing.

Another motivation comes from the fact TV consists in a mixture of two
linear analyses (the x and y derivatives). Such mixture might be useful in
practice. For instance the adaptation of the results we present here to energies
which take the form of a sum of l1 norms in different bases is straightforward.
It corresponds to the situation where f is the l1 norm in R

2.
To make the relation with Theorem 1, the question is whether we can make

the link between the rank of an element u ∈ R
N2

and some properties of u.
As we will see in the next section, the results are not as instructive as in the
previous cases. We are however able to conclude that the rank of u is large,
when u contains staircasing. Since the constant CK in Theorem 1 are a sum
over all the u of rank K, this guaranties that solutions with large staircasing
will be over-represented when solving (P ) with E = TV .

4.1 Unit ball of the total variation and polyhedra

Let us go into details. As already said, we consider TV defined by

TV (u) =

N∑

i,j=1

f(∇ui,j),

where u ∈ R
N2

is an image, ∇u stands for a discrete analogue of the gradient of
u, and f is a norm in R

2. In the remaining of the paper, we take for any d ∈ R
2

f(d) = sup
Ψ∈D

〈d,Ψ〉2, (10)
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where 〈., .〉2 denotes the usual scalar product in R
2 and D is a suitable1 finite

subset of R
2. (Notice that, for isotropy reasons, people usually take the Eu-

clidean norm for f . It is possible to approximate the Euclidean norm very well
with functions of the form (10).)

We have, for any u ∈ R
N2

,

TV (u) =

N∑

i,j=1

sup
Ψ∈D

〈∇ui,j ,Ψ〉2 (11)

= sup
(Ψi,j)1≤i,j≤N∈DN2

N∑

i,j=1

〈∇ui,j ,Ψi,j〉2

= sup
(Ψi,j)1≤i,j≤N∈DN2

N∑

i,j=1

ui,j div(Ψ)i,j .

The div operator is simply the adjoint to the ∇ operator. It goes from (R2)N2

into R
N2

. We finally obtain

TV (u) = sup
ϕ∈DTV

〈u, ϕ〉N2 ,

with
DTV =

{
div(Ψ), for Ψ = (Ψi,j)1≤i,j≤N ∈ DN2

}
.

Of course, since D is finite, DTV is finite and LTV (1) is a polyhedron. The fact
that TV is not a norm will be addressed once the results of the next section are
established.

4.2 A link between rank and staircasing

For a given u ∈ R
N2

, such that TV (u) 6= 0, we define the following sets of
indexes:

I0 = {(i, j), f is differentiable at ∇ui,j},

I1 = {(i, j), f is not differentiable at ∇ui,j and ∇ui,j 6= (0, 0)},

and
I2 = {(i, j),∇ui,j = (0, 0)}.

Of course, we have
I0 ∪ I1 ∪ I2 = {1, . . . , N}2,

and
I0 ∩ I1 = I0 ∩ I2 = I1 ∩ I2 = ∅. (12)

1To prove (13), (14) and (15), we need D to contain at least three elements, among which
at least two are independent. Also we need 〈Ψ,Ψ〉2 = 1, for all Ψ ∈ D, and D does not contain
the same element twice.
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Proposition 4 Let TV be defined by (9) and (10). For any u ∈ R
N2

, such that
TV (u) 6= 0,

#I2 − #I0 ≤ rk(u) ≤ 2#I2 + #I1,

where # denotes the number of elements of a set.

Of course, the total variation, as defined by (9) and (10) does not satisfy the
hypotheses of Theorem 1, since it is not a norm. However, in order to satisfy
the hypotheses of Theorem 1, we can add to DTV the elements ε11 and −ε11,
where ε is a small non-negative number and 11i,j = 1, for all (i, j) ∈ {1, . . . , N}2.
If we do so, rk(u) remains unchanged or is increased by one unit. This would
not significantly modify the point we want to address.
Proof. First, given (10), it is not difficult to see that

I0 = {(i, j), ∃!Ψ1
i,j ∈ D, f(∇ui,j) = 〈∇ui,j ,Ψ

1
i,j〉2}, (13)

where ∃! stands for ”there exists a unique”. Also,

I1 = {(i, j), ∃!(Ψ1
i,j , ψ

2
i,j) ∈ D2,Ψ1

i,j 6= Ψ2
i,j

and f(∇ui,j) = 〈∇ui,j ,Ψ
1
i,j〉2 = 〈∇ui,j ,Ψ

2
i,j〉2}, (14)

and
I2 = {(i, j), ∀Ψ ∈ D, f(∇ui,j) = 〈∇ui,j ,Ψ〉2}. (15)

For any, (i, j) ∈ I2, we chose two linearly independent elements (Ψ1
i,j ,Ψ

2
i,j) ∈ D2.

In order to obtain the upper bound, we consider

V , {Ψ ∈ DN2

, TV (u) = 〈u, divΨ〉N2}.

We know that
rk(u) = dim (div (Span (V ))) .

It is not difficult to see that

V = {Ψ ∈ DN2

, ∀(i, j) ∈ {1, . . .N}2, 〈∇ui,j ,Ψi,j〉 = f(∇ui,j)},

which can be written (using (13), (14) and (15))

V = {Ψ ∈ DN2

, ∀(i, j) ∈ I0,Ψi,j = Ψ1
i,j

, ∀(i, j) ∈ I1,Ψi,j = Ψ1
i,j or Ψi,j = Ψ2

i,j

, ∀(i, j) ∈ I2,Ψi,j ∈ D}

We denote
Ψ1 = (Ψ1

i,j)1≤i,j≤N ,

Ψ2,i,j ∈ (R2)N2

, for (i, j) ∈ I1 ∪ I2, such that

Ψ
2,i,j
i′,j′ =

{
(0, 0) , if (i′, j′) 6= (i, j),
Ψ2

i,j − Ψ1
i,j , if (i′, j′) = (i, j),
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and Ψ1,i,j ∈ (R2)N2

, for (i, j) ∈ I2, such that

Ψ
1,i,j
i′,j′ =

{
(0, 0) , if (i′, j′) 6= (i, j),
Ψ1

i,j , if (i′, j′) = (i, j).

We have

V ⊂ Span
(
{Ψ1} ∪ {Ψ2,i,j}(i,j)∈I1∪I2 ∪ {Ψ1,i,j}(i,j)∈I2

)
.

So

div (Span(V )) ⊂ Span
(
{div

(
Ψ1
)
} ∪ {div

(
Ψ2,i,j

)
}(i,j)∈I1∪I2 ∪ {div

(
Ψ1,i,j

)
}(i,j)∈I2

)
,

which, since div
(
Ψ1
)
≡ 0, implies that

rk(u) ≤ 2#I2 + #I1.

In order to obtain the lower bound, we denote

J(u) , {ϕ ∈ DTV , TV (u) = 〈u, ϕ〉N2}

and
u , {v ∈ R

N2

, J(v) = J(u) and TV (v) = TV (u)}.

Let us also consider

W , {λv, with λ > 0 and v ∈ u},

= {v ∈ R
N2

, J(v) = J(u)}.

We can easily deduce from the definition of J(u) that u is an open polyhedron
in an affine manifold of dimension N2 − rk(u). (Indeed, u is defined by rk(u)
independent equalities and a consistent system of strict inequalities.) Since
TV (u) 6= 0, it is not difficult to see that W is included in an affine manifold of
dimension N2 − rk(u) + 1.

Using again (13), (14), (15), we see that

W ⊂ {v, ∀(i, j) ∈ I0, 〈∇vi,j ,Ψ
1
i,j〉2 = f(∇vi,j)

∀(i, j) ∈ I1, ∃λi,j > 0,∇vi,j = λi,j∇ui,j

∀(i, j) ∈ I2,∇vi,j = (0, 0)}

So,
W ⊂W ′ , {v, (∇vi,j)1≤i,j≤N ∈W ′′},

with

W ′′ = {ϕ ∈ (R2)N2

, ∀(i, j) ∈ I2, ϕi,j = (0, 0) and

∀(i, j) ∈ I1, ∃λi,j > 0, ϕi,j = λi,j∇ui,j}.
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Notice that dim(W ′′) = 2N2−2#I2−#I1 and that dim(W ′′) = dim(W ′)+1.
So,

N2 − rk(u) + 1 = dim(W )

≤ dim(W ′) + 1

≤ 2N2 − 2#I2 − #I1 + 1.

Using the fact that N2 = #I0 + #I1 + #I2, we finally obtain

#I2 − #I0 ≤ rk(u),

which finishes the proof. �

Proposition 4 tells us that , when u is such that #I2 is large (strong stair-
casing) rk(u) is large too. Indeed, when #I2 is large, since

#I0 + #I1 + #I2 = N2,

#I0 is small.
Also, when putting Theorem 1 and Proposition 4 together, we know that if

the total variation of a solution u to a model of the form (P ) is small, it is very
likely that rk(u) is large. It is however not possible to interpret this property in
terms of staircasing. The only information we have is that #I1 + 2#I2 is likely
to be large too.

Notice that it is a classical problem in mathematical papers modelling the
staircasing artifact in images. The understanding of the staircasing artifact
in dimension 2 is not as deep as its counter part for 1 D signals, see [12, 18,
20]. The mostly achieved statements, for images, only establish the stability of
homogeneous regions, when the initial datum in the model (P ) already contains
staircasing, see [22]. This is of course not in contradiction with the result stated
here. Moreover, when adapted to 1 D signals, Proposition 4 makes a clear link
between staircasing (in 1 D) and the rank of an element. (The adaptation of
the proof of Proposition 4 is straightforward.)

It seems also that the information provided by the rank of an image is not
sufficient to establish the high probability of obtaining a strong staircasing in
models of the form (P ). This phenomenon is however observed in many different
and independent experiments and can probably be explained. One way to do
so might be to improve the analysis provided in [4]. We might find that, for a
given rank K > 0, the contribution to CK (see Theorem 1) of elements u for
which #I2 is large is more important than the contribution of those for which
#I1 is large.

The proposition however guaranties that solutions with a strong staircasing
will be over-represented among solutions to (P ), when E = TV , since they
contribute to CK with K large.

Finally, if one wants to avoid solutions to (P ) with a large rank (maybe
in the expectation of reducing the staircasing artifact), the construction of the
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constant CK shows that this can be achieved by improving the data fidelity term.
However, in this context, Theorem 1 tells us this might be of a limited interest.
Of course, we can expect to outperform the results predicted by Theorem 1 when
the data fidelity term fails to comply to its hypotheses. Some experiments on
the model described in [2] (they have not yet been reported) show the solutions
to such models almost do not contain staircasing. As far as we know, the impact
of the data fidelity term on staircasing has not yet been exploited by authors
working in that field (see [13, 19, 21] and references therein).

4.3 Remark

The adaptation of the proof of Proposition 4 to other energies might be simple.
For instance, a similar statement holds for an energy of the form

E(u) =

N2∑

k=1

|〈u, ϕk〉N2 |, (16)

for u ∈ R
N2

and a basis (ϕk)1≤k≤N2 of R
N2

.
In this case, we denote

I0 = {k, 〈u, ϕk〉N2 = 0}

and
I1 = {k, 〈u, ϕk〉N2 6= 0}.

The proposition becomes :

Proposition 5 Let E be defined by (16). For any u ∈ R
N2

, such that E(u) 6= 0,

rk(u) = #I0 + 1

The proof is a straightforward adaptation of the proof of Proposition 4.
In this context, Theorem 1 says that, under quite general assumptions on

the data distribution law and for a quite general class of data fidelity terms :
if the solution u to (P ), for E defined by (16), is such that E(u) is small, u is
very likely to be sparse, in the basis (ϕk)1≤k≤N2 .

Again, in order to increase the sparsity of the solution in this basis, one
should improve the data fidelity term to get better CK .

Also, this result suggests it might be possible to extend some theoretical
results which are usually stated for an energy of the form (16) to all the energies
whose level sets are polyhedral. In such cases, the hypotheses on #I0 should be
replaced by analogue hypotheses on the rank of u. (It is, for instance certain that
results similar to those presented in [23] can benefit from this generalization.)

Finally, Proposition 5 is only a small improvement on Corollary 1, when
B = B̃ ∪ {−ϕ, ϕ ∈ B̃}, where B̃ = (ϕ̃k)1≤k≤N2 is the basis such that for all

u ∈ R
N2

,

u =

N2∑

k=1

〈u, ϕk〉N2 ϕ̃k.
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