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Abstract Given a finite set of wordsw1, . . . , wn independently drawn according
to a fixed unknown distribution lawP called astochastic language, an usual goal
in Grammatical Inference is to infer an estimate ofP in some class of probabilistic
models, such asProbabilistic Automata(PA). Here, we study the classSrat

R (Σ)
of rational stochastic languages, which consists in stochastic languages that can
be generated byMultiplicity Automata(MA) and which strictly includes the class
of stochastic languages generated by PA. Rational stochastic languages have min-
imal normal representation which may be very concise, and whose parameters
can be efficiently estimated from stochastic samples. We design an efficient infer-
ence algorithm DEES which aims at building a minimal normal representation of
the target. Despite the fact that no recursively enumerableclass of MA computes
exactlySrat

Q (Σ), we show that DEES strongly identifiesSrat
Q (Σ) in the limit.

We study the intermediary MA output by DEES and show that theycompute ra-
tional series which converge absolutely to one and which canbe used to provide
stochastic languages which closely estimate the target.

1 Introduction

In probabilistic grammatical inference, it is supposed that data arise in the form of a fi-
nite set of wordsw1, . . . , wn, built on a predefinite alphabetΣ, and independently drawn
according to a fixed unknown distribution law onΣ∗ called astochastic language. Then,
an usual goal is to try to infer an estimate of this distribution law in some class of proba-
bilistic models, such asProbabilistic Automata(PA), which have the same expressivity
as Hidden Markov Models (HMM). PA are identifiable in the limit [6]. However, to our
knowledge, there exists no efficient inference algorithm able to deal with the whole class
of stochastic languages that can be generated from PA. Most of the previous works use
restricted subclasses of PA such as Probabilistic Deterministic Automata (PDA) [5,12].
In the other hand, Probabilistic Automata are particular cases ofMultiplicity Automata,
and stochastic languages which can be generated by multiplicity automata are special
cases ofrational languagesthat we callrational stochastic languages. MA have been
used in grammatical inference in a variant of the exact learning model of Angluin [3,1,2]
but not in probabilistic grammatical inference. Let us design bySrat

K (Σ), the class of ra-
tional stochastic languages over the semiringK. WhenK = Q+ or K = R+, Srat

K (Σ)
is exactly the class of stochastic languages generated by PAwith parameters inK. But,
whenK = Q or K = R, we obtain strictly greater classes which provide several advan-
tages and at least one drawback: elements ofSrat

K+(Σ) may have significantly smaller
representation inSrat

K (Σ) which is clearly an advantage from a learning perspective;
elements ofSrat

K (Σ) have a minimal normal representation while such normal repre-
sentations do not exist for PA; parameters of these minimal representations are directly



related to probabilities of some natural events of the formuΣ∗, which can be efficiently
estimated from stochastic samples; lastly, whenK is a field, rational series overK form
a vector space and efficient linear algebra techniques can beused to deal with rational
stochastic languages. However, the classSrat

Q (Σ) presents a serious drawback : there ex-
ists no recursively enumerable subset of MA which exactly generates it [6]. Moreover,
this class of representations is unstable: arbitrarily close to an MA which generates a
stochastic language, we may find MA whose associated rational seriesr takes negative
values and is not absolutely convergent: the global weight

∑
w∈Σ∗ r(w) may be un-

bounded or not (absolutely) defined. However, we show thatSrat
Q (Σ) is strongly identi-

fiable in the limit: we design an algorithm DEES such that, forany targetP ∈ Srat
Q (Σ)

and given access to an infinite sampleS drawn according toP , will converge in a finite
but unbounded number of steps to a minimal normal representation of P . Moreover,
DEES is efficient: it runs within polynomial time in the size of the input and it computes
a minimal number of parameters with classical statistical rates of convergence. How-
ever, before converging to the target, DEES output MA which are close to the target
but which do not compute stochastic languages. The questionis: what kind of guar-
antees do we have on these intermediary hypotheses and how can we use them for a
probabilistic inference purpose? We show that, since the algorithm aims at building a
minimal normal representation of the target, the intermediary hypothesesr output by
DEES have a nice property: they absolutely converge to 1, i.e. r =

∑
w∈Σ∗ |r(w)| < ∞

and
∑

k≥0 r(Σk) = 1. As a consequence,r(X) is defined without ambiguity for any
X ⊆ Σ∗, and it can be shown thatNr =

∑
r(u)<0 |r(u)| tends to 0 as the learning

proceeds. Given any such seriesr, we can efficiently compute a stochastic languagepr,
which is not rational, but has the property thateNr/r ≤ pr(u)/r(u) ≤ 1 for any wordu
such thatr(u > 0). Our conclusion is that, despite the fact that no recursively enumer-
able class of MA represents the class of rational stochasticlanguages, MA can be used
efficiently to infer such stochastic languages.

Classical notions on stochastic languages, rational series, and multiplicity automata
are recalled in Section 2. We study an example which shows that the representation
of rational stochastic languages by MA with real parametersmay be very concise. We
introduce our inference algorithm DEES in Section 3 and we show thatSrat

Q (Σ) is
strongly indentifiable in the limit. We study the propertiesof the MA output by DEES
in Section 4 and we show that they define absolutely convergent rational series which
can be used to compute stochastic languages which are estimates of the target.

2 Preliminaries

Formal power series and stochastic languages.Let Σ∗ be the set of words on the finite
alphabetΣ. The empty word is denoted byε and the length of a wordu is denoted by
|u|. For any integerk, let Σk = {u ∈ Σ∗ : |u| = k} andΣ≤k = {u ∈ Σ∗ : |u| ≤ k}.
We denote by< the length-lexicographic order onΣ∗. A subsetP of Σ∗ is prefixial if
for anyu, v ∈ Σ∗, uv ∈ P ⇒ u ∈ P . For anyS ⊆ Σ∗, let pref(S) = {u ∈ Σ∗ : ∃v ∈
Σ∗, uv ∈ S} andfact(S) = {v ∈ Σ∗ : ∃u, w ∈ Σ∗, uvw ∈ S}.

Let Σ be a finite alphabet andK a semiring. Aformal power seriesis a mappingr
of Σ∗ into K. In this paper, we always suppose thatK ∈ {R, Q, R+, Q+}. The set of
all formal power series is denoted byK〈〈Σ〉〉. Let us denote bysupp(r) thesupportof
r, i.e. the set{w ∈ Σ∗ : r(w) 6= 0}.



A stochastic languageis a formal seriesp which takes its values inR+ and such that∑
w∈Σ∗ p(w) = 1. For any languageL ⊆ Σ∗, let us denote

∑
w∈L p(w) by p(L). The

set of all stochastic languages overΣ is denoted byS(Σ). For any stochastic language
p and any wordu such thatp(uΣ∗) 6= 0, we define the stochastic languageu−1p by
u−1p(w) = p(uw)

p(uΣ∗) · u−1p is called theresidual languageof p wrt u. Let us denote by

res(p) the set{u ∈ Σ∗ : p(uΣ∗) 6= 0} and byRes(p) the set{u−1p : u ∈ res(p)}.
We call sampleany finite sequence of words. LetS be a sample. We denote byPS

the empirical distribution onΣ∗ associated withS. A complete presentationof P is an
infinite sequenceS of words independently drawn according toP . We denote bySn

the sequence composed of then first words ofS. We shall make a frequent use of the
Borel-Cantelli Lemma which states that if(Ak)k∈N is a sequence of events such that∑

k∈N Pr(Ak) < ∞, then the probability that a finite number ofAk occurs is 1.

Automata.Let K be a semiring. AK-multiplicity automaton (MA)is a 5-tuple〈Σ, Q,
ϕ, ι, τ〉 whereQ is a finite set of states,ϕ : Q × Σ × Q → K is the transition function,
ι : Q → K is the initialization function andτ : Q → K is the termination function.
Let QI = {q ∈ Q|ι(q) 6= 0} be the set ofinitial statesandQT = {q ∈ Q|τ(q) 6= 0}
be the set ofterminal states. The supportof an MA A = 〈Σ, Q, ϕ, ι, τ〉 is the NFA
supp(A) = 〈Σ, Q, QI , QT , δ〉 whereδ(q, x) = {q′ ∈ Q|ϕ(q, x, q′) 6= 0}. We extend
the transition functionϕ to Q × Σ∗ × Q by ϕ(q, wx, r) =

∑
s∈Q ϕ(q, w, s)ϕ(s, x, r)

andϕ(q, ε, r) = 1 if q = r and0 otherwise, for anyq, r ∈ Q, x ∈ Σ andw ∈ Σ∗. For
any finite subsetL ⊂ Σ∗ and anyR ⊆ Q, defineϕ(q, L, R) =

∑
w∈L,r∈R ϕ(q, w, r).

For any MAA, letrA be the series defined byrA(w) =
∑

q,r∈Q ι(q)ϕ(q, w, r)τ(r).
For anyq ∈ Q, we define the seriesrA,q by rA,q(w) =

∑
r∈Q ϕ(q, w, r)τ(r). A state

q ∈ Q is accessible(resp.co-accessible) if there existsq0 ∈ QI (resp.qt ∈ QT ) and
u ∈ Σ∗ such thatϕ(q0, u, q) 6= 0 (resp.ϕ(q, u, qt) 6= 0). An MA is trimmedif all its
states are accessible and co-accessible. From now, we only consider trimmed MA.

A Probabilistic Automaton (PA)is a trimmed MA〈Σ, Q, ϕ, ι, τ〉 s.t.ι, ϕ andτ take
their values in[0, 1], such that

∑
q∈Q ι(q) = 1 and for any stateq, τ(q) + ϕ(q, Σ, Q) =

1. Probabilistic automata generate stochastic languages. AProbabilistic Deterministic
Automaton (PDA)is a PA whose support is deterministic.

For any classC of multiplicity automata overK, let us denote bySC
K(Σ) the class

of all stochastic languages which are recognized by an element of C.

Rational series and rational stochastic languages.Rational series have several char-
acterization ([11,4,10]). Here, we shall say that a formal power series overΣ is K-
rational iff there exists aK-multiplicity automatonA such thatr = rA, whereK ∈
{R, R+, Q, Q+}. Let us denote byKrat〈〈Σ〉〉 the set ofK-rational series overΣ and
by Srat

K (Σ) = Krat〈〈Σ〉〉 ∩ S(Σ), the set ofrational stochastic languagesoverK.
Rational stochastic languages have been studied in [7] froma language theoretical point
of view. Inclusion relations between classes of rational stochastic languages are summa-
rized on Fig 1. It is worth noting thatSPDA

R (Σ) ( SPA
R (Σ) ( Srat

R (Σ).
Let P be a rational stochastic language. The MAA = 〈Σ, Q, ϕ, ι, τ〉 is a reduced

representationof P if (i) P = PA, (ii) ∀q ∈ Q, PA,q ∈ S(Σ) and (iii) the set{PA,q :
q ∈ Q} is linearly independent. It can be shown thatRes(P ) spans a finite dimensional
vector subspace[Res(P )] of R〈〈Σ〉〉. Let QP be the smallest subset ofres(P ) s.t.
{u−1P : u ∈ QP } spans[Res(P )]. It is a finite prefixial subset ofΣ∗. Let A =
〈Σ, QP , ϕ, ι, τ〉 be the MA defined by:
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Figure1. Inclusion relations between classes of rational stochastic languages.

– ι(ε) = 1, ι(u) = 0 otherwise;τ(u) = u−1P (ε),
– ϕ(u, x, ux) = u−1P (xΣ∗) if u, ux ∈ QP andx ∈ Σ,
– ϕ(u, x, v) = αvu

−1P (xΣ∗) if x ∈ Σ, ux ∈ (QP Σ\QP )∩res(P ) and(ux)−1P =∑
v∈QP

αvv
−1P .

It can be shown thatA is a reduced representation ofP ; A is called theprefixial reduced
representationof P . Note that the parameters ofA correspond to natural components of
the residual ofP and can be estimated by using samples ofP .

We give below an example of a rational stochastic language which cannot be gen-
erated by a PA. Moreover, for any integerN there exists a rational stochastic language
which can be generated by a multiplicity automaton with 3 states and such that the
smallest PA which generates it hasN states. That is, considering rational stochastic lan-
guage makes it possible to deal with stochastic languages which cannot be generated by
PA; it also permits to significantly decrease the size of their representation.

Proposition 1. For any α ∈ R, let Aα be the MA described on Fig. 2. LetSα =
{(λ0, λ1, λ2) ∈ R3 : rAα

∈ S(Σ)}. If α/(2π) = p/q ∈ Q wherep and q are rel-
atively prime,Sα is the convex hull of a polygon withq vertices which are the residual
languages of any one of them. Ifα/(2π) 6∈ Q, Sα is the convex hull of an ellipse, any
point of which, is a stochastic language which cannot be computed by a PA.

Proof (sketch).
Let rq0 , rq1 andrq2 be the series associated with the states ofAα. We have

rq0(a
n) =

cosnα − sin nα

2n
, rq1 (a

n) =
cosnα + sin nα

2n
andrq2 (a

n) =
1

2n
.

The sums
∑

n∈N rq0 (a
n),

∑
n∈N rq1(a

n) and
∑

n∈N rq2(a
n) converge since|rqi

(an)| =
O(2−n) for i = 0, 1, 2. Let us denoteσi =

∑
n∈N rqi

(an) for i = 0, 1, 2. Check that

σ0 =
4 − 2 cosα − 2 sinα

5 − 4 cosα
, σ1 =

4 − 2 cosα + 2 sin α

5 − 4 cosα
andσ2 = 2.

Consider the 3-dimensional vector subspaceV of R〈〈Σ〉〉 generated byrq0 , rq1 and
rq2 and letr = λ0rq0+λ1rq1+λ2rq2 be a generic element ofV . We have

∑
n∈N r(an) =

λ0σ0 + λ1σ1 + λ2σ2. The equationλ0σ0 + λ1σ1 + λ2σ2 = 1 defines a planeH in V .
Consider the constraintsr(an) ≥ 0 for any n ≥ 0. The elementsr of H which

satisfies all the constraintsr(an) ≥ 0 are exactly the stochastic languages inH.



If α/(2π) = k/h ∈ Q wherek andh are relatively prime, the set of constraints
{r(an) ≥ 0} is finite: it delimites a convex regular polygonP in the planeH. Let p be
a vertex ofP . It can be shown that its residual languages are exactly theh vertices ofP
and any PA generatingp must have at leasth states.

If α/(2π) 6∈ Q, the constraints delimite an ellipseE. Let p be an element ofE. It
can be shown, by using techniques developed in [7], that its residual languages are dense
in E and that no PA can generatep. ⊓⊔

Matrices. We consider the Euclidan norm onRn: ‖(x1, . . . , xn)‖ = (x2
1 + . . .+x2

n)1/2.
For anyR ≥ 0, let us denote byB(0, R) the set{x ∈ Rn : ‖x‖ ≤ R}. The in-
duced norm on the set ofn × n square matricesM over R is defined by:‖M‖ =
sup{‖Mx‖ : x ∈ Rn with ‖x‖ = 1}. Some properties of the induced norm:‖Mx‖ ≤
‖M‖ · ‖x‖ for all M ∈ Rn×n, x ∈ Rn; ‖MN‖ ≤ ‖M‖ · ‖N‖ for all M, N ∈ Rn×n;
limk→∞ ‖Mk‖1/k = ρ(M) whereρ(M) is the spectral radius ofM , i.e. the maximum
magnitude of the eigen values ofM (Gelfand’s Formula).
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Figure2. Whenλ0 = λ2 = 1 andλ1 = 0, the MA Aπ/6 defines a stochastic language
P whose prefixed reduced representation is the MAB (with approximate values on
transitions). In fact,P can be computed by a PDA and the smallest PA computing it is
C.

3 Identifying S
rat

Q
(Σ) in the limit.

Let S be a non empty finite sample ofΣ∗, let Q be prefixial subset ofpref(S), let v ∈
pref(S) \ Q, and letǫ > 0. We denote byI(Q, v, S, ǫ) the following set of inequations
over the set of variables{xu|u ∈ Q}:

I(Q,v, S, ǫ) = {|v−1PS(wΣ∗)−
∑

u∈Q

xuu−1PS(wΣ∗)| ≤ ǫ|w ∈ fact(S)} ∪ {
∑

u∈Q

xu = 1}.

Let DEES be the following algorithm:

Input: a sample S
0utput: a prefixial reduced MA A = 〈Σ, Q,ϕ, ι, τ 〉
Q← {ǫ}, ι(ǫ) = 1, τ (ǫ) = PS(ǫ), F ← Σ ∩ pref(S)
while F 6= ∅ do {



v = ux = MinF whereu ∈ Σ∗ andx ∈ Σ, F ← F \ {v}
if I(Q,v, S, |S|−1/3) has no solutionthen{

Q← Q ∪ {v}, ι(v) = 0, τ (v) = PS(v)/PS(vΣ∗),

ϕ(u, x, v) = PS(vΣ∗)/PS(uΣ∗),F ← F ∪ {vx ∈ res(PS)|x ∈ Σ}}
else{

let (αw)w∈Q be a solution of I(Q,v, S, |S|−1/3)

ϕ(u, x, w) = αwPS(vΣ∗) for any w ∈ Q}}

Lemma 1. Let P be a stochastic language and letu0, u1, . . . , un ∈ Res(P ) be such
that {u−1

0 P, u−1
1 P, . . . , u−1

n P} is linearly independent. Then, with probability one, for
any complete presentationS of P , there exist a positive numberǫ and an integerM
such thatI({u1, . . . , un}, u0, Sm, ǫ) has no solution for everym ≥ M .

Proof. Let S be a complete presentation ofP . Suppose that for everyǫ > 0 and every
integerM , there existsm ≥ M such thatI({u1, . . . , un}, u0, Sm, ǫ) has a solution.
Then, for any integerk, there existsmk ≥ k such thatI({u1, . . . , un}, u0, Smk

, 1/k)
has a solution(α1,k, . . . , αn,k). Letρk = Max{1, |α1,k|, . . . , |αn,k|}, γ0,k = 1/ρk and
γi,k = −αi,k/ρk for 1 ≤ i ≤ n. For everyk, Max{|γi,k| : 0 ≤ i ≤ n} = 1. Check that

∀k ≥ 0,

∣∣∣∣∣

n∑

i=0

γi,ku−1
i PSmk

(wΣ∗)

∣∣∣∣∣ ≤
1

ρkk
≤

1

k
.

There exists a subsequence(α1,φ(k), . . . , αn,φ(k)) of (α1,k, . . . , αn,k) such that
(γ0,φ(k), . . . , γn,φ(k)) converges to(γ0, . . . , γn). We show below that we should have∑n

i=0 γiu
−1
i P (wΣ∗) = 0 for every wordw, which is contradictory with the indepen-

dance assumption sinceMax{γi : 0 ≤ i ≤ n} = 1.
Let w ∈ fact(supp(P )). With probability 1, there exists an integerk0 such that

w ∈ fact(Smk
) for anyk ≥ k0. For such ak, we can write

γiu
−1
i P = (γiu

−1
i P − γiu

−1
i PSmk

) + (γi − γi,φ(k))u
−1
i PSmk

+ γi,φ(k)u
−1
i PSmk

and therefore
∣∣∣∣∣

n∑

i=0

γiu
−1
i P (wΣ∗)

∣∣∣∣∣ ≤
n∑

i=0

|u−1
i (P − PSmk

)(wΣ∗))| +
n∑

i=0

|γi − γi,φ(k)| +
1

k

which converges to 0 whenk tends to infinity. ⊓⊔

LetP be a stochastic language overΣ, letA = (Ai)i∈I be a family of subsets ofΣ∗,
let S be a finite sample drawn according toP , and letPS be the empirical distribution
associated withS. It can be shown [13,9] that for any confidence parameterδ, with a
probability greater than1 − δ, for anyi ∈ I,

|PS(Ai) − P (Ai)| ≤ c
√

VC(A)−log δ
4

Card(S) (1)

whereVC(A) is the dimension of Vapnik-Chervonenkis ofA andc is a constant.
WhenA = ({wΣ∗})w∈Σ∗ , VC(A) ≤ 2. Indeed, letr, s, t ∈ Σ∗ and letY =

{r, s, t}. Let urs (resp.urt, ust) be the longest prefix shared byr ands (resp.r andt, s



andt). One of these 3 words is a prefix of the two other ones. Supposethaturs is a prefix
of urt andust. Then, there exists no wordw such thatwΣ∗ ∩ Y = {r, s}. Therefore,
no subset containing more than two elements can be shatteredbyA.

Let Ψ(ǫ, δ) = c2

ǫ2 (2 − log δ
4 ).

Lemma 2. LetP ∈ S(Σ) and letS be a complete presentation ofP . For any precision
parameterǫ, any confidence parameterδ, anyn ≥ Ψ (ǫ, δ), with a probability greater
than1 − δ, |Pn(wΣ∗) − P (wΣ∗)| ≤ ǫ for all w ∈ Σ∗.

Proof. Use inequality (1). ⊓⊔

Check that for anyα such that−1/2 < α < 0 and anyβ < −1, if we define
ǫk = kα andδk = kβ , there existsK such that for allk ≥ K, we havek ≥ Ψ(ǫk, δk).
For such choices ofα andβ, we havelimk→∞ ǫk = 0 and

∑
k≥1 δk < ∞.

Lemma 3. LetP ∈ S(Σ), u0, u1, . . . , un ∈ res(P ) andα1, . . . , αn ∈ R be such that
u−1

0 P =
∑n

i=1 αiu
−1
i P . Then, with probability one, for any complete presentationS

of P , there existsK s.t.I({u1, . . . , un}, u0, Sk, k−1/3) has a solution for everyk ≥ K.

Proof. Let S be a complete presentation ofP . Let α0 = 1 and letR = Max{|αi| :
0 ≤ i ≤ n}. With probability one, there existsK1 s.t. ∀k ≥ K1, ∀i = 0, . . . , n,
|u−1

i Sk| ≥ Ψ([k1/3(n + 1)R]−1, [(n + 1)k2]−1). Let k ≥ K1. For anyX ⊆ Σ∗,

|u−1

0 PSk
(X)−

n∑

i=1

αiu
−1

i PSk
(X)| ≤ |u−1

0 PSk
(X)−u−1

0 P (X)|+
n∑

i=1

|αi||u
−1

i PSk
(X)−u−1

i P (X)|.

From Lemma 2, with probability greater than1 − 1/k2, for any i = 0, . . . , n and
any wordw, |u−1

i PSk
(wΣ∗) − u−1

i P (wΣ∗)| ≤ [k1/3(n + 1)R]−1 and therefore,
|u−1

0 PSk
(wΣ∗) −

∑n
i=1 αiu

−1
i PSk

(wΣ∗)| ≤ k−1/3.
For any integerk ≥ K1, letAk be the event:|u−1

0 PSk
(wΣ∗)−

∑n
i=1 αiu

−1
i PSk

(wΣ∗)| >
k−1/3. SincePr(Ak) < 1/k2, the probability that a finite number ofAk occurs is 1.

Therefore, with probability 1, there exists an integerK such that for anyk ≥ K,
I({u1, . . . , un}, u0, Sk, k−1/3) has a solution. ⊓⊔

Lemma 4. Let P ∈ S(Σ), let u0, u1, . . . , un ∈ res(P ) such that{u−1
1 P, . . . , u−1

n P}
is linearly independent and letα1, . . . , αn ∈ R be such thatu−1

0 P =
∑n

i=1 αiu
−1
i P .

Then, with probability one, for any complete presentationS of P , there exists an inte-
ger K such that∀k ≥ K, any solutionα̂1, . . . , α̂n of I({u1, . . . , un}, u0, Sk, k−1/3)
satisfies|α̂i − αi| < O(k−1/3) for 1 ≤ i ≤ n.

Proof. Let w1, . . . , wn ∈ Σ∗ be such that the square matrixM defined byM [i, j] =
u−1

j P (wiΣ
∗) for 1 ≤ i, j ≤ n is inversible. LetA = (α1, . . . , αn)t, U0 = (u−1

0 P (w1Σ
∗),

. . . , u−1
0 P (wnΣ∗))t. We haveMA = U0. Let S be a complete presentation ofP , let

k ∈ N and let α̂1, . . . , α̂n be a solution ofI({u1, . . . , un}, u0, Sk, k−1/3). Let Mk

be the square matrix defined byMk[i, j] = u−1
j PSk

(wiΣ
∗) for 1 ≤ i, j ≤ n, let

Ak = (α̂1, . . . , α̂n)t andU0,k = (u−1
0 PSk

(w1Σ
∗), . . . , u−1

0 PSk
(wnΣ∗))t. We have

‖MkAk − U0,k‖
2 =

n∑

i=1

[u−1
0 PSk

(wiΣ
∗) −

n∑

j=1

α̂ju
−1
j PSk

(wiΣ
∗)]2 ≤ nk−2/3.

Check that



A − Ak = M−1(MA − U0 + U0 − U0,k + U0,k − MkAk + MkAk − MAk)

and therefore, for any1 ≤ i ≤ n

|αi − α̂i| ≤ ‖A − Ak‖ ≤ ‖M−1‖(‖U0 − U0,k‖ + n1/2k−1/3 + ‖Mk − M‖‖Ak‖.

Now, by using Lemma 2 and Borel-Cantelli Lemma as in the proofof Lemma 3, with
probability 1, there existsK such that for allk ≥ K, ‖U0 − U0,k‖ < O(k−1/3)
and‖Mk − M‖ < O(k−1/3). Therefore, for allk ≥ K, any solutionα̂1, . . . , α̂n of
I({u1, . . . , un}, u0, Sk, k−1/3) satisfies|α̂i − αi| < O(k−1/3) for 1 ≤ i ≤ n. ⊓⊔

Theorem 1. Let P ∈ Srat
R (Σ) and A be the prefixial reduced representation ofP .

Then, with probability one, for any complete presentationS of P , there exists an in-
tegerK such that for anyk ≥ K, DEES(Sk) returns a multiplicity automatonAk

whose support is the same asA’s. Moreover, there exists a constantC such that for any
parameterα of A, the corresponding parameterαk in Ak satisfies|α−αk| ≤ Ck−1/3.

Proof. Let QP be the set of states ofA, i.e. the smallest prefixial subset ofres(P )
such that{u−1P : u ∈ QP } spans the same vector space asRes(P ). Let u ∈ QP , let
Qu = {v ∈ QP |v < u} and letx ∈ Σ.

– If {v−1P |v ∈ Qu∪{ux}} is linearly independent, from Lemma 1, with probability
1, there existsǫux andKux such that for anyk ≥ Kux, I(Qu, ux, Sk, ǫux) has no
solution.

– If there exists(αv)v∈Qu
such that(ux)−1P =

∑
v∈Qu

αvv
−1P , from Lemma 3,

with probability 1, there exists an integerKux such that for anyk ≥ Kux, I(Qu, ux, Sk, k−1/3)
has a solution.

Therefore, with probability one, there exists an integerK such that for anyk ≥ K,
DEES(Sk) returns a multiplicity automatonAk whose set of states is equal toQP .
Use Lemmas 2 and 4 to check the last part of the proposition. ⊓⊔

When the target is inSrat
Q (Σ), DEES can be used to exactly identify it. The proof is

based on the representation of real numbers by continuous fraction. See [8] for a survey
on continuous fraction and [6] for a similar application.

Let (ǫn) be a sequence of non negative real numbers which converges to0, letx ∈ Q,
let (yn) be a sequence of elements ofQ such that|x− yn| ≤ ǫn for all but finitely many
n. It can be shown that there exists an integerN such that, for anyn ≥ N , x is the

unique rational numberpq which satisfies
∣∣∣yn − p

q

∣∣∣ ≤ ǫn ≤ 1
q2 . Moreover, the unique

solution of these inequations can be computed fromyn.
Let P ∈ Srat

Q (Σ), let S be a complete presentation ofP and letAk the MA output
by DEES on inputSk. LetAk be the MA derived fromAk by replacing every parameter

αk with a solutionp
q of

∣∣∣α − p
q

∣∣∣ ≤ k−1/4 ≤ 1
q2 .

Theorem 2. Let P ∈ Srat
Q (Σ) and A be the prefixial reduced representation ofP .

Then, with probability one, for any complete presentationS of P , there exists an integer
K such that∀k ≥ K, DEES(Sk) returns an MAAk such thatAk = A.

Proof. From previous theorem, for every parameterα of A, the corresponding param-
eterαk in Ak satisfies|α − αk| ≤ Ck−1/3 for some constantC. Therefore, ifk is
sufficiently large, we have|α − αk| ≤ k−1/4 and there exists an integerK such that

α = p/q is the unique solution of
∣∣∣α − p

q

∣∣∣ ≤ k−1/4 ≤ 1
q2 . ⊓⊔



4 Learning rational stochastic languages

We have seen thatSrat
Q (Σ) is identifiable in the limit. Moreover, DEES runs in poly-

nomial time and aims at computing a representation of the target which is minimal and
whose parameters depends only on the target to be learned. DEES computes estimates
which are proved to converge reasonably fast to these parameters. That is, DEES com-
pute functions which are likely to be close to the target. Butthese functions are not
stochastic languages and it remains to study how they can be used in a grammatical
inference perspective.

Any rational stochastic languageP defines a vector subspace ofR〈〈Σ〉〉 in which
the stochastic languages form a compact convex subset.

Proposition 2. Letp1, . . . , pn ben independent stochastic languages. Then,Λ = {−→α =
(α1, . . . , αn) ∈ Rn :

∑n
i=1 αipi ∈ S(Σ)} is a compact convex subset ofRn.

Proof. First, check that for any−→α ,
−→
β ∈ Λ and anyγ ∈ [0, 1], the series

∑n
i=1[γαi +

(1 − γ)βi]pi is a stochastic language. Hence,Λ is convex.
For every wordw, the mapping−→α →

∑n
i=1 αipi(w) defined fromRn into R is

linear; and so is the mapping−→α →
∑n

i=1 αi. Λ is closed since these mappings are
continuous and since

Λ =

{
−→α ∈ Rn :

n∑

i=1

αipi(w) ≥ 0 for every wordw and
n∑

i=1

αi = 1

}
.

Now, let us show thatΛ is bounded. Suppose that for any integerk, there exists
−→α k ∈ Λ such that‖−→α k‖ ≥ k. Since−→α k/‖−→α k‖ belongs to the unit sphere inRn, which
is compact, there exists a subsequence−→α φ(k) such that−→α φ(k)/‖

−→α φ(k)‖ converges to
some−→α satisfying‖−→α ‖ = 1. Let qk =

∑n
i=1 αi,kpi andr =

∑n
i=1 αipi.

For any0 < λ ≤ ‖−→α k‖, p1 + λ qk−p1

‖−→α k‖
= (1 − λ

‖−→α k‖
)p1 + λ

‖−→α k‖
qk is a stochastic

language sinceS(Σ) is convex; for everyλ > 0, p1 + λ
qφ(k)−p1

‖−→α φ(k)‖
converges top1 + λr

whenl → ∞, which is a stochastic language sinceΛ is closed. Therefore, for anyλ > 0,
p1 + λr is a stochastic language. Sincep1(w) + λr(w) ∈ [0, 1] for every wordw, we
must haver = 0, i.e. αi = 0 for any1 ≤ i ≤ n since the languagesp1, . . . , pn are
independent, which is impossible since‖−→α ‖ = 1. Therefore,Λ is bounded. ⊓⊔

The MA A output by DEES generally do not compute stochastic languages. How-
ever, we wish that the seriesrA they compute share some properties with them. Next
proposition gives sufficient conditions which guaranty that

∑
k≥0 rA(Σk) = 1.

Proposition 3. Let A = 〈Σ, Q = {q1, . . . , qn}, ϕ, ι, τ〉 be an MA and letM be the
square matrix defined byM [i, j] = [ϕ(qi, Σ, qj)]1≤i,j≤n. Suppose that the spectral ra-
dius ofM satisfiesρ(M) < 1. Let−→ι = (ι(q1), . . . , ι(qn)) and−→τ = (τ(q1), . . . , τ(qn))t.

1. Then, the matrix(I − M) is inversible and
∑

k≥0 Mk converges to(I − M)−1.
2. ∀qi ∈ Q, ∀K ≥ 0,

∑
k≥K rA,qi

(Σk) converges toMK
∑n

j=1(I −M)−1[i, j]τ(qj)

and
∑

k≥K rA(Σk) converges to−→ι MK(I − M)−1−→τ .
3. If ∀q ∈ Q, τ(q) + ϕ(q, Σ, Q) = 1, then∀q ∈ Q, rA,q(

∑
k≥0 Σk) = 1. If moreover∑

q∈Q ι(q) = 1, thenr(
∑

k≥0 Σk) = 1.



Proof. 1. Sinceρ(M) < 1, 1 is not an eigen value ofM andI−M is inversible. From
Gelfand’s formula,limk→∞ ‖Mk‖ = 0. Since for any integerk, (I −M)(I +M +
. . . + Mk) = I − Mk+1, the sum

∑
k≥0 Mk converges to(I − M)−1.

2. SincerA,qi
(Σk) =

∑n
j=1 Mk[i, j]τ(qj),

∑
k≥K rA,qi

(Σk) = MK
∑n

j=1(1 −

M)−1[i, j]τ(qj) and
∑

k≥K rA(Σk) =
∑n

i=1 ι(qi)rA,qi
(Σ≥K) = −→ι MK(I −

M)−1−→τ .
3. Letsi = rA,qi

(Σ∗) for 1 ≤ i ≤ n and−→s = (s1, . . . , sn)t. We have(I − M)−→s =
−→τ . SinceI−M is inversible, there exists one and only ones such that(I−M)−→s =
−→τ . But sinceτ(q)+ϕ(q, Σ, Q) = 1 for any stateq, the vector(1, . . . , 1)t is clearly
a solution. Therefore,si = 1 for 1 ≤ i ≤ n. If

∑
q∈Q ι(q) = 1, thenr(Σ∗) =∑

q∈Q ι(q)rA,q(Σ
∗) = 1. ⊓⊔

Proposition 4. Let A = 〈Σ, Q, ϕ, ι, τ〉 be a reduced representation of a stochastic
languageP . LetQ = {q1, . . . , qn} and letM be the square matrix defined byM [i, j] =
[ϕ(qi, Σ, qj)]1≤i,j≤n. Then the spectral radius ofM satisfiesρ(M) < 1.

Proof. From Prop. 2, letR be such that{−→α ∈ Rn :
∑n

i=1 αiPA,qi
∈ S(Σ)} ⊆

B(0, R). For everyu ∈ res(PA) and every1 ≤ i ≤ n, we have

u−1PA,qi
=

∑
1≤j≤n ϕ(qi, u, qj)PA,qj

PA,qi
(uΣ∗)

·

Therefore, for every wordu and everyk, we have|ϕ(qi, u, qj)| ≤ R · PA,qi
(uΣ∗) and

∣∣ϕ(qi, Σ
k, qj)

∣∣ ≤
∑

u∈Σk

|ϕ(qi, u, qj)| ≤ R · PA,qi
(Σ≥k).

Now, letλ be an eigen value ofM associated with the eigen vectorv and leti be an
index such that|vi| = Max{|vj | : j = 1, . . . , n}. For every integerk, we have

Mkv = λkv and|λkvi| = |
n∑

j=1

ϕ(qi, Σ
k, qj)vj | ≤ nR · PA,qi

(Σ≥k)|vi|

which implies that|λ| < 1 sincePA,qi
(Σ≥k) converges to 0 whenk → ∞. ⊓⊔

If the spectral radius of a matrix is< 1, the power ofM decrease exponentially fast.

Lemma 5. Let M ∈ Rn×n be such thatρ(M) < 1. Then, there existsC ∈ R and
ρ ∈ [0, 1[ such that for any integerk ≥ 0, ‖Mk‖ ≤ Cρk.

Proof. Let ρ ∈]ρ(M), 1[. From Gelfand’s formula, there exists an integerK such that
for anyk ≥ K, ‖Mk‖1/k ≤ ρ. Let C = Max{‖Mh‖/ρh : h < K}. Let k ∈ N and let
a, b ∈ N be such thatk = aK + b andb < K. We have

‖Mk‖ = ‖MaK+b‖ ≤ ‖MaK‖‖M b‖ ≤ ρaK‖M b‖ ≤ ρk ‖M
b‖

ρb
≤ Cρk.

Proposition 5. LetP ∈ Srat
R (Σ). There exists a constantC andρ ∈ [0, 1[ such that for

any integerk, P (Σ≥k) ≤ Cρk.



Proof. LetA = 〈Σ, Q, ϕ, ι, τ〉 be a reduced representation ofP and letM be the square
matrix defined byM [i, j] = [ϕ(qi, Σ, qj)]1≤i,j≤n. From Prop. 4, the spectral radius of

M is ¡1. From Lemma 5, there existsC1 andρ ∈ [0, 1[ such that‖Mk‖ ≤ C1ρ
k for

every integerk. Let−→ιA = (ι(q1), . . . , ι(qn)) and−→τA = (τ(q1), . . . , τ(qn))t. We have

P (Σ≥k) ≤ ‖ιA‖ · ‖M
k‖ · ‖(I − M)−1‖ · ‖−→τA‖ ≤ Cρk

with C = C1‖
−→ιA‖ · ‖(1 − M)−1‖ · ‖−→τA‖. ⊓⊔

It is not difficult to design an MAA which generates a stochastic languageP and
such thatϕ(q, u, q′) is unbounded whenu ∈ Σ∗. However, the next proposition proves
that this situation never happens whenA is a reduced representation ofP .

Proposition 6. LetP ∈ Srat
R (Σ) and letA = 〈Σ, Q, ϕ, ι, τ〉 be a reduced representa-

tion ofP . Then, there exists a constantC andρ ∈ [0, 1[ such that for any integerk and
any pair of statesq, q′,

∑
u∈Σk |ϕ(q, u, q′)| ≤ Cρk.

Proof. Let k be an integer and letq, q′ ∈ Q. Let Pk = {u ∈ Σk : ϕ(q, u, q′) ≥ 0} and
Nk = Σk \ Pk.

P−1
k PA,q =

∑

u∈Pk

PA,q(uΣ∗)∑
u∈Pk

PA,q(uΣ∗)
u−1PA,q =

∑

q′′∈Q

∑
u∈Pk

ϕ(q, u, q′′)
∑

u∈Pk
PA,q(uΣ∗)

PA,q′′

is a stochastic language which is a linear combination of theindependent stochastic
languagesPA,q′′ . From prop. 2, there exists a constantR which depends only onA s.t.

∣∣∣∣∣
∑

u∈Pk

ϕ(q, u, q′)

∣∣∣∣∣ =
∑

u∈Pk

ϕ(q, u, q′) ≤ R
∑

u∈Pk

PA,q(uΣ∗).

Similarly, we have
∣∣∑

u∈Nk
ϕ(q, u, q′)

∣∣ =
∑

u∈Nk
|ϕ(q, u, q′)| ≤ R

∑
u∈Nk

PA,q(uΣ∗).

Let C andρ ∈]0, 1[ be such thatPA,q(Σ
≥k) ≤ Cρk for any stateq and any integerk.

We have ∑

u∈Σk

|ϕ(q, u, q′)| ≤ R
∑

u∈Σk

PA,q(uΣ∗) ≤ RCρk.

⊓⊔

MA representation of rational stochastic languages are unstable (see Fig. 3). Arbi-
trarily close to an MAA which generates a stochastic language, we can find an MAB
such that the sum

∑
w∈Σ∗ rB(w) converges to any real number or even diverges. How-

ever, the next theorem shows that whenA is a reduced representation of a stochastic
language, any MAB sufficiently close toA defines a series which is absolutely conver-
gent. Moreover, simple syntactical conditions ensure thatrB(Σ∗) = 1.

Theorem 3. LetP ∈ Srat
R (Σ) and letA = 〈Σ, Q, ϕA, ιA, τA〉 be a reduced represen-

tation ofP . LetCA andρA ∈]0, 1[ be such that for any integerk and any pair of states
q, q′,

∑
u∈Σk |ϕA(q, u, q′)| ≤ CAρk

A. Then, for anyρ > ρA, there existsC andα > 0
such that for any MAB = 〈Σ, Q, ϕB, ιB , τB〉 satisfying

∀q, q′ ∈ Q, ∀x ∈ Σ, |ϕA(q, x, q′) − ϕB(q, x, q′)| < α (2)
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Figure3. These MA compute a seriesrǫ such that
∑

w∈Σ∗ rǫ(w) = 1 if ǫ 6= 0 and∑
w∈Σ∗ r0(w) = 2/5. Note that whenǫ = 0, the seriesr0,q1 andr0,q2 are dependent.

we have
∑

u∈Σk |ϕB(q, u, q′)| ≤ Cρk for any pair of statesq, q′ and any integerk. As
a consequence, the seriesrB is absolutely convergent. Moreover, ifB satisfies also

∀q ∈ Q, τB(q) + ϕB(q, Σ, Q) = 1 and
∑

q∈Q

ιB(q) = 1 (3)

then,α can be chosen such that (2) implies thatrB,q(Σ
∗) = 1 for any stateq and

rB(Σ∗) = 1.

Proof. Let k be such that(2nCA)1/k ≤ ρ/ρA wheren = |Q|. There existsα > 0 such
that for any MAB = 〈Σ, Q, ϕB, ιB , τB〉 satisfying (2), we have

∀q, q′ ∈ Q,
∑

u∈Σk

|ϕB(q, u, q′) − ϕA(q, u, q′)| < CAρk
A.

Since
∑

u∈Σk |ϕA(q, u, q′)| ≤ CAρk
A, we must have also

∑

u∈Σk

|ϕB(q, u, q′)| ≤ 2CAρk
A ≤

ρk

n
·

Let C1 = Max{
∑

u∈Σ<k |ϕB(q, u, q′)| : q, q′ ∈ Q}. Let l, a, b ∈ N such that
l = ak + b andb < k. Let u ∈ Σl and letu = u0 . . . ua where|ui| = k for 0 ≤ i < a
and|ua| = b. For any pair of statesq0, qa+1, we have

ϕB(q0, u, qa+1) =
∑

q1,...,qa∈Q

a∏

i=0

ϕB(qi, ui, qi+1)

and

∑

u∈Σl

ϕB(q0, u, qa+1) =
∑

u0,...,ua−1∈Σk

∑

ua∈Σb

∑

q1,...,qa∈Q

a∏

i=0

ϕB(qi, ui, qi+1)

=
∑

q1,...,qa∈Q

∑

u0,...,ua−1∈Σk

∑

ua∈Σb

a∏

i=0

ϕB(qi, ui, qi+1)

=
∑

q1,...,qa∈Q

a−1∏

i=0




∑

u∈Σk

ϕB(qi, u, qi+1)








∑

u∈Σb

ϕB(qa, ui, qa+1)



 .



Hence,
∑

u∈Σl |ϕB(q0, u, qm+1)| ≤ na ·
(

ρk

n

)a

· C1 ≤ Cρl whereC = C1

ρk−1 .

Now, let us prove thatrB is absolutely convergent.

∑

w∈Σ∗

|rB(w)| ≤
∑

k∈N

∑

u∈Σk

∑

q,q′∈Q

ιB(q)ϕB(q, u, q′)τB(q′) ≤ C′

whereC′ = Cn2Max{|ιB(q)τB(q′)| : q, q′ ∈ Q}/(1 − ρ).
Lastly, letMB be the square matrix defined byMB[i, j] = ϕB(qi, Σ, qj). Since the

spectral radius of a matrix depends continuously on its coefficients and sinceA is a re-
duced representation of a stochastic language, any MA satisfying (2) with α sufficiently
small must have a spectral radius ¡1 (Prop. 4). Therefore, ifB satisfies (3) and (2) with
α sufficiently small, the Prop. 3 entails the conclusion. ⊓⊔

It remains to show how a series which converges absolutely to1 can be used to
approximate a stochastic language.

Letr be a series overΣ such that
∑

w∈Σ∗ r(w) converges absolutely to 1. Therefore,
r(X) =

∑
u∈X r(u) is defined without ambiguity for everyX ⊆ Σ∗ and r(X) is

bounded byr =
∑

u∈Σ∗ |r(u)|. Let S be the smallest subset ofΣ∗ such that

ε ∈ S and∀u ∈ Σ∗, ∀x ∈ Σ, u ∈ S andr(uxΣ∗) > 0 ⇒ ux ∈ S.

S is a prefixial subset ofΣ∗ and∀u ∈ S, r(uΣ∗) > 0. For every wordu ∈ S, let
us defineN(u) = ∪{uxΣ∗ : x ∈ Σ, r(uxΣ∗) ≤ 0} ∪ {u : if r(u) ≤ 0} andN =
∪{N(u) : u ∈ Σ∗}. Then, for everyu ∈ S, let us defineλu by:

λε = (1 − r(N(ε)))−1 andλux = λu
r(uxΣ∗)

r(uxΣ∗) − r(N(ux))
.

Lemma 6. For every wordu ∈ S, er(N)/r ≤ λu ≤ 1.

Proof. First, check thatr(N(u)) ≤ 0 for everyu ∈ S. Therefore,λu ≤ 1. Now, check
that if u, uv ∈ S thenv = ε or N(u) ∩ N(uv) = ∅. Let u = x1 . . . xn ∈ Σ∗ where
x1, . . . , xn ∈ Σ and letu0 = ǫ andui = ui−1xi for 1 ≤ i ≤ n. We have

λu =

n∏

i=0

r(uiΣ
∗)

r(uiΣ∗) − r(N(ui))
=

n∏

i=0

(
1 −

r(N(ui))

r(uiΣ∗)

)−1

and

log λu = −
n∑

i=0

log

(
1 −

r(N(ui))

r(uiΣ∗)

)
≥

n∑

i=0

r(N(ui))

r(uiΣ∗)
·

Sincer(uiΣ
∗) ≤ r, log λu ≥

∑n
i=0 r(N(ui))/r = r(∪n

i=0N(ui))/r ≥ r(N)/r.
Therefore,λu ≥ er(N)/r. ⊓⊔

Let pr be the series defined by:pr(u) = 0 if u ∈ N andpr(u) = λur(u) otherwise.
We show thatpr is a stochastic language.

Lemma 7. – pr(ε) + λε

∑
x∈S∩Σ r(xΣ∗) = 1,



– For anyu ∈ Σ∗ and anyx ∈ Σ, if ux ∈ S then

pr(ux) + λux

∑

{y∈Σ:uxy∈S}

r(uxyΣ∗) = λur(uxΣ∗).

Proof. First, check that for everyu ∈ S,

pr(u) + λu

∑

x∈u−1S∩Σ

r(uxΣ∗) = λu(r(uΣ∗) − r(N(u)).

Then,pr(ε) + λε

∑
x∈S∩Σ r(xΣ∗) = λε(1 − r(N(ε))) = 1. Now, let u ∈ Σ∗ and

x ∈ Σ s.t. ux ∈ S, pr(ux) + λux

∑
{y∈Σ:uxy∈S} r(uxyΣ∗) = λux(r(uxΣ∗) −

r(N(ux))) = λur(uxΣ∗). ⊓⊔

Lemma 8. LetQ be a prefixial finite subset ofΣ∗ and letQs = (QΣ \ Q) ∩ S. Then

pr(Q) = 1 −
∑

ux∈Qs,x∈Σ

λur(uxΣ∗).

Proof. By induction onQ. WhenQ = {ε}, the relation comes directly from Lemma 7.
Now, suppose that the relation is true for a prefixial subsetQ′, let u0 ∈ Q′ andx0 ∈ Σ
such thatu0x0 6∈ Q′ and letQ = Q′ ∪ {u0x0}. We have

pr(Q) = pr(Q
′) + pr(u0x0) = 1 −

∑

ux∈Q′

s,x∈Σ

λur(uxΣ∗) + pr(u0x0)

whereQ′
s = (Q′Σ \ Q′) ∩ S, from inductive hypothesis.

If u0x0 6∈ S, check thatpr(u0x0) = 0 and thatQs = Q′
s. Therefore,pr(Q) =

1 −
∑

ux∈Qs,x∈Σ λur(uxΣ∗).
If u0x0 ∈ S, thenQs = Q′

s \ {u0x0} ∪ (u0x0Σ ∩ S). Therefore,

pr(Q) = 1 −
∑

ux∈Q′

s,x∈Σ

λur(uxΣ∗) + pr(u0x0)

= 1 −
∑

ux∈Qs,x∈Σ

λur(uxΣ∗) − λu0r(u0x0Σ
∗)

+ λu0x0

∑

u0x0x∈S,x∈Σ

r(u0x0xΣ∗) + pr(u0x0)

= 1 −
∑

ux∈Qs,x∈Σ

λur(uxΣ∗) from Lemma 7. ⊓⊔

Proposition 7. Let r be a formal series overΣ such that
∑

w∈Σ∗ r(w) converges ab-
solutely to 1. Then,pr is a stochastic language such that for everyu ∈ Σ∗ \ N ,

(1 + r(N)/r)r(u) ≤ er(N)/rr(u) ≤ pr(u) ≤ r(u).

Proof. From Lemma 6, the only thing that remains to be proved is thatpr is a stochastic
language. Clearly,pr(u) ∈ [0, 1] for every wordu. From Lemma 8, for any integerk,

|1 − pr(Σ
≤k)| ≤

∑

u∈Σk+1∩S

r(uΣ∗) ≤ r(Σ>k)

which tends to 0 sincer is absolutely convergent. ⊓⊔



To sum up, DEES computes MAA whose structure is equal to the structure of the
target from some steps, and whose parameters tends reasonably fast to the true param-
eters. From some steps, they define absolutely rational seriesrA which converge abso-
lutely to 1. By using these MA, it is possible to efficiently computeprA

(u) or prA
(uΣ∗)

for any wordu. Moreover, sincerA converges absolutely and sinceA tends to the target,
the weightrA(N) of the negative values tends to 0 andprA

converges to the target.

5 Conclusion

We have defined an inference algorithme DEES designed to learn rational stochastic
languages which strictly contains the class of stochastic languages computable by PA
(or HMM). We have shown that the class of rational stochasticlanguages overQ is
strongly identifiable in the limit. Moreover, DEES is an efficient inference algorithm
which can be used in practical cases of grammatical inference. The experiments we have
already carried out confirm the theoretical results of this paper: the fact that DEES aims
at building a natural and minimal representation of the target provides a very significant
improvement of the results obtained by classical probabilistic inference algorithms.
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