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Abstract: In this paper we prove large and moderate deviations

principles for the recursive kernel estimator of a proba-

bility density function and its partial derivatives. Un-

like the density estimator, the derivatives estimators

exhibit a quadratic behaviour not only for the moder-

ate deviations scale but also for the large deviations

one. We provide results both for the pointwise and

the uniform deviations.
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1 Introduction

Let X1, . . . , Xn be a sequence of independent and identically distributed R
d-valued random

vectors with bounded probability density f . Let (hn) be a positive sequence such that
limn→∞ hn = 0 and

∑

n h
d
n = ∞; the recursive kernel estimator of f is defined as

fn(x) =
1

n

n
∑

i=1

1

hd
i

K

(

x−Xi

hi

)

(1)

where the kernel K is a continuous function such that lim‖x‖→+∞K(x) = 0 and
∫

Rd K(x)dx =
1. The estimate (1) is a recursive version of the well-known Rosenblatt kernel estimate (see
Rosenblatt (1956) and Parzen (1962)); it was first discussed by Wolverton and Wagner
(1969), Yamato (1971), and Davies (1973). The estimator (1) is easily updated each time
an additionnal observation becomes available without resorting to past data, through the
recursive relationship

fn(x) =
n− 1

n
fn−1(x) +

1

nhd
n

K

(

x−Xn

hn

)

.

The weak and strong consistency of the recursive estimator of the density was studied by
many authors; let us cite, among many others, Devroye (1979), Menon, Prasad and Singh
(1984), and Wertz (1985). The law of the iterated logarithm of the recursive density estima-
tor was established by Wegman and Davies (1979) and Roussas (1992). For other works on
recursive density estimation, the reader is referred to the papers of Wegman (1972), Ahmad
and Lin (1976), and Carroll (1976).

Recently, large and moderate deviations results have been proved for the Rosenblatt
density estimator and its derivatives. The large deviations principle has been studied by
Louani (1998) and Worms (2001). Gao (2003) and Mokkadem, Pelletier and Worms (2005)
extend these results and provide moderate deviations principles. The large and moderate
deviations of the derivatives of the Rosenblatt density estimator are given in Mokkadem,
Pelletier and Worms (2005). The purpose of this paper is to establish large and moderate
deviations principles for the recursive density estimator fn and its derivatives.

Let us recall that a R
m-valued sequence (Zn)n≥1 satisfies a large deviations principle

(LDP) with speed (νn) and good rate function I if:

(a) (νn) is a positive sequence such that (νn) ↑ ∞;

(b) I : R
m → [0,∞] has compact level sets;

(c) for every borel set B ⊂ R
m,

− inf
x∈

◦
B

I(x) ≤ lim inf
n→∞

ν−1
n log P [Zn ∈ B]

≤ lim sup
n→∞

ν−1
n log P [Zn ∈ B] ≤ − inf

x∈B
I(x),

2



where
◦

B and B denote the interior and the closure of B respectively. Moreover, let (vn) be
a nonrandom sequence that goes to infinity; if (vnZn) satisfies a LDP, then (Zn) is said to
satisfy a moderate deviations principle (MDP).

For any d-uplet [α] =
(

α1, . . . , αd

)

∈ N
d, set |α| = α1 + · · · + αd, let

∂[α]f(x) =
∂|α|f

∂xα1
1 . . . ∂xαd

d

(x)

denote the [α]-th partial derivative of f (if |α| = 0, then ∂[α]f ≡ f) and, for any j ∈ N, let
D(j)f denote the j-th differential of f . The recursive kernel estimator of the [α]-th partial
derivative of f is defined as

∂[α]fn(x) =
1

n

n
∑

i=1

1

h
d+|α|
i

∂[α]K

(

x−Xi

hi

)

,

where the kernel K is chosen such that ∂[α]K 6≡ 0 and the bandwidth such that
∑

n h
d+2|α|
n =

∞.

Our first aim is to establish pointwise LDP for the recursive kernel density estimator fn.
It turns out that expliciting the rate function in this case is more complex than either for
the Rosenblatt kernel estimator, or for the derivatives estimators. That is the reason why, in
this particular framework, we only consider bandwidths defined as (hn) ≡ (cn−a) with c > 0
and a ∈]0, 1/d[. We then prove that the sequence (fn(x) − f(x)) satisfies a LDP with speed
(
∑n

i=1 h
d
i

)

and rate function

Ix : t 7→ f(x)(1 − ad)I

(

t

f(x)(1 − ad)
+

1

1 − ad

)

where I(t) is the Fenchel-Legendre transform of the function ψ defined as follows:

ψ(u) =

∫

[0,1]×Rd

s−ad
(

esad u
1−ad

K(z) − 1
)

dsdz.

Our second aim is to provide pointwise LDP for the derivative estimators ∂[α]fn (with
|α| ≥ 1). In this case, we consider more general bandwidths defined as hn = h(n) for all n,
where h is a regularly varying function with exponent (−a), a ∈]0, 1/ (d+ 2|α|) [. We prove
that the sequence

(

∂[α]fn(x) − ∂[α]f(x)
)

satisfies a LDP of speed
(

∑n
i=1 h

d+2|α|
i

)

and quadratic rate function J[α] : R → R defined by







if f(x) 6= 0, J[α],x : t 7→
t2(1−a2(d+2|α|)2)

2f(x)
∫

Rd[∂[α]K(z)]
2
dz

if f(x) = 0, J[α],x(0) = 0 and J[α],x(t) = ∞ for t 6= 0.
(2)
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Our third aim is to prove pointwise MDP for the density estimator and for its derivatives.
For any d-uplet [α] such that |α| ≥ 0, any positive sequence (vn) satisfying

lim
n→∞

vn = ∞ and lim
n→∞

v2
n

∑n
i=1 h

d+2|α|
i

= 0,

and general bandwidths (hn), we prove that the random sequence

vn

(

∂[α]fn(x) − ∂[α]f(x)
)

satisfies a LDP of speed
(

∑n
i=1 h

d+2|α|
i /v2

n

)

and rate function J[α],x(·) defined by Equation (2).

Finally, we give a uniform version of the previous results. More precisely, let U be a
subset of R

d; we establish large and moderate deviations principles for the sequence
(

supx∈U

∣

∣∂[α]fn(x) − ∂[α]f(x)
∣

∣

)

in the case either U is bounded or all the moments of f are
finite.

2 Assumptions and Results

2.1 Pointwise LDP for the density estimator

The assumptions required on the kernel K and the bandwidth (hn) are the following.

(H1)K : R
d → R is a bounded and integrable function ,

∫

Rd K(z)dz = 1 and lim‖z‖→∞K(z) =
0.

(H2) hn = cn−a with 0 < a < 1/d and c > 0.

Before stating our results, we need to introduce the rate function for the LDP of the density
estimator. Let ψ : R → R and I : R → R be the functions defined as:

ψ(u) =

∫

[0,1]×Rd

s−ad
(

esad u
1−ad

K(z) − 1
)

dsdz and I(t) = sup
u∈R

{ut− ψ(u)}

(where s ∈ [0, 1], z ∈ R
d) and set

S+ =
{

x ∈ R
d;K(x) > 0

}

and S− =
{

x ∈ R
d;K(x) < 0

}

.

The following proposition gives the properties of the functions ψ and I; in particular, the
behaviour of the rate function I, which differs depending on whether K is non-negative or
not, is explicited.

Proposition 1 Let λ be the Lebesgue measure on R
d and let Assumption (H1) hold.

(i) ψ is strictly convex, twice continuously differentiable on R, and I is a good rate function
on R.
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(ii) If λ(S−) = 0, then I(t) = +∞ when t < 0, I(0) = λ(S+)/(1 − ad), I is strictly convex
on R and continuous on ]0,+∞[, and for any t > 0

I(t) = t (ψ′)
−1

(t) − ψ
(

(ψ′)
−1

(t)
)

. (3)

(iii) If λ(S−) > 0, then I is finite and strictly convex on R and (3) holds for any t ∈ R.

(iv) In both cases, the strict minimum of I is achieved by I(1/(1 − ad)) = 0.

Remark The following relations are straightforward, and will be used in the sequel:

I(t) =

{

supu>0{ut− ψ(u)} if t > 1/(1 − ad)
supu<0{ut− ψ(u)} if t < 1/(1 − ad).

(4)

We can now state the LDP for the density estimator.

Theorem 1 (Pointwise LDP for the density estimator)
Let Hypotheses (H1)-(H2) hold and assume that f is continuous at x. Then, the sequence
(fn(x) − f(x)) satisfies a LDP with speed (

∑n
i=1 h

d
i ) and rate function defined as follows:

{

if f(x) 6= 0, Ix : t 7→ f(x)(1 − ad)I
(

1
1−ad

+ t
f(x)(1−ad)

)

if f(x) = 0, Ix(0) = 0 and Ix(t) = +∞ for t 6= 0.

2.2 Pointwise LDP for the derivatives estimators

Let [α] be a d-uplet such that |α| ≥ 1. To establish pointwise LDP for ∂[α]fn, we need the
following assumptions.

(H3) hn = h(n) where the function h is locally bounded and varies regularly with exponent
(−a), 0 < a < 1/(d+ 2|α|).

(H4) i) K is |α|-times differentiable on R
d and lim‖x‖→∞ ‖D(j)K(x)‖ = 0 for any j ∈

{0, . . . , |α| − 1}.

ii) ∂[α]K : R
d → R is a bounded and integrable function and

∫

Rd

[

∂[α]K(x)
]2
dx 6= 0.

(H5) f is |α|-times differentiable on R
d and its j-th differentials D(j)f are bounded on R

d

for any j ∈ {0, . . . , |α| − 1}.

Remark A positive (not necessarily monotone) function L defined on ]0,∞[ is slowly
varying if limt→∞ L(tx)/L(t) = 1; a function G is said to vary regularly with exponent ρ,
ρ ∈ R, if and only if there exists a slowly varying function L such that G(x) = xρL(x)
(see, for example, Feller (1970) page 275). Typical examples of regularly varying functions
with exponent ρ are xρ, xρ log x, xρ log log x, xρ log x/ log log x, and so on. An important
consequence of (H3) which will be used in the sequel is:

if βa < 1, then lim
n→∞

1

nhβ
n

n
∑

i=1

hβ
i =

1

1 − aβ
. (5)
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Theorem 2 (Pointwise LDP for the derivatives estimators)
Let |α| ≥ 1 and assume that (H1), (H3)-(H5) hold and that ∂[α]f is continuous at x. Then,

the sequence
(

∂[α]fn(x) − ∂[α]f(x)
)

satisfies a LDP with speed (
∑n

i=1 h
d+2|α|
i ) and rate func-

tion J[α],x defined by (2).

2.3 Pointwise MDP for the density estimator and its derivatives

Let (vn) be a positive sequence; we assume that

(H6) limn→∞ vn = ∞ and lim
n→∞

v2
n

∑n
i=1 h

d+2|α|
i

= 0.

(H7) i) There exists an integer q ≥ 2 such that ∀s ∈ {1, . . . , q − 1}, ∀j ∈ {1, . . . , d},
∫

Rd

ys
jK(y)dyj = 0, and

∫

Rd

∣

∣yq
jK(y)

∣

∣dy <∞.

ii) lim
n→∞

vn

n

n
∑

i=1

hq
i = 0.

iii) ∂[α]f is q-times differentiable on R
d and Mq = supx∈Rd ‖Dq∂[α]f(x)‖ < +∞.

Remark When hn = O(n−a), with 0 < a < 1/ (d+ 2|α|), (H6) and (H7)ii) hold for
instance for (vn) ≡ (nb) for any b ∈]0,min{aq; (1 − a(d+ 2|α|)) /2}[.
The following theorem gives the MDP for the density estimator and its derivatives.

Theorem 3 (Pointwise MDP)
When |α| = 0, let Assumptions (H1), (H2), (H6) and (H7) hold; when |α| ≥ 1, let (H1),
(H3)-(H7) hold. If ∂[α]f is q-times differentiable at x, then the sequence

(

vn

(

∂[α]fn(x) − ∂[α]f(x)
))

satisfies a LDP with speed
(

∑n
i=1 h

d+2|α|
i /v2

n

)

and good rate function J[α],x defined in (2).

2.4 Uniform LDP and MDP for the density estimator and its

derivatives

To establish uniform large deviations principles for the density estimator and its derivatives,
we need the following additionnal assumptions:

(H8) i) There exists ξ > 0 such that
∫

Rd ‖x‖
ξf(x)dx <∞.

ii) f is uniformly continuous.

(H9) i) ∂[α]K is Hölder continuous.
ii) There exists γ > 0 such that z 7→ ‖z‖γ∂[α]K(z) is a bounded function.

(H10) lim
n→∞

v2
n log(1/hn)
∑n

i=1 h
d+2|α|
i

= 0 and lim
n→∞

v2
n log vn

∑n
i=1 h

d+2|α|
i

= 0.

(H11) i) There exists ζ > 0 such that
∫

Rd ‖z‖
ζ |K(z)| dz <∞.

ii) There exists η > 0 such that z 7→ ‖z‖η∂[α]f(z) is a bounded function.

6



Remark When hn = O (n−a) with a ∈]0, 1/(d + 2|α|)[, (H10) holds for instance with
(vn) ≡ (nb) for any b ∈]0, (1 − a(d+ 2|α|)) /2[.

Set U ⊆ R
d; in order to state in a compact form the uniform large and moderate de-

viations principles for the density estimator and its derivatives on U , we consider the large
deviations case as the special case (vn) ≡ 1 and we set:

gU(δ) =











‖f‖U,∞(1 − ad)I
(

1
1−ad

+ δ
‖f‖U,∞(1−ad)

)

if |α| = 0 and (vn) ≡ 1

δ2(1−a2(d+2|α|)2)
2‖f‖U,∞

∫

Rd[∂[α]K]
2
(z)dz

otherwise,

g̃U(δ) = min{gU(δ), gU(−δ)},

where ‖f‖U,∞ = supx∈U |f(x)|.

Remark The functions gU(·) and g̃U(·) are non-negative, continuous, increasing on ]0,+∞[
and decreasing on ] −∞, 0[, with a unique global minimum in 0 (g̃U(0) = gU(0) = 0). They
are thus good rate functions (and gU(·) is strictly convex).

Theorem 4 below states uniform LDP and MDP for
(

∂[α]fn − ∂[α]f
)

on U in the case U
is bounded, and Theorem 5 in the case U is unbounded.

Theorem 4 (Uniform deviations on a bounded set)
In the case |α| = 0, let (H1), (H2), (H7), (H9)i), and (H10) hold. In the case |α| ≥ 1, let
(H3)-(H5), (H7), (H9)i) and (H10) hold. Moreover, assume either that (vn) ≡ 1 or that (vn)
satisfies (H6). Then for any bounded subset U of R

d and for all δ > 0,

lim
n→∞

v2
n

∑n
i=1 h

d+2|α|
i

log P

[

sup
x∈U

vn

∣

∣∂[α]fn(x) − ∂[α]f(x)
∣

∣ ≥ δ

]

= −g̃U (δ). (6)

Theorem 5 (Uniform deviations on an unbounded set)
Let Assumptions (H1), (H7)-(H11) hold. Moreover,

• in the case |α| = 0 and (vn) ≡ 1, let (H2) hold;

• in the case |α| ≥ 1 and (vn) ≡ 1, or |α| ≥ 0 and (vn) satisfies (H6), let (H3)-(H5)
hold.

Then for any subset U of R
d and for all δ > 0,

−g̃U(δ) ≤ lim inf
n→∞

v2
n

∑n
i=1 h

d+2|α|
i

log P

[

sup
x∈U

vn

∣

∣∂[α]fn(x) − ∂[α]f(x)
∣

∣ ≥ δ

]

≤ lim sup
n→∞

v2
n

∑n
i=1 h

d+2|α|
i

log P

[

sup
x∈U

vn

∣

∣∂[α]fn(x) − ∂[α]f(x)
∣

∣ ≥ δ

]

≤ −
ξ

ξ + d
g̃U(δ).

The following corollary is a straightforward consequence of Theorem 5.
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Corollary 1
Under the assumptions of Theorem 5, if

∫

Rd ‖x‖
ξf(x)dx <∞ ∀ξ ∈ R, then for any subset U

of R
d,

lim
n→∞

v2
n

∑n
i=1 h

d+2|α|
i

log P

[

sup
x∈U

vn

∣

∣∂[α]fn(x) − ∂[α]f(x)
∣

∣ ≥ δ

]

= −g̃U (δ). (7)

Comment Theorem 4 and Corollary 1 are LDP for the sequence (supx∈U |fn(x) − f(x)|).
As a matter of fact, since the sequence (supx∈U |fn(x) − f(x)|) is positive and since g̃U is
continuous on [0,+∞[, increasing and goes to infinity as δ → ∞, the application of Lemma
5 in Worms (2001) allows to deduce from (6) or (7) that (supx∈U |fn(x) − f(x)|) satisfies a
LDP with speed

(
∑n

i=1 h
d
i

)

and good rate function g̃U on R+.

3 Proofs

Let (Ψ
[α]
n ) and (B

[α]
n ) be the sequences defined as

Ψ[α]
n (x) =

1

n

n
∑

i=1

1

h
d+|α|
i

(

∂[α]K

(

x−Xi

hi

)

− E

[

∂[α]K

(

x−Xi

hi

)])

,

B[α]
n (x) = E

[

∂[α]fn(x)
]

− ∂[α]f(x).

We have:

∂[α]fn(x) − ∂[α]f(x) = Ψ[α]
n (x) +B[α]

n (x). (8)

Theorems 1, 2 and 3 are consequences of (8) and the following propositions.

Proposition 2 (Pointwise LDP and MDP for (Ψ[α]
n

))

1. Under the assumptions (H1) and (H2), the sequence (fn(x) − E (fn(x))) satisfies a
LDP with speed

(
∑n

i=1 h
d
i

)

and rate function Ix.

2. Let |α| ≥ 1 and assume that (H3), (H4) hold, then the sequence
(

Ψ
[α]
n (x)

)

satisfies a

LDP with speed
(

∑n
i=1 h

d+2|α|
i

)

and rate function J[α],x.

3. When |α| = 0, let Assumptions (H1), (H2) and (H6) hold and when |α| ≥ 1, let

(H3), (H4) and (H6) hold, then the sequence
(

vnΨ
[α]
n (x)

)

satisfies a LDP with speed
(

∑n
i=1 h

d+2|α|
i /v2

n

)

and rate function J[α],x.

Proposition 3 (Uniform LDP and MDP for (Ψ[α]
n

))

1. In the case |α| = 0, let (H1), (H2), (H9)i) and (H10) hold. In the case |α| ≥ 1, let
(H3)-(H5), (H9)i) and (H10) hold. Moreover, assume either that (vn) ≡ 1 or that (vn)
satisfies (H6); then for any bounded subset U of R

d and for all δ > 0,

lim
n→∞

v2
n

∑n
i=1 h

d+2|α|
i

log P

[

sup
x∈U

vn

∣

∣∂[α]Ψn(x)
∣

∣ ≥ δ

]

= −g̃U(δ).

8



2. Let Assumptions (H1), (H8)-(H11) hold . Moreover,

• in the case |α| = 0 and (vn) ≡ 1, let (H2) holds,

• in the case either |α| ≥ 1 and (vn) ≡ 1, or |α| ≥ 0 and (vn) satisfies (H6), let
(H3)-(H5) hold.

Then for any subset U of R
d and for all δ > 0,

−g̃U(δ) ≤ lim inf
n→∞

v2
n

∑n
i=1 h

d+2|α|
i

log P

[

sup
x∈U

vn

∣

∣∂[α]Ψn(x)
∣

∣ ≥ δ

]

≤ lim sup
n→∞

v2
n

∑n
i=1 h

d+2|α|
i

log P

[

sup
x∈U

vn

∣

∣∂[α]Ψn(x)
∣

∣ ≥ δ

]

≤ −
ξ

ξ + d
g̃U(δ).

Proposition 4 (Pointwise and uniform convergence rate of B
[α]
n

)
Let Assumptions (H1), (H3)-(H5) and (H7)i) hold.

1) If ∂[α]f is q-times differentiable at x, then

E
(

∂[α]fn(x)
)

− ∂[α]f(x) = O

(∑n
i=1 h

q
i

n

)

.

2) If (H7)iii) holds, then:

lim
n→∞

n
∑n

i=1 h
q
i

sup
x∈Rd

∣

∣E
(

∂[α]fn(x)
)

− ∂[α]f(x)
∣

∣ ≤
Mq

q!

∫

Rd

‖z‖q |K(z)| dz.

Set x ∈ R
d; since the assumptions of Theorems 1 and 2 guarantee that limn→∞B

[α]
n (x) = 0,

Theorem 1 (respectively Theorem 2) is a straightforward consequence of the application of
Part 1 (respectively of Part 2) of Proposition 2. Moreover, under the assumptions of Theo-

rem 3, we have, by application of Part 1 of Proposition 4, limn→∞ vnB
[α]
n (x) = 0; Theorem 3

thus straightfully follows from the application of Part 3 of Proposition 2. Finally, Theorems 4
and 5 are obtained by applying Proposition 3 together with the second part of Proposition 4.

We now state a preliminary lemma, which will be used in the proof of Propositions 2 and
3. For any u ∈ R, set

Λn,x(u) =
v2

n
∑n

i=1 h
d+2|α|
i

log E

[

exp

(

u

∑n
i=1 h

d+2|α|
i

vn
Ψ[α]

n (x)

)]

,

ΛL
x (u) = f(x)(1 − ad)

(

ψ(u) −
u

1 − ad

)

,

ΛM
x (u) =

u2

2(1 − a2 (d+ 2|α|)2)
f(x)

∫

Rd

[

∂[α]K(z)
]2
dz.

Lemma 1 (Convergence of Λn,x)

9



• In the case |α| = 0 and (vn) ≡ 1, let (H1) and (H2) hold;

• In the case either |α| ≥ 1 and (vn) ≡ 1, or |α| ≥ 0 and (vn) satisfies (H6), let (H1),
(H3) and (H4) hold.

1. (Pointwise convergence)
If f is continuous at x, then for all u ∈ R,

lim
n→∞

Λn,x(u) = Λx(u) (9)

where

Λx(u) =

{

ΛL
x (u) when vn ≡ 1 and |α| = 0

ΛM
x (u) when either vn → ∞ and |α| ≥ 0 or vn ≡ 1 and |α| ≥ 1.

2. (Uniform convergence)
If f is uniformly continuous, then the convergence (9) holds uniformly in x ∈ U .

Our proofs are now organized as follows: Lemma 1 is proved in Section 3.1, Proposition 2
in Section 3.2, Proposition 3 in Section 3.3 and Proposition 4 in Section 3.4. Section 3.5 is
devoted to the proof of Proposition 1 on the rate function I.

3.1 Proof of Lemma 1

Set u ∈ R, Yi = ∂[α]K
(

x−Xi

hi

)

and an =
∑n

i=1 h
d+2|α|
i . We have:

Λn,x(u) =
v2

n

an

log E

[

exp

(

u
an

vn

Ψ[α]
n (x)

)]

=
v2

n

an
log E

[

exp

(

u
an

nvn

n
∑

i=1

1

h
d+|α|
i

(Yi − E(Yi))

)]

=
v2

n

an

n
∑

i=1

log E

[

exp

(

uan

nvnh
d+|α|
i

Yi

)]

−
uvn

n

n
∑

i=1

1

h
d+|α|
i

E(Yi).

By Taylor expansion, there exists ci,n between 1 and E

[

exp

(

uan

nvnh
d+|α|
i

Yi

)]

such that

log

(

E

[

exp

(

uan

nvnh
d+|α|
i

Yi

)])

= E

[

exp

(

uan

nvnh
d+|α|
i

Yi

)

− 1

]

−
1

2c2i,n

(

E

[

exp

(

uan

nvnh
d+|α|
i

Yi

)

− 1

])2

and Λn,x can be rewritten as

Λn,x(u)

=
v2

n

an

n
∑

i=1

E

[

exp

(

uan

nvnh
d+|α|
i

Yi

)

− 1

]

−
v2

n

2an

n
∑

i=1

1

c2i,n

(

E

[

exp

(

uan

nvnh
d+|α|
i

Yi

)]

− 1

)2

−
uvn

n

n
∑

i=1

1

h
d+|α|
i

E(Yi). (10)

10



For proving Lemma 1, we consider two cases:

3.1.1 First case: either vn → ∞ or |α| ≥ 1.

A Taylor’s expansion implies the existence of c′i,n between 0 and
uan

nvnh
d+|α|
i

Yi such that

E

[

exp

(

uan

nvnh
d+|α|
i

Yi

)

− 1

]

=
uan

nvnh
d+|α|
i

E(Yi) +
1

2

(

uan

nvnh
d+|α|
i

)2

E(Y 2
i ) +

1

6

(

uan

nvnh
d+|α|
i

)3

E

(

Y 3
i e

c′i,n

)

.

Therefore,

Λn,x(u) =
u2an

2n2

n
∑

i=1

1

h
2d+2|α|
i

E
[

Y 2
i

]

+R(1)
n,x(u)

= f(x)
u2an

2n2

n
∑

i=1

1

h
d+2|α|
i

∫

Rd

(

∂[α]K(z)
)2
dz +R(1)

n,x(u) +R(2)
n,x(u)

with

R(1)
n,x(u) =

1

6

u3a2
n

n3vn

n
∑

i=1

h
−3d−3|α|
i E

(

Y 3
i e

c′i,n

)

−
v2

n

2an

n
∑

i=1

1

c2i,n

(

E

[

exp

(

uan

nvnh
d+|α|
i

Yi

)

− 1

])2

R(2)
n,x(u) =

u2an

2n2

n
∑

i=1

1

h
d+2|α|
i

∫

Rd

(

∂[α]K(z)
)2

[f(x− hiz) − f(x)] dz.

Using (5), one can show that
∣

∣

∣

∣

∣

uan

nvnh
d+|α|
i

Yi

∣

∣

∣

∣

∣

≤ c1
|u|

1 − a (d+ 2|α|)
‖∂[α]K‖∞

where c1 is a positive constant and thus

c′i,n ≤ c1
|u|

1 − a(d+ 2|α|)
‖∂[α]K‖∞ (11)

and

1

c2i,n
≤ exp

(

2c1
|u|

1 − a(d+ 2|α|)
‖∂[α]K‖∞

)

. (12)

Noting that E|Yi|
3 ≤ hd

i ‖f‖∞
∫

Rd

∣

∣∂[α]K(z)
∣

∣

3
dz and using (5) again and (11), there exists a

positive constant c2 such that, for n large enough,
∣

∣

∣

∣

∣

u3a2
n

n3vn

n
∑

i=1

h
−3d−3|α|
i E

(

Y 3
i e

c′i,n

)

∣

∣

∣

∣

∣

≤ c2
|u|3e

c1|u|‖∂[α]K‖∞
1−a(d+2|α|) h

|α|
n

(1 + a(2d+ 3|α|)) (1 − a(d+ 2|α|))2 vn

‖f‖∞

∫

Rd

∣

∣∂[α]K(z)
∣

∣

3
dz (13)

11



which goes to 0 as n→ ∞ since either vn → ∞ or |α| ≥ 1.
In the same way, in view of (5) and (12), there exists a positive constant c3 such that, for n
large enough,

∣

∣

∣

∣

∣

∣

v2
n

2an

n
∑

i=1

1

c2i,n

(

E

[

exp

(

uan

nvnh
d+|α|
i

Yi

)

− 1

])2
∣

∣

∣

∣

∣

∣

≤ c3‖f‖
2
∞e

4c1|u|

1−a(d+2|α|)
‖∂[α]K‖∞

(
∫

Rd

∣

∣∂[α]K(z)
∣

∣ dz

)2

hd
n (14)

which goes to 0 as n→ ∞. The combination of (13) and (14) ensures that

lim
n→∞

sup
x∈Rd

|R(1)
n,x(u)| = 0.

Now, since f is continuous, we have limi→∞ |f(x− hiz) − f(x)| = 0, and thus, by the domi-

nated convergence theorem, (H4)ii) implies that limi→∞

∫

Rd

(

∂[α]K(z)
)2

|f(x− hiz) − f(x)| dz =

0. Since, in view of (5), the sequence

(

u2an

2n2

n
∑

i=1

1

h
d+2|α|
i

)

is bounded, it follows that

lim
n→∞

|R(2)
n,x(u)| = 0. The pointwise convergence (9) then follows.

In the case f is uniformly continuous, we have limi→∞ supx∈Rd |f(x− hiz) − f(x)| = 0 and

thus, using the same arguments as previously, we obtain limn→∞ supx∈Rd |R
(2)
n,x(u)| = 0.

We then deduce that limn→∞ supx∈U |Λn,x(u) − Λx(u)| = 0 which concludes the proof of
Lemma 1 in this case.

3.1.2 Second case: |α| = 0 and (vn) ≡ 1.

Using assumption (H2) and in view of (10), there exists c > 0 such that

Λn,x(u) =
1

an

n
∑

i=1

E

[

e
uan

nhd
i

Yi

− 1

]

−
1

2an

n
∑

i=1

1

c2i,n

(

E

[

e
uan

nhd
i

Yi

− 1

])2

−
u

n

n
∑

i=1

h−d
i E(Yi)

=
1

an

n
∑

i=1

hd
i

∫

Rd

[

e
cu

1−ad(
i
n)

ad
K(z) − 1 − uK(z)

]

f(x)dz − R(3)
n,x(u) +R(4)

n,x(u)

with

R(3)
n,x(u) =

1

2an

n
∑

i=1

1

c2i,n

(

E

[

e
uan

nhd
i

Yi

− 1

])2

R(4)
n,x(u) =

1

an

n
∑

i=1

hd
i

∫

Rd

(

e
uan

nhd
i

K(z)
− 1

)

[f(x− hiz) − f(x)] dz

−
u

n

n
∑

i=1

∫

Rd

K(z) [f(x− hiz) − f(x)] dz.

12



Using the bound (14), we have limn→∞ supx∈Rd |R
(3)
n,x(u)| = 0.

Since |et − 1| ≤ |t|e|t|, we have

∣

∣R(4)
n,x(u)

∣

∣ ≤
1

an

n
∑

i=1

hd
i

∫

Rd

∣

∣

∣

∣

(

e
uan

nhd
i

K(z)
− 1

)

[f(x− hiz) − f(x)]

∣

∣

∣

∣

dz

+
|u|

n

n
∑

i=1

∫

Rd

|K(z)| |f(x− hiz) − f(x)|

≤
|u|

n
e

c|u|
1−ad

‖K‖∞

n
∑

i=1

∫

Rd

|K(z)| |f(x− hiz) − f(x)| dz

+
|u|

n

n
∑

i=1

∫

Rd

|K(z)| |f(x− hiz) − f(x)|

=
(

e
c|u|

1−ad
‖K‖∞ + 1

) |u|

n

n
∑

i=1

∫

Rd

|K(z)| |f(x− hiz) − f(x)| dz.

In the case f is continuous, we have limn→∞R
(4)
n,x(u) = 0 by the dominated convergence

theorem.
In the case f is uniformly continuous, set ε > 0 and letM > 0 such that 2‖f‖∞

∫

‖z‖≥M
|K(z)| dz <

ε/2. We need to prove that for n sufficiently large

sup
x∈Rd

∫

‖z‖≤M

|K(z)| |f(x− hiz) − f(x)| dz ≤ ε/2

which is a straightforward consequence of the uniform continuity of f . It follows from analysis
considerations that

lim
n→∞

Λn,x(u) = f(x)

∫

Rd

(1 − ad)

[
∫ 1

0

s−ad
(

esad u
1−ad

K(z) − 1 − uK(z)
)

ds

]

dz

=
f(x)

∫ 1

0
s−adds

∫ 1

0

s−ad

[
∫

Rd

(

esad u
1−ad

K(z) − 1 − uK(z)
)

dz

]

ds.

and thus Lemma 1 is proved. �

3.2 Proof of Proposition 2

To prove Proposition 2, we apply Proposition 1, Lemma 1 and the following result (see
Puhalskii (1994)).

Lemma 2 Let (Zn) be a sequence of real random variables, (νn) a positive sequence satisfying
limn→∞ νn = +∞, and suppose that there exists some convex non-negative function Γ defined
( i.e. finite) on R such that

∀u ∈ R, lim
n→∞

1

νn
log E [exp(uνnZn)] = Γ(u).

If the Legendre transform Γ̃ of Γ is a strictly convex function, then the sequence (Zn) satisfies
a LDP of speed (νn) and good rate function Γ̃.

13



In our framework, when |α| = 0 and vn ≡ 1, we take Zn = fn(x) − E(fn(x)), νn =
∑n

i=1 h
d
i

with hn = cn−a where 0 < a < 1/d and Γ = ΛL
x . In this case, the Legendre transform of Γ =

ΛL
x is the rate function Ix : t 7→ f(x)(1− ad)I

(

t
f(x)(1−ad)

+ 1
1−ad

)

which is strictly convex by

Proposition 1. Otherwise, we take Zn = vn

(

∂[α]fn(x) − E
(

∂[α]fn(x)
))

, νn =
∑n

i=1 h
d+2|α|
i /v2

n

and Γ = ΛM
x ; Γ̃ is then the quadratic rate function J[α],x defined in (2) and thus Proposition

2 follows. �

3.3 Proof of Proposition 3

In order to prove Proposition 3, we first establish some lemmas.

Lemma 3 Let φ : R+ → R be the function defined for δ > 0 as

φ(δ) =











(ψ′)−1
(

δ
‖f‖U,∞(1−ad)

+ 1
1−ad

)

if (vn) ≡ 1 and |α| = 0,

δ(1−a2(d+2|α|)2)
‖f‖U,∞

∫

Rd [∂[α]K]
2
(z)dz

otherwise.

1. supu∈R
{uδ − supx∈U Λx(u)} equals gU(δ) and is achieved for u = φ(δ) > 0.

2. supu∈R
{−uδ − supx∈U Λx(u)} equals gU(−δ) and is achieved for u = φ(−δ) < 0.

Proof of Lemma 3

We just prove the first part, the proof of the second one being similar. First, let us consider
the case (vn) ≡ 1 and |α| = 0. Since et ≥ 1+t (∀t), we have ψ(u) ≥ u/(1−ad) and therefore,

uδ − sup
x∈U

Λx(u) = uδ − ‖f‖U,∞(1 − ad)

(

ψ(u) −
u

1 − ad

)

= ‖f‖U,∞(1 − ad)

[

u

(

δ

‖f‖U,∞(1 − ad)
+

1

1 − ad

)

− ψ(u)

]

The function u 7→ uδ − supx∈U Λx(u) has second derivative −‖f‖U,∞(1 − ad)ψ′′(u) < 0 and
thus it has a unique maximum achieved for

u0 = (ψ′)−1

(

δ

‖f‖U,∞(1 − ad)
+

1

1 − ad

)

.

Now, since ψ′ is increasing and since ψ′(0) = 1/(1 − ad), we deduce that u0 > 0.
In the case limn→∞ vn = ∞, Lemma 3 is established in the same way by noting that

uδ − sup
x∈U

Λx(u) = uδ − sup
x∈U

ΛM
x (u) = uδ −

u2

2
(

1 − a2 (d+ 2|α|)2
)‖f‖U,∞

∫

Rd

[

∂[α]K(z)
]2
dz. �

Lemma 4

• In the case |α| = 0 and (vn) ≡ 1, let (H1) and (H2) hold;

• In the case either |α| ≥ 1 and (vn) ≡ 1, or |α| ≥ 0 and (vn) satisfies (H6), let (H1),
(H3) and (H4) hold.
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Then for any δ > 0,

lim
n→∞

v2
n

∑n
i=1 h

d+2|α|
i

log sup
x∈U

P
[

vn

(

∂[α]fn(x) − E
(

∂[α]fn(x)
))

≥ δ
]

= −gU (δ)

lim
n→∞

v2
n

∑n
i=1 h

d+2|α|
i

log sup
x∈U

P
[

vn

(

∂[α]fn(x) − E
(

∂[α]fn(x)
))

≤ −δ
]

= −gU (−δ)

lim
n→∞

v2
n

∑n
i=1 h

d+2|α|
i

log sup
x∈U

P
[

vn

∣

∣∂[α]fn(x) − E
(

∂[α]fn(x)
)
∣

∣ ≥ δ
]

= −g̃U (δ).

Proof of Lemma 4

Set bn =

n
∑

i=1

h
d+2|α|
i /v2

n, Sn(x) = vnΨ
[α]
n (x), and δ > 0. In the sequel, Λx(u) is defined as in

(9).
We first note that, for any u > 0,

P [Sn(x) ≥ δ] = P
[

ebnuSn(x) ≥ ebnuδ
]

≤ e−bnuδ
E
[

ebnuSn(x)
]

≤ e−bnuδebnΛn,x(u)

≤ e−bn(uδ−Λx(u))ebn(Λn,x(u)−Λx(u)).

Therefore, for every u > 0,

sup
x∈U

P [Sn(x) ≥ δ] ≤ e−bn(uδ−supx∈U Λx(u))ebn supx∈U |Λn,x(u)−Λx(u)|. (15)

Similarly, we prove that, for every u < 0,

sup
x∈U

P [Sn(x) ≤ −δ] ≤ e−bn(−uδ−supx∈U Λx(u))ebn supx∈U |Λn,x(u)−Λx(u)|. (16)

The application of Lemma 3 to (15) and (16) yields

sup
x∈U

P [Sn(x) ≥ δ] ≤ e−bngU (δ)ebn supx∈U |Λn,x(φ(δ))−Λx(φ(δ))|

sup
x∈U

P [Sn(x) ≤ −δ] ≤ e−bngU (−δ)ebn supx∈U |Λn,x(φ(−δ))−Λx(φ(−δ))|

and the second part of Lemma 1 provides

lim
n→∞

sup
x∈U

|Λn,x(φ(δ)) − Λx(φ(δ))| = 0

lim
n→∞

sup
x∈U

|Λn,x(φ(−δ)) − Λx(φ(−δ))| = 0.

Consequently, it follows that

lim sup
n→∞

1

bn
log sup

x∈U
P [Sn(x) ≥ δ] ≤ −gU(δ)

lim sup
n→∞

1

bn
log sup

x∈U
P [Sn(x) ≤ −δ] ≤ −gU(−δ)
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and thus, setting g̃U(δ) = min{gU(δ), gU(−δ)},

lim sup
n→∞

1

bn
log sup

x∈U
P [|Sn(x)| ≥ δ] ≤ −g̃U(δ).

In order to conclude the proof of Lemma 4, let us note that there exists x0 ∈ U such that
f(x0) = ‖f‖U,∞. The application of Proposition 2 at the point x0 thus yields

lim
n→∞

1

bn
log P [Sn(x0) ≥ δ] = −gU(δ)

lim
n→∞

1

bn
log P [Sn(x0) ≤ −δ] = −gU(−δ)

lim
n→∞

1

bn
log P [|Sn(x0)| ≥ δ] = −g̃U(δ).

The latter relation being due to the straightforward bounds

max{P [Sn(x0) ≥ δ] ,P [Sn(x0) ≤ −δ]} ≤ P [|Sn(x0)| ≥ δ]

≤ 2 max{P [Sn(x0) ≥ δ] ,P [Sn(x0) ≤ −δ]}. �

Lemma 5 Let Assumptions (H1), (H3), (H4)i), (H9)i) and (H10) hold and assume that
either (vn) ≡ 1 or (H6) holds.

1. If U is a bounded set, then, for any δ > 0, we have

lim
n→∞

v2
n

∑n
i=1 h

d+2|α|
i

log P

[

sup
x∈U

vn

∣

∣Ψ[α]
n (x)

∣

∣ ≥ δ

]

≤ −g̃U(δ).

2. If U is an unbounded set, then, for any b > 0 and δ > 0,

lim sup
n→∞

v2
n

∑n
i=1 h

d+2|α|
i

log P

[

sup
x∈U,‖x‖≤wn

vn

∣

∣Ψ[α]
n (x)

∣

∣ ≥ δ

]

≤ db− g̃U(δ)

where wn = exp
(

b
∑n

i=1 h
d+2|α|
i /v2

n

)

.

Proof of Lemma 5

Set ρ ∈]0, δ[, let β denote the Hölder order of ∂[α]K, and ‖∂[α]K‖H its corresponding Hölder

norm. Set wn = exp
(

b
∑n

i=1 h
d+2|α|
i /v2

n

)

and

Rn =

(

ρn

2‖∂[α]K‖Hvn

∑n
j=1 h

−(d+β+|α|)
j

)
1
β

.

We begin with the proof of the second part of Lemma 5. There exist N ′(n) points of R
d,

y
(n)
1 , y

(n)
2 , . . . , y

(n)
N ′(n) such that the ball {x ∈ R

d; ‖x‖ ≤ wn} can be covered by the N ′(n) balls
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B
(n)
i = {x ∈ R

d; ‖x − y
(n)
i ‖ ≤ Rn} and such that N ′(n) ≤ 2

(

2wn

Rn

)

. Considering only the

N(n) balls that intersect {x ∈ U ; ‖x‖ ≤ wn}, we can write

{x ∈ U ; ‖x‖ ≤ wn} ⊂ ∪
N(n)
i=1 B

(n)
i .

For each i ∈ {1, . . . , N(n)}, set x
(n)
i ∈ B

(n)
i ∩ U . We then have:

P
[

supx∈U,‖x‖≤wn
vn

∣

∣Ψ[α]
n (x)

∣

∣ ≥ δ
]

≤

N(n)
∑

i=1

P

[

sup
x∈B

(n)
i

vn

∣

∣Ψ[α]
n (x)

∣

∣ ≥ δ
]

≤ N(n) max
1≤i≤N(n)

P

[

sup
x∈B

(n)
i

vn

∣

∣

∣
Ψ

[α]
n (x)

∣

∣

∣
≥ δ
]

.

Now, for any i ∈ {1, . . . , N(n)} and any x ∈ B
(n)
i ,

vn

∣

∣Ψ[α]
n (x)

∣

∣ ≤ vn

∣

∣

∣
Ψ[α]

n (x
(n)
i )
∣

∣

∣
+
vn

n

n
∑

j=1

1

h
d+|α|
j

∣

∣

∣

∣

∣

∂[α]K

(

x−Xj

hj

)

− ∂[α]K

(

x
(n)
i −Xj

hj

)
∣

∣

∣

∣

∣

+
vn

n

n
∑

j=1

1

h
d+|α|
j

E

∣

∣

∣

∣

∣

∂[α]K

(

x−Xj

hj

)

− ∂[α]K

(

x
(n)
i −Xj

hj

)
∣

∣

∣

∣

∣

≤ vn

∣

∣

∣
Ψ[α]

n (x
(n)
i )
∣

∣

∣
+

2vn

n
‖∂[α]K‖H

n
∑

j=1

1

h
d+|α|
j

(

‖x− x
(n)
i ‖

hj

)β

≤ vn

∣

∣

∣
Ψ[α]

n (x
(n)
i )
∣

∣

∣
+

2vn

n
‖∂[α]K‖H

n
∑

j=1

h
−(d+β+|α|)
j Rβ

n

≤ vn

∣

∣

∣
Ψ[α]

n (x
(n)
i )
∣

∣

∣
+ ρ.

Hence, we deduce that

P
[

supx∈U,‖x‖≤wn
vn

∣

∣Ψ[α]
n (x)

∣

∣ ≥ δ
]

≤ N(n) max
1≤i≤N(n)

P

[

vn

∣

∣

∣
Ψ[α]

n (x
(n)
i )
∣

∣

∣
≥ δ − ρ

]

≤ N(n) sup
x∈U

P
[

vn

∣

∣Ψ[α]
n (x)

∣

∣ ≥ δ − ρ
]

.

Let us at first assume that

lim sup
n→∞

v2
n

∑n
i=1 h

d+2|α|
i

logN(n) ≤ db. (17)

The application of Lemma 4 then yields

lim sup
n→∞

v2
n

∑n
i=1 h

d+2|α|
i

log P
[

supx∈U,‖x‖≤wn
vn

∣

∣Ψ[α]
n (x)

∣

∣ ≥ δ
]

≤ lim sup
n→∞

v2
n

∑n
i=1 h

d+2|α|
i

logN(n) − g̃U(δ − ρ)

≤ db− g̃U(δ − ρ).

17



Since this inequality holds for any ρ ∈]0, δ[, Part 2 of Lemma 5 thus follows from the
continuity of g̃U .
Let us now establish Relation (17). By definition of N(n) and wn, we have logN(n) ≤

logN ′(n) ≤ db
∑n

i=1 h
d+2|α|
i /v2

n + (d+ 1) log 2 − d logRn, with

v2
n

∑n
i=1 h

d+2|α|
i

logRn

=
v2

n

β
∑n

i=1 h
d+2|α|
i

[

log ρ+ logn− log
(

2‖∂[α]K‖H

)

− log vn − log

(

n
∑

j=1

h
−(d+β+|α|)
j

)]

,

which goes to zero in view of (H10) and (5). Thus, (17) is proved, and the proof of part 2 of
Lemma 5 is completed.

Let us now consider part 1 of Lemma 5. This part is proved by following the same steps
as for part 2, except that the number N(n) of balls covering U is at most the integer part
of (∆/Rn)d, where ∆ denotes the diameter of U . Relation (17) then becomes

lim sup
n→∞

v2
n

∑n
i=1 h

d+2|α|
i

logRn ≤ 0

and Lemma 5 is proved. �

Lemma 6 Let Assumptions (H1), (H3), (H4)i) and (H11)ii) hold. Assume that either
(vn) ≡ 1 or (H6), (H10) and (H11)i) hold. Moreover assume that ∂[α]f is continuous. For

any b > 0 if we set wn = exp
(

b
∑n

i=1 h
d+2|α|
i /v2

n

)

then, for any ρ > 0, we have, for n large

enough,

sup
x∈U,‖x‖≥wn

vn

n

n
∑

i=1

1

h
d+|α|
i

∣

∣

∣

∣

E

[

∂[α]K

(

x−Xi

hi

)]
∣

∣

∣

∣

≤ ρ.

Proof of Lemma 6

We have

vn

n

n
∑

i=1

1

h
d+|α|
i

E

[

∂[α]K

(

x−Xi

hi

)]

=
vn

n

n
∑

i=1

∫

Rd

K(z)∂[α]f(x− hiz)dz. (18)

Set ρ > 0. In the case (vn) ≡ 1, set M such that ‖∂[α]f‖∞
∫

‖z‖>M
|K(z)| dz ≤ ρ/2 ; we have

vn

n

n
∑

i=1

1

h
d+|α|
i

∣

∣

∣

∣

E

[

∂[α]K

(

x−Xi

hi

)]
∣

∣

∣

∣

≤
ρ

2
+ ∂[α]f(x)

∫

‖z‖≤M

|K(z)| dz +
1

n

n
∑

i=1

∫

‖z‖≤M

|K(z)|
∣

∣∂[α]f(x− hiz) − ∂[α]f(x)
∣

∣ dz.
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Lemma 6 then follows from the fact that ∂[α]f fulfills (H11)ii). As a matter of fact, this
condition implies that lim‖x‖→∞,x∈U ∂

[α]f(x) = 0 and that the third term in the right-hand-
side of the previous inequality goes to 0 as n→ ∞ (by the dominated convergence).
Let us now assume that limn→∞ vn = ∞; relation (18) can be rewritten as

vn

n

n
∑

i=1

1

h
d+|α|
i

E

[

∂[α]K

(

x−Xi

hi

)]

=
vn

n

n
∑

i=1

∫

‖z‖≤wn/2

K(z)∂[α]f(x− hiz)dz

+
vn

n

n
∑

i=1

∫

‖z‖>wn/2

K(z)∂[α]f(x− hiz)dz.

Set ρ > 0; on the one hand, we have

‖x‖ ≥ wn and ‖z‖ ≤ wn/2 ⇒ ‖x− hiz‖ ≥ wn (1 − hi/2)

⇒ ‖x− hiz‖ ≥ wn/2 for n large enough.

Set Mf = supx∈Rd ‖x‖η∂[α]f(x). Assumption (H11)ii) implies that, for n sufficiently large,

sup
‖x‖≥wn

vn

n

n
∑

i=1

∫

‖z‖≤wn/2

∣

∣K(z)∂[α]f(x− hiz)
∣

∣ dz ≤ sup
‖x‖≥wn

vn

n

n
∑

i=1

∫

‖z‖≤wn/2

|K(z)|Mf‖x− hiz‖
−ηdz

≤ 2η vn

wη
n
Mf

∫

Rd

|K(z)| dz

≤
ρ

2
.

On the other hand, we note that, in view of assumptions (H10) and (H11)i),

sup
‖x‖≥wn

vn

n

n
∑

i=1

∫

‖z‖>wn/2

∣

∣K(z)∂[α]f(x− hiz)
∣

∣ dz ≤ 2ζ vn

wζ
n

‖∂[α]f‖∞

∫

‖z‖>wn/2

‖z‖ζ |K(z)| dz ≤
ρ

2

(for n large enough). As a matter of fact, we have by assumptions (H6) and (H10), ∀ξ > 0

vn

wξ
n

= exp

{

−ξ logwn

(

1 −
log vn

ξ logwn

)}

n→∞
−→ 0.

This concludes the proof of Lemma 6. �

Since ∂[α]K is a bounded function that vanishes at infinity, we have lim‖x‖→∞ |Ψ
[α]
n (x)| = 0

for every given n ≥ 1. Moreover, since ∂[α]K is assumed to be continuous, Ψ
[α]
n is continuous,

and this ensures the existence of a random variable sn such that
∣

∣Ψ[α]
n (sn)

∣

∣ = sup
x∈U

∣

∣Ψ[α]
n (x)

∣

∣ .

Lemma 7 Let Assumptions (H1), (H3), (H4)i), (H8)i), (H9)ii) and (H10) hold. Suppose

either (vn) ≡ 1 or (H6) and (H11) hold. For any b > 0, set wn = exp
(

b
∑n

i=1 h
d+2|α|
i /v2

n

)

;

then, for any δ > 0, we have

lim sup
n→∞

v2
n

∑n
i=1 h

d+2|α|
i

log P
[

‖sn‖ ≥ wn and vn

∣

∣Ψ[α]
n (sn)

∣

∣ ≥ δ
]

≤ −bξ.
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Proof of Lemma 7

We first note that sn ∈ U and therefore

‖sn‖ ≥ wn and vn

∣

∣Ψ[α]
n (sn)

∣

∣ ≥ δ

⇒ ‖sn‖ ≥ wn and
vn

n

∣

∣

∣

∣

∣

n
∑

i=1

1

h
d+|α|
i

∂[α]K

(

sn −Xi

hi

)

∣

∣

∣

∣

∣

+
vn

n
E

∣

∣

∣

∣

∣

n
∑

i=1

1

h
d+|α|
i

∂[α]K

(

sn −Xi

hi

)

∣

∣

∣

∣

∣

≥ δ

⇒ ‖sn‖ ≥ wn and
vn

n

n
∑

i=1

1

h
d+|α|
i

∣

∣

∣

∣

∂[α]K

(

sn −Xi

hi

)
∣

∣

∣

∣

≥ δ

− sup
‖x‖≥wn,x∈U

vn

n

n
∑

i=1

1

h
d+|α|
i

E

∣

∣

∣

∣

∂[α]K

(

x−Xi

hi

)
∣

∣

∣

∣

Set ρ ∈]0, δ[; the application of Lemma 6 ensures that, for n large enough,

‖sn‖ ≥ wn and vn

∣

∣Ψ[α]
n (sn)

∣

∣ ≥ δ

⇒ ‖sn‖ ≥ wn and
vn

n

n
∑

i=1

1

h
d+|α|
i

∣

∣

∣

∣

∂[α]K

(

sn −Xi

hi

)
∣

∣

∣

∣

≥ δ − ρ.

Set κ = sup
x∈Rd

‖x‖γ|∂[α]K(x)| (see Assumption (H9)ii)). We obtain, for n sufficiently large,

‖sn‖ ≥ wn and vn

∣

∣Ψ[α]
n (sn)

∣

∣ ≥ δ

⇒ ‖sn‖ ≥ wn and ∃i ∈ {1, . . . , n} such that
vn

h
d+|α|
i

∣

∣

∣

∣

∂[α]K

(

sn −Xi

hi

)∣

∣

∣

∣

≥ δ − ρ

⇒ ‖sn‖ ≥ wn and ∃i ∈ {1, . . . , n} such that κhγ
i ≥

h
d+|α|
i

vn
‖sn −Xi‖

γ(δ − ρ)

⇒ ‖sn‖ ≥ wn and ∃i ∈ {1, . . . , n} such that
∣

∣‖sn‖ − ‖Xi‖
∣

∣ ≤

[

κvnh
γ−d−|α|
i

δ − ρ

]
1
γ

⇒ ‖sn‖ ≥ wn and ∃i ∈ {1, . . . , n} such that ‖Xi‖ ≥ ‖sn‖ −

[

κvnh
γ−d−|α|
i

δ − ρ

]
1
γ

⇒ ∃i ∈ {1, . . . , n} such that ‖Xi‖ ≥ wn (1 − un,i) with un,i = w−1
n v

1
γ
n h

γ−d−|α|
γ

i

(

κ

δ − ρ

)
1
γ

.

Assume for the moment that

lim
n→∞

un,i = 0. (19)
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It then follows that 1 − un,i > 0 for n sufficiently large; therefore we can deduce that (see
Assumption (H8)i)):

P
[

‖sn‖ ≥ wn and vn

∣

∣Ψ[α]
n (sn)

∣

∣ ≥ δ
]

≤

n
∑

i=1

P

[

‖Xi‖
ξ ≥ wξ

n (1 − un,i)
ξ
]

≤
n
∑

i=1

E
(

‖Xi‖
ξ
)

w−ξ
n (1 − un,i)

−ξ

≤ nE
(

‖X1‖
ξ
)

w−ξ
n max

1≤i≤n
(1 − un,i)

−ξ .

Consequently,

v2
n

∑n
i=1 h

d+2|α|
i

log P
[

‖sn‖ ≥ wn and vn

∣

∣Ψ[α]
n (sn)

∣

∣ ≥ δ
]

≤
v2

n
∑n

i=1 h
d+2|α|
i

[

log n+ log E
(

‖X1‖
ξ
)

− b

∑n
i=1 h

d+2|α|
i

v2
n

− ξ log max
1≤i≤n

(1 − un,i)

]

,

and, thanks to assumption (H10), it follows that

lim sup
n→∞

v2
n

∑n
i=1 h

d+2|α|
i

log P
[

‖sn‖ ≥ wn and vn

∣

∣Ψ[α]
n (sn)

∣

∣ ≥ δ
]

≤ −bξ.

Let us now prove relation (19). We expand

un,i = exp

(

−b

∑n
i=1 h

d+2|α|
i

v2
n

[

1 −
1

bγ

v2
n log vn

∑n
i=1 h

d+2|α|
i

−
γ − d− |α|

bγ

v2
n log (hi)

∑n
i=1 h

d+2|α|
i

])

(

κ

δ − ρ

)
1
γ

and assumptions (H6) and (H10) ensure that limn→∞ un,i = 0 and thus Lemma 7 is proved. �

Proof of Proposition 3

Let us at first note that the lower bound

lim inf
n→∞

v2
n

∑n
i=1 h

d+2|α|
i

log P

[

sup
x∈U

vn

∣

∣Ψ[α]
n (x)

∣

∣ ≥ δ

]

≥ −g̃U(δ) (20)

follows from the application of Proposition 2 at a point x0 ∈ U such that f(x0) = ‖f‖U,∞.
In the case U is bounded, Proposition 3 is thus a straightforward consequence of (20) and
of the first part of Lemma 5. Let us now consider the case U is unbounded.

Set δ > 0 and, for any b > 0 set wn = exp
(

b
∑n

i=1 h
d+2|α|
i /v2

n

)

. Since, by definition of sn,

P

[

sup
x∈U

vn

∣

∣Ψ[α]
n (x)

∣

∣ ≥ δ

]

≤ P

[

sup
x∈U,‖x‖≤wn

vn

∣

∣Ψ[α]
n (x)

∣

∣ ≥ δ

]

+ P
[

‖sn‖ ≥ wn and vn

∣

∣Ψ[α]
n (sn)

∣

∣ ≥ δ
]
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it follows from Lemmas 5 and 7 that

lim sup
n→∞

v2
n

∑n
i=1 h

d+2|α|
i

log P

[

sup
x∈U

vn

∣

∣Ψ[α]
n (x)

∣

∣ ≥ δ

]

≤ max{−bξ; db− g̃U(δ)}

and consequently

lim sup
n→∞

v2
n

∑n
i=1 h

d+2|α|
i

log P

[

sup
x∈U

vn

∣

∣Ψ[α]
n (x)

∣

∣ ≥ δ

]

≤ inf
b>0

max{−bξ; db− g̃U(δ)}.

Since the infimum in the right-hand-side of the previous bound is achieved for b = g̃U(δ)/ (ξ + d)
and equals −ξg̃U(δ)/ (ξ + d), we obtain the upper bound

lim sup
n→∞

v2
n

∑n
i=1 h

d+2|α|
i

log P

[

sup
x∈U

vn

∣

∣Ψ[α]
n (x)

∣

∣ ≥ δ

]

≤ −
ξ

ξ + d
g̃U(δ)

which concludes the proof of Proposition 3. �

3.4 Proof of Proposition 4

Let us set g = ∂[α]f , Djg
(

j ∈ {1, . . . , q}
)

the j-th differential of g, y = (y1, . . . , yd) ∈ R
d

and y(j) = (y, . . . , y) ∈ (Rd)j . With these notations,

Djg(x)(y(j)) =
∑

α1+···+αd=j

∂jg

∂yα1
1 . . . ∂yαd

d

(x)yα1
1 . . . yαd

d .

By successive integrations by parts (and using the fact that the partial derivatives of K
vanish at infinity, see Assumptions (H4)i)), we have

E

[

∂[α]fn(x)
]

=
1

n

n
∑

i=1

1

h
d+|α|
i

E

[

∂[α]K

(

x−Xi

hi

)

]

=
1

n

n
∑

i=1

1

h
d+|α|
i

∫

Rd

∂[α]K

(

x− y

hi

)

f(y)dy

=
1

n

n
∑

i=1

1

hd
i

∫

Rd

K

(

x− y

hi

)

g(y)dy

=
1

n

n
∑

i=1

∫

Rd

K(y)g(x− hiy)dy.

Hence, using assumption (H7)i) and the fact that ∂[α]f is q-times differentiable, it comes

E

[

∂[α]fn(x)
]

− ∂[α]f(x)

=
1

n

n
∑

i=1

∫

Rd

K(y)
[

g(x− hiy) − g(x)
]

dy

=
1

n

n
∑

i=1

hq
i

∫

Rd

K(y)

[

g(x− hiy) − g(x) −
∑q−1

j=1
(−1)j

j!
hj

iD
jg(x)(y(j))

hq
i

]

dy. (21)
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Let us set

Ui(x) =

∫

Rd

K(y)

[

g(x− hiy) − g(x) −
∑q−1

j=1
(−1)j

j!
hj

iD
jg(x)(y(j))

hq
i

]

dy and

U∞(x) =
(−1)q

q!

∫

Rd

Dqg(x)(y(q))K(y)dy.

We clearly have

lim
i→∞

Ui(x) = U∞(x) (22)

and therefore, ∀ε > 0, ∃i0 ∈ R such that ∀i ≥ i0, |Ui(x) − U∞(x)| ≤ ε.

• If
∑

i h
q
i = ∞, then

∣

∣

∣

∣

n
∑n

i=1 h
q
i

[

E
(

∂[α]fn(x)
)

− ∂[α]f(x)
]

− U∞(x)

∣

∣

∣

∣

=

∣

∣

∣

∣

∑n
i=1 h

q
iUi(x)

∑n
i=1 h

q
i

− U∞(x)

∣

∣

∣

∣

≤

∑i0−1
i=1 hq

i |Ui(x) − U∞(x)| +
∑n

i=i0
hq

i |Ui(x) − U∞(x)|
∑n

i=1 h
q
i

≤ 2ε.

• If
∑

i h
q
i <∞, we can write

n
∑n

i=1 h
q
i

[

E
(

∂[α]fn(x)
)

− ∂[α]f(x)
]

=

∑n
i=1 h

q
iUi(x)

∑n
i=1 h

q
i

.

In view of (22), for x fixed and for all i ∈ N, the sequence (Ui(x))i is bounded and thus Part
1 of Proposition 4 is completed. Let us now prove Part 2.
Since the bracketed term in (21) is bounded by supx∈Rd ‖Dqg(x)‖ = Mq (see Assumption
(H7)iii)), Part 2 follows. �

3.5 Proof of Proposition 1

• Since |et − 1| ≤ |t| e|t| ∀t ∈ R, and thanks to the boundedness and integrability of K,
we have
∫

[0,1]×Rd

s−ad
∣

∣

∣
esad u

1−ad
K(z) − 1

∣

∣

∣
dsdz ≤

|u|

1 − ad
e

|u|
1−ad

‖K‖∞

∫

[0,1]×Rd

s−ad |K(z)| dsdz <∞

which ensures the existence of ψ. It is straightforward to check that ψ is twice differ-
entiable, with

ψ′(u) =
1

1 − ad

∫

[0,1]×Rd

K(z)esad u
1−ad

K(z)dsdz,

ψ′′(u) =
1

(1 − ad)2

∫

[0,1]×Rd

sad (K(z))2 esad u
1−ad

K(z)dsdz.
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Since ψ′′(u) > 0 ∀u ∈ R, ψ′ is increasing on R, and ψ is strictly convex on R. It follows
that its Cramer transform I is a good rate function on R (see Dembo and Zeitouni
(1998)) and (i) of Proposition 1 is proved.

• Let us now assume that λ(S−) = 0. We then have

lim
u→−∞

ψ′(u) = 0 and lim
u→+∞

ψ′(u) = +∞,

so that the range of ψ′ is ]0,+∞[. Moreover limu→−∞ ψ(u) = −λ(S+)/(1− ad) (which
can be −∞). This implies in particular that I(0) = λ(S+)/(1 − ad). Now, when
t < 0, limu→−∞ (ut− ψ(u)) = +∞, and I(t) = +∞. Since ψ′ is increasing with range
]0,+∞[, when t > 0, supu(ut − ψ(u)) is reached for u0(t) such that ψ′(u0(t)) = t, i.e.
for u0(t) = (ψ′)−1(t); this prove (3). (Note that, since ψ′′(t) > 0, the function t 7→ u0(t)
is differentiable on ]0,+∞[). Now, differentiating (3), we have

I ′(t) = u0(t) + tu′0(t) − ψ′(u0(t))u
′
0(t)

= (ψ′)−1(t) + tu′0(t) − tu′0(t)

= (ψ′)−1(t).

Since (ψ′)−1 is an increasing function on ]0,+∞[, it follows that I is strictly convex on
]0,+∞[ (and differentiable). Thus (ii) is proved.
Now, since λ(S−) = 0, ψ′(0) = 1/(1 − ad) > 0; we have

I ′(t) = 0 ⇔ (ψ′)−1(t) = 0 ⇔ ψ′(0) = t ⇔ t = 1/(1 − ad).

Then I ′ (1/(1 − ad)) = 0, and I (1/(1 − ad)) = 0 is the unique global minimum of I
on ]0,+∞[. This proves (iv) when λ(S−) = 0.

• Assume that λ(S−) > 0. In this case, ψ′ can be rewritten as

ψ′(u) =
1

1 − ad

∫

[0,1]×(Rd∩S+)
K(z)esad u

1−ad
K(z)dsdz

+
1

1 − ad

∫

[0,1]×(Rd∩S−)
K(z)esad u

1−ad
K(z)dsdz

and we have

lim
u→−∞

ψ′(u) = −∞ and lim
u→+∞

ψ′(u) = +∞

so that the range of ψ′ is R in this case. The proof of (iii) and the case λ(S−) > 0
of (iv) follows the same lines as previously, except that, in the present case, (ψ′)−1 is
defined on R, and not only on ]0,+∞[. �
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