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SOLVING THE FULLY COUPLED HEART AND
TORSO PROBLEMS OF ELECTROCARDIOLOGY
WITH A 3D DISCRETE DUALITY FINITE VOLUME
METHOD

YVES COUDIERE, CHARLES PIERRE, AND RODOPLPHE TURPAULT

ABSTRACT. A new 3D finite volume formulation and discretiza-
tion is presented to simulate the electrocardiograms. It allows for
the full coupling relations between the heart and the torso to be
computed. Additionally, realistic ionic models are used, with very
stiff dynamics. Hence, thousands of iterations are needed, each of
which requires to solve a large and sparse linear system. The sys-
tem is proved to be well-posed. Numerical results are presented,
that rely on the choice of a good preconditioning technique.

1. INTRODUCTION

Computer models of the electrical activity in the myocardium are
increasingly popular : the heart’s activity generates an electric field in
the torso, and produces a surface potential map whose measurement
is the well-known electrocardiogram (ECG). It gives a non-invasive
representation of the cardiac electrical function.

The electrical activity on the torso was first demonstrated to be di-
rectly connected to the heart beat more than 100 years ago [33]. the
heart’s behavior was first suggested to be well represented by a time-
dependent electrical dipole. Afterward, more complex models based
on dipole representation have also been used among which the oblique
dipole layer [6]. Currently, the heart’s electrical behavior is modeled by
a system of Partial Differential Equations (PDE) of Reaction-Diffusion
type [17]. Only the recent improvement of computing capabilities al-
lows 3D computations to be achieved on the heart.

Naturally, understanding in depth the formation of the ECG is a
major challenge for scientists, with a great impact on potential clinical
applications. Currently, moving dipoles provide a quite complete view
of the ECG, and is a standard analysis tool for cardiologists. However,
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the current computing capabilities allow for a bi-domain model to be
used in ECG simulations, hopefully providing a deeper insight in ECG
patterns. As a matter of fact, the dipole vision of ECGs can be as-
similated to a top-down modeling approach, while the bi-domain heart
coupled to the torso is more-less a bottom-up approach, that could be
enriched as our microscopic understanding of living tissue improves.

The bi-domain equations model the heart as a continuum, despite
its discrete structure. We refer to [7] for a mathematical derivation of
the bi-domain equations, and to [13, 17| for reviews on the bi-domain
equations. The torso is usually modeled as a passive electrical medium.
Several authors address the problem of computing solutions to the iso-
lated bi-domain equations, see [4] for a recent review. Here, interface
conditions between the heart and the torso must be provided. Al-
though the conditions that we propose to use have been derived in
[18, 19] from an homogenization process, their physiological relevance
is still an open modeling problem; and many authors propose variants
of this conditions [4, 21]. We point out that experimental evidence
show that the electrical activity of the heart cannot be decoupled to its
electrical environment [27]. However it might be an important point
to further investigate, for which numerical simulation may help.

While the bi-domain equation provide a large scale model of the
structure of the heart muscle, it furthermore needs a microscopic de-
scription for cardiac muscular-cells membrane, providing a large vari-
ety of macroscopic models, ranging from 2 to about 30 equations. As
a matter of fact, the electrical activity of the cell can be modeled in
terms of ionic exchanges through the cell membrane and inside the
cells. In the 50’s Hodgkin and Huxley [16] introduced a first such
model. Due to the sophistication of experimental techniques, there are
currently several ones, see [17] for reviews. Models of Luo-Rudy’s type
(23, 25, 24, 11, 30, 31] are the most up-to-date concerning the behavior
of the cardiac cell membrane. They are basically systems of ordinary
differential equations, with at most 27 unknowns and very stiff dynam-
ics. Simplified phenomenological models [12, 28] are usually used for
3D computations, assuming that the complex physiological ones are
computationally to expensive. Several Luo-Rudy’s like models were
used to study their practical impact on the computation.

In this paper, we propose a first approach to compute some ECGs
using the bi-domain equations together with a realistic ionic model
and the coupling relations from [19]. In particular, the continuity of
the current fluxes through the membrane cannot be simply achieved
with the previous techniques [5, 20, 22]. This is why a finite volume
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F1GURE 1. Heart and torso geometry

technique is used (see also [32]), that ensures the correct continuity
relations. This is our main results for this problem.

Additionally, the numerical result depends on the construction of a
new 3D finite volume technique that correctly accounts for anisotropy
in the heart. It belongs to the family of Discrete Duality Finite Volume
schemes (DDFV, [15, 9, 1]) and is basically a 3D extension of these
techniques. We point out that the discrete problem is proved to be
well-posed.

The problem involves solving accurately a large and ill-conditioned
sparse linear problem at each time-step (meaning thousands of times),
and preconditioning techniques are also investigated.

The paper is presented as follows. Section 2 recalls the principles of
ECG computation using realistic ionic models, the bidomain model in
the heart embedded in the torso. An insight to the meaning of finite
volume methods is also presented. Section 3 introduces the meshes
and many geometrical notations. Section 4 describes in details the
finite volume method and its application to the bidomain problem. In
section 4 and 5, the discrete problem is discussed (time-stepping for the
ionic model and iterative method for the linear system), and computed
ECGs are presented.

2. PRINCIPLES OF THE COMPUTATION OF ECGS

The geometry and notations are described in figure 1: the heart and
torso domain is an open and connected subset of R? (d = 2, 3) denoted
by €2; the heart itself is an open subset of €2 denoted by H, while the
torso is an open subset of Q denoted by T, both such that Q = HUT.
The boundary of €2 is denoted by I' and the heart-torso interface is
denoted by ¥ = HNT. The unit normal to ¥ from H to T is ny;, and
I is splitted into I' and I'2.
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u transmembrane potential [mV]
Ue extracellular potential [mV]
ur extracardiac potential [mV]
C,, | membrane capacitance [WF.cm™]
A,, | membrane aspect ratio [em™1]
Gier | conductivities [mS.cm™]
I,,, |ionic current [LA]
Iy stimulation current (A

t time variable [s]

x space variable [em)

TABLE 1. Nomenclature

2.1. The bidomain model. The bidomain model represents the heart
tissue at a macroscopic scale as the superimposition of two media, the
intra- and extracellular media, which are actually distinct at the mi-
croscopic scale and separated by the active cell membrane. An intra-
and an extracellular electrical potential, namely u; and u, are there-
fore defined in that framework on the whole heart domain H; their
difference, the transmembrane potential u = u; — u. (defined at the mi-
croscopic level on the active cell membrane) is here also defined on the
whole heart volume H. Additionally, the cell membrane has a capaci-
tive behavior, and after homogenization, the current balance writes, in

H:
(1) AnCr (0w + Ligy) = — div(G.Vu,),

where A,, is the cell membrane surface to volume ratio, C,, is the ca-
pacitance per unit area, I;,, is the current induced by some biochemical
ionic processes described below, and G, is the conductivity of the ex-
tracellular medium.

The quasistatic electrical equilibrium is written for ur, ue, u; :

(2) div ((G; + G¢)Vu,) = —div (G;Vu) in H,
(3) div(GrVur) =0 inT.
And then, the unknowns are the three functions
u: (t,z) €[0,4+00) X H — u(t,z) € R,

ue : (t,z) € [0,400) X H — u.(t,z) € R,
up: (t,x) € [0,400) x T +— up(t,z) € R,
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and the conductivities Gy, G, Gr are supposed to be matrix valued
smooth functions respectively on H, H and T, and for all £ € R,

(4) Vo€ H, G (v)€-£>alél?, andVz €T, Gr(z)€- € > alé)?,

for a given a > 0.
Isolated heart. In the isolated case, T = () and the only unknowns
are v and u.. The model is ruled by the boundary conditions

(5) GZVue Ny, = —GZVU ‘' Ny,
(6) GeVue Ny = 0.

Equation (5) rewrites G;Vu; - ny = 0 (from v = u; — u.), meaning
that no current flows out of the intracellular medium, and similarly (6)
means that no current flows out of the extracellular medium.

Heart coupled to the torso. In order to compute some ECGs, the
torso must be considered non-empty. The natural boundary conditions
on the torso are

(7) GrVur -np =0 (z€T?) wup=0 (xell).

Some conditions have to be set on the interface . We choose to write
(8) GVu, -ng =—-G;Vu-ng,

9) G.Vu, -nyg = GrVur -ng,

(10) Ue = UT.

Like above, the condition (8) reads G;Vu; - ny = 0, meaning that no
current flows out of the heart from the intracellular medium, as it as
been shown by physiological data at the cellular scale, [27]. Now (9)
and (10) just express that the interaction between the heart and the
torso is achieved via the extracellular domain.

Though these coupling interface condition have effectively been de-
rived at a macroscopic scale [19], they remain relatively unused in the
literature of ECGs computation, except in the works of Lines [22, 20],
because they lead to technical and theoretical difficulties that we point
out below. Also, these conditions deserve further investigations on a
modeling point of view, [4].

Initial data. An initial data is provided on u only, since u, is ruled by
equation(2):

(11) Ve e H, u(0,z)=uy(z).

A tentative variational formulation. It is a difficult task to solve
the problem introduced in the previous subsection. In particular there
has been no proof of the existence of solutions of the stationary prob-
lem : given the transmembrane potential v : H — R, findu, : H — R
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and ur : T — R, that satisfy (2), (3) and (8), (9), (10), and also (7).
Nevertheless one can see that a simple variational technique fails to
solve that problem.

Given u, an easy computation shows that any solution u., ur of equa-
tions (2), (3) with the interface conditions (8)-(10) and the boundary
conditions (7) defines a function on 2,

u, ifrxeH
12 =
(12) v() {uT ifexeT

verifying the weak problem

(13) Vi € HY(Q), LGvuvwz—me@vwm

where

(14) G(:v):{GH_Ge if r € H,

GT ifxzeT.

The problem is that, conversely, any regular solution v of the weak
problem (13) verifies (10) and (7), but not conditions (8) and (9).
Instead, it verifies the interface condition

(15) (GZ + Ge)Vue Ny = GTVUT ‘Ngy.

With such a condition, the problem of finding wu., ur given u reduces
to solving the variational equation (13), well suited to a finite element
method.

Obtaining the solution with the interface conditions (8)-(10) within
the finite element framework requires more work. Anyway, it has been
computed ECGs with these interface conditions, [8, 5.

2.2. The finite Volume Approach. On the other hand, the finite
volumes method consists in replacing the differential form of the equa-
tion by integral formulations on some control volumes (practically, the
mesh cells). The three cases of control volumes inside the heart H,
inside the torso 7', and overlapping the interface ¥ will be considered.

Assume that V' C Q is an arbitrary open subset of Q with smooth
boundary. A solution (u, e, ur) of (1)-(7) verifies, for all V- C H (with
ny the unit normal outward of V)

(16) ( /u+/‘m)=—/'QV%wm

(17) / (Gi + G.)Vu, -ny = —/ G;Vu-ny,
oV v
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and for all V C T,
(18) / GTVUT Ny — O,
oV

and at last for all V such that VN H # @ and VNT # @ (and the
measure of ¥ N9V = 0),

(19> / (Gi+Ge)vue'nV+ GrVur-ny = — G;Vu-ny.
HNoV TNoV HNoV

The interface conditions are taken into account in (19). Now, taken

it into account also in (17), equations (17)-(19) can be rewritten in
terms of v and G (defined in (12) and (14)):

(20) YV C Q, / GV’U-nv+/ G.Vu. ny = —/ G;Vu-ny.
Pi% SNV HNOV

Conversely, any solution of (16) and (20) shall verify

e the three PDE (1), (2), (3) — just choose V = B(z,¢) forx € H
or x € T with ¢ — 0;

e the interface condition (8) — choose V= H N B(z,¢) for x € ¥
and ¢ — 0, and use the equations (2), (3);

e the interface condition (9) — choose V' = B(x,¢) for x € ¥
and € — 0, and use the equations (2), (3) and the first interface
condition.

Given a finite volume mesh, the problem is discretized in space using
the integral equations (17) and (20), and resume to: find vector-valued
functions!

w:t€0,+00)— u(t) € RN,
v:te[0,+00)— v(t) € RY,
such that for all ¢ > 0,
(21) A Cr (W(t) + Lipn) = —Acv(t),
(22) Av(t) = —Au(t),
together with a discrete initial data on wu,
u(0) = u® € RV#.

The matrices A., A and B are obtained from the integral form (16)
and (20), and the boundary conditions (7).
As a matter of fact, this procedure splits the discrete problem into

e a space problem with unknowns w.,ur and data u, given by
equation (22)

Ny and N are, respectively, the number of unknowns in H and Q = H UT.
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e an evolution problem, given by equation (21).

2.3. Tonic current. The ionic current [, which appears in (1) rep-
resents the current generated by the movement of ions through the cell
membrane. The membrane itself is not permeable to ions therefore
their migration inside or outside the cell is due to several processes.
Proteins inside the membrane allow specific ions to pass. These
channels are numerous and characteristic of the cell-type. The ionic
current of an ion X through the channel p is given by Ohm’s law:

(23) iX,p == gX,p(u — Ex)

where Ex is the equilibrium potential given by Nernst’s law:
RT . /[X].

24 Ex = 2 ( )

and gx, is the conductivity. Channels may involve complex behavior
and only allow a given ion to pass under particular conditions. The
conductivity may therefore be written: gx, = gx,f(u, [X],...), where
Jx,p is the maximum conductivity and f a function that ranges from 0
(closed) to 1 (open). As an example, the fast-Na+ current is:

(25) Z-Na = gNa(u - ENa)-

The conductivity can be expressed with an Hodgkin-Huxley [16] formal-
ism as gne = gnam>hj where m, h and j are activation or inactivation
gates ruled by ordinary differential equations (ODE) e.g.:

(26) dth == Oéh(l — h) — ﬁhh

ay and (3, are physiological parameters which may depend of various
variables (u, concentrations, ¢,...). As a result the value of I;,,, which
is the sum of all ionic currents through the membrane, depends on
the resolution of several non-trivial ODE. Depending of the model, the
number of these equations varies from 3 to a few dozen.

Complex models also involve pumps, exchangers and buffers in order
to have a more realistic behavior, for example in the determination of
the intracellular calcium concentration which is directly responsible of
the muscular contraction.

At last, the ionic current appears as a function

Iz'cm - ]z'on(t>u> [X]27 [X]mW)u

where [X];. are the intra- and extracellular concentrations of ions X
(Na, K, Ca) and w is a vector collecting the gate variables.
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Initial data. Initial data are provided for the concentration [X]; . and
the gate variables w.

For more information it is recommended to refer to the huge litera-
ture on the subject. Specifically, the reader is referred to [2], [23], [25],
24], [34], [30], [11] and [31] that describe the models implemented in
our code.

3. MESHES AND THE APPROXIMATE FUNCTION SPACE

Remark 3.1. The method is described on meshes which cells are trian-
gles (2D) or tetraedra (3D), that are currently used on complex 2D/3D
geometries. But hanging nodes are allowed, meaning that locally refined
meshes and domain decomposition meshes are allowed.

The 3D finite volume method requires to approximate the fluxes
GVu-n of a piecewise constant function, which is still a challenge. Ba-
sically, an affine function is reconstructed from the piecewise constant
one. The high complexity of 3D unstructured meshes requires complex
notations. Therefore, the terminology from computational geometry
(see [3]) is employed, and in particular, the notions of [-simplexes and
[-faces of a simplex. We recall that [-simplexes are convex hulls of [+ 1
independent vertexes, so that they are nodes, edges, triangles (and
tetraedra if d = 3), respectively for [ =0, 1,2 (and 3 if d = 3).

Hereafter, | X | denotes the [-dimensional measure of the I-dimensional
polytope X.

3.1. Meshes. Consider a polyhedral bounded connected open subset
Q of R? (d = 2,3), and let I" denote its boundary Q. A mesh M is a
collection of [-simplexes (0 <[ < d) such that

(1) any face of a simplex in M is also a simplex in M, and any
[-simplex in M (I < d) is a face of a simplex in M,

(2) UKEMK = Q?

(3) two simplexes K and L in M either do not intersect, or their
intersection 0 = K N L is a I-simplex (0 < | < d) in M (ie
that is a [-face of K or L). In this case, K and L are said
to be adjacent. The (d — 1)-faces that are intersections of two
adjacent cells are called interfaces.

Conditions (1) and (2) ensure that ) is exactly the reunion of the d-
simplexes (triangles/tetraedra) in M, and that M is the collection of
these d-simplexes and of exactly all their (-faces (0 < [ < d, meaning,
nodes, edges, facets). Condition (3) is usually replaced by

(3”) two simplexes in M either do not intersect, or their intersection
is a [-simplex (0 < < d) that is their common [-face,
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meaning that there is no hanging node in the mesh. A [-simplex (0 <
[ < d) intersection of two d-simplexes, 0 = K N L € M, is necessarily
a [-face of K or L from condition (1); but not necessarily of both K
and L as in (3’). This is how hanging nodes are allowed.

Suppose for instance that ¢ = K N L is a [-face of L, but not of K.
Then there must exists Ly, ... L, € M d-simplexes such that the [-face
of K that contains o is exactly UY_; K N L;: several L; are needed to
cover one [-face of K. Note that this [-face of K belongs to M although
not needed (it is not an interface, as defined above).

Non-admissible situation Non-conformal edges

FIGURE 2. Meshes

The O-faces in M are called vertexes and gathered into the set V,
the d-simplexes in M are called cells and gathered into the set 7', the
(d — 1)-faces in M are called facets; and facets that are intersections
of two adjacent cells (ie interfaces) are gathered into the set S,. The
facets 0 C I' are gathered into 0§, and we set S = S, UdS. Obviously,
0S8 NS, = (). The notations Nz, Ny, are used for the number of cells
and of vertexes in M. The following additional notations are required:

(1) for any K € T, xk is the center of gravity of K, and for any
o €S8, z, is the center of gravity of o,

(2) for any K € 7, 0K denotes the subset of S such that 0K =
Usko, and then 0K ={oc € S, 0 C0K},

(3) for any A € V, S4 denotes the subset of S of the faces for which
Ais avertex, Sy ={0 €S, Aeo},

(4) for any o € S, V, denotes the subset of V of the vertexes of o,
Vo={AeV, Aco}.

3.2. V-cells and D-cells. Summations over stencils of cells and sten-
cils of faces are needed to formulate our scheme. New cells are associ-
ated to theses stencils (see figure 3:

(1) D-cells (for Diamond-cells) around the faces are constructed for
og€eS,
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(2) V-cells (for Vertex-cells) around the vertexes A € V are con-
structed using S4.

Hereafter, the notation conv(-) shall refer to the convex hull of a set of
points in RY.

(b) Interior V-cell D(A) in 2D (c) Interior part D,(A) of a V-cell in
3D

FIGURE 3. D-cells and V-cells

The D-cells. They are defined by
Vo=KNLeS,, D(o)=conv(cU{zk})Uconv(cU {zL}),

Vo=KNI' €dS, D(o)=conv(ocU{zg}).

We shall also use the notation Dk (o) = conv(o U {zk}).

The V-cells. They are defined in two steps. First, for any A € V and

o € Sy, define Dy(0) = conv({A, 2k, x,}) Uconv({A4, zp, x,}) if d =2

and o = KNL €S, Da(o) = conv({A,zk,2,}) if d =2 and 0 =

KNI € 6S8; and Dy(o) = conv({A, C, zk, x, })Uconv({A, C,xp, x, })U
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conv({A, B,xk,x,}) Uconv({A, Bz, 2,}) ifd=3and o = KN L =
ABC € S,, Da(o) = conv({A,C,zk,x,}) Uconv({A, B,rk,x,}) if
d=3and 0 = KNI'= ABC € 6S. Then the V-cells are defined by

VA c V, D(A) = UUGSADA(O').

Note that the interiors of two different D-cells do not intersect, while
Q= UsD(0), so that |Q] = Y ¢ |D(0)|.

The V-cells verify a similar property if d = 2 (it is easy to check),
but not if d = 3. But the D4(o) are not overlapping each other, and

we have
DDA =) > [Dalo)l;
A€V oES A€V,
and then ) .\, |Da(c)| = (d —1)|D(0)|, because of the definitions of

the D4 (o) so that

D ID(A)] = (d D).

Aey

3.3. Additional requirement for the heart-torso problem. The
mesh has to be compatible with the geometry: we suppose that there
exists two subsets My and My of M such that

XeEMye XCH, XeMpesXcT,

and then, My and My are just two distinct finite volume meshes.
Additionally, the notations

e Ty and 77 refer to the cells K € H and K C T;

e V., Vr, Vs, Vi, Vs, refer to the nodes Ain H, T, 3, T't and I'?;
e Sy, Sy and Sy, refer to the interfaces ¢ in H, T and ¥;

e 4S; and 0S8, refer to the facets o on I'' and I'%.

Note that (7, Tr) is a partition of 7, (Vg, Vr, Vs, V1, V) is a partition
of V, (S, Sr, Sx) is a partition of S, and (687, 0S,) is a partition of 4S.
The approximations of v and v will naturally be defined respectively
on the two meshes My (of H) and M (of ) .

Concerning the D-cells and V-cells, except for 0 € Ss; or A € Vy;, a
D-cell/V-cell is a subset of either H or T.

Now, if 0 € Sy, then 0 = KN L with K € Ty and L € 7r for
instance. There are two useful notions of D-cell: the one in Mg and
the one in M. The former is naturally Dg (o) while the latter is D(o)
(and we have D(0) = Dg (o) U D (0)).

And if A € Vs, there are two useful notions of D-cell: the one in
My and the one in M. The former is D(A) N H, denoted by Dg(A)
and the latter is D(A).
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4. Ture 3D CELL & VERTEX FINITE VOLUME METHOD

4.1. The principle of the Method. It consists in approximating the
integral equations (16) and (20) on some control volumes V.

A standard finite volume method would use the K € 7y as control
volumes for (16) (evolution equation of u) and the K € 7 as control
volumes for (20) (quasi-static equation for v). Hence, the unknown
would be the (ug)ker, and the (vg)ger solving

(27) A Cr (Wi (8) + Tin) = = > Fey (K € Ty),
geOK
(28) - Fre= Y Fi, (KeT)
cedK oK

where FJ;_ estimates the flux G.Vu, - ng out of K through o; Fk,
estimates the flux (G; + G.)Vu, - ng out of K through o if 0 € Sy,
the flux G.Vu, -ng if 0 € Sy, and the flux GrVur -ng if 0 € S UIS;
and F._ estimates the flux G;Vu - ng out of K through o if o € Sy
and Fj. = 0 otherwise (see eq. (20)).

Among many available techniques to compute the discrete fluxes,
we choose the one that consists in adding unknowns (u4) aey,up, and
(va) aey and using both the cells and nodes values to construct an ap-
proximate value of Vu or Vv on each side of 0. Following the approach
in [14, 15, 9, 1] the new unknowns are assumed to be mean values on
the V-cells (also called dual cells) and to solve the integral equations
(16) and (20) on the V-cells:

(29)  AnChn (Wy(t) + Lion) == > _ Fi, (A€ VyUW),
g€SH
(30) =Y Fas= Y Fi, (AeV\W),
o€SA o€S

and like above, F'§_ estimates the flux G.Vu,-n,4 out of D(A) through
D(o)NOD(A); Fa, estimates the flux (G; 4+ Ge)Vu,-ny or GrVur-ny
or a combination of both, depending on A being in Vg, Vr UV, or Vs;
and F_ estimates the flux G;Vu-ny if 0 € Sy and Fi-, = 0 otherwise
(see eq. (20)).

The values vy for A € V; are set according to the Dirichlet boundary
condition

(31) VA € Vl, vq = 0.

4.2. The Semi-Discrete Problem. As a consequence, we define

e the unknown u = (ug,uy) for K € Ty and V € Vy U Vg
defining the space F'V (H) of dimension N% + N} + N¥,
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e the unknown v = (vg,va) for K € 7 and A € V, assuming
that vy = 0 if A € V), defining the space F'V () of dimension
NT + NV — N},
where N7, N, NX, N7, NV NY are respectively the number of ele-
ments in 7y, Vg, Vs, 7,V and V.

In the next section, we shall explain how to construct (linearly) some
piecewise constant gradients px,(u) and pg,(v) on each Dk (o), re-
spectively for K € Ty and 0 € K and for K € 7 and 0 € K.

The conductivities are approximated by G, = G;(2,), Geo = Ge(Ts)
and GTO’ = GT(JIU).

As a consequence, using the G;,, G.,, G, and the pg, provides
exactly a two square systems of N + N} + N¥ and N7 + NV — NY
linear equations; Respectively

Ay Cr (W' (t) + Lipn) = —Acv(t) in FV(H),
Av(t) = —A;u(t) in FV(Q).

4.3. Estimates of the gradient. In this section, we consider the gen-
eral case of a conductivity matrix G(x) defined on € and a piecewise
constant function u = (ug,u,) defined on a mesh M of 2, and show
how its gradient is calculated. It would apply both to u € FV(H) on
My and to v € FV(§2) on M.

There are enough data in each Dy (o), namely uy and uy for all A €
V5, to construct a consistent approximation of Vu. But since we also
want to ensure a continuity condition on o, auxiliary unknowns u, for
the 0 € § are added and tuned in order to ensure the needed continuity
conditions. Now, remark that conv(zg,z,,A) (A € V,) in 2D and
conv(zg, s, A, B) (A,B € V,, A # B) in 3D is a triangulation (2D)
or a tetraedrisation (3D) of Dg(c), see figure 3. As a consequence, a
simple P1-Lagrange procedure provides a function u* that interpolates
u at rx, z, and the z4 (A € V,). The gradient pg,(u) is the mean
gradient of u* on Dg(o),

1 1
(32) Pxo(u) = Vu* = un,
[Dk(0)] Jpseo) [Dk(0)] Jopse(o)
where n is the unit exterior normal to Dk (o), and u* is piecewise linear
on the facets of D (o) and given by its nodes values ug, u, and ua

(AeV,).

Proposition 4.1 (Expression of the gradient). The equations (32)
uniquely define some gradients pg,(u), given by

(33) dpico(W)| Dic(a)| = (g — ur)Nico = ) uaNJ,
A€V,
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for K € T and o € §K; Where in any case

(34) NK(,:/nK, Nji,:/ N,
o D (0)NOD(A)

except if o € 0S, where

d—1
(35) NE = / sy — ——Nic.
Dk (0)NOD(A)

Proof. We need now to introduce some notations to describe the bound-
ary of Dk (o). Let V, = {A1,...As} be the vertexes of ¢ oriented
directly with respect to the direction ng, unit normal to ¢ outward
of K; For i = 1...d, let n;x denote the unit normal to the facet

(a) 2D case (b) 3D case

FIGURE 4. normals to D(0)

Fyi = conv({z,zj, j # i}) of Dg(0)? pointing outward of Dg (o)
(figure 4); let F}, = conv({z,,x;, j # i}) be the other facets of Dy (0);

and additionally,
Nig = / n;g.
Fi;

Now, remark that the unit normal to Fj, outward of D (o) is just ng,,
and we can define

1
Ni :/ n,; = _NK07
p T

because z,, is the center of gravity of o. Of course, we have 0D g (o) =
UleF i U Fi,. The function u* being linear on each of the facets Flg;,

2that means the facet opposite to A; and its outward unit normal.
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F;,, we find that

(36) Pro(u )‘DK(U”

Z uK+Zﬂ#z“AJ . +UU+ZJ#MA7N)

iK d

=1

d
TS SRS S ST SR

1=1 VED

But we have
d

d
(37) ZNiU :NKoa NKU+ZNiK:O7

i=1 =1
because [, mn = 0. Now we have [, n = 0 also for V= D(A) N
Dg(0); And then if 0 € S,,

(38) Ni, = / ny, =—» (N + Njo),
D(0)ndD(A;) o

because o ¢ 0D(A;). At last, if o € S, then we have

(39) / D(0)NdD(A Z

J#i

because o C 0D(4;).
Using (37), (38) and (39) (note that Y., Njo = %1 Nk,) in (36)
ends the proof. O

Proposition 4.2 (Conservativity, continuous case). Suppose that G

is continuous and u, is ruled by the conservativity relation (for o =
KnNnLes,)

G(x(r>pKo(u) : NKO’ + G(x(r>pLU(u) : NLO’ =0.
Then we have Pge = Pro = Po, given by

(4()) dpa|D( )‘ = (UL - UK NKo Z UaN Ao,
A€V,

with Ny, = Nﬁ(o + Njo.

Proof. Due to the conservativity relation, pg, and pr, are the same
in the direction G(z,)ng,. Since pry - (T4 —Tp) = Pro - (Ta — ) =
us —up for any A, B € V,, we have px, = Pro (= Ps). Equation (40)
is then an easy consequence of (33). O
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Proposition 4.3 (Conservativity, discontinuous case). Suppose that
the interface 0 = K N L € S, is a discontinuity surface for G, and it
holds the limits Gk, = limg_ G(z, + tnk,) and G, = limgy G(z, +
ing,). Then the value of u, is uniquely determined by

(NKO'GKO'NKO' NLO'GLO'NLO')
"\ [Dk(o)] [Dp(o)|
S NKUGKUNKU+U NLO'GLO'NLO'
D@ T Do)
NAO-GKO'NKO' N,%UGLUNLU)
+ UA< .
2 | D (0)] |Dr(0)]

Proof. It is an easy consequence of the conservativity relation

(41) GroPro(W) - Nio + GroPro(u) - N, = 0.
O

4.4. Boundary Conditions. The auxiliary unknowns u, for o € 6S
are computed in order to account for the boundary conditions. Suppose
that 48 is splitted into dS* and §S? collecting the facets concerned re-
spectively by the Dirichlet and the Neumann homogeneous conditions.
Then we simply set

(42) Vo € 68", u, = 0;
and
(43) Yo € §S2, G(z,)Pro(u) - ng, =0,
so that
NEO-GKUNKO'
Uy = UK + [ ’
K Ig;a NKO'GKUNKO'
N¥ GroNg
dl D .= Ao T RoT RO A ,— NE .
‘ K(U)‘pK 14; a (NKO'GKO'NKU K AU)

4.5. Properties of the Discrete Gradient.

Proposition 4.4 (Solutions of px, = 0). Given u € FV(Q) defined
on a mesh M of Q, and some values (uy)qyes, we have

(44) pro =0, VK € T, Vo € K < Ja,b € R,
u, =ug =a (K eT,0€dK), us=>b(AeV).
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Proof. For K € T and o € 0K, the family (N% )¢y, has d vectors in
R? such that

d d
D Nia =22 (Nicg+ Nig) = (d=1) }_ (Nij + Nio)
7=1

A€V, =1 j#i
=(d— 1)/ n = 0.
0Dk (o)

Hence, the rank of (N )acy, is d — 1, and additionally (for o € S,)

Y uaN§, =0 & FER, us=0b(VAE,).

A€V,
As a matter of fact, vect(N4,; A € V,) is exactly (x,—z)*, the hyper-
plane perpendicular to z, — xx (this is easy to check). Consequently,
we have R? = Ny, @ vect(Nay; A € V,); otherwise, Ni, € (25 — )T,
meaning that (z, — k) is parallel to o, which is impossible. As a result

Pko =0 ux =u,, IbER, ug =0 (VA €V,).

The global result holds because, for any distinct K; and Ky in 7,
we can find a finite sequence of (K, 0;)i=1.p (0; € 0K;) such that
lur, —uk,| <>, |uk, —uos,|, see [10]; and similarly, for any A; # A, in
V, we can find a finite sequence (0, 4;, Bj);j-1..q (4;, Bj € Vs;) such
that ua, —ua, =) (ua;, — ug;). O
Remark 4.1. If an homogeneous Neumann boundary condition is set
on I' = 09, then the solution of pxs = 0 is given by two constant
functions, ug = u, = a and uy = b; while, if a Dirichlet boundary
condition is set on a subset of I', then there exists at least one edge
o € 08! (the Dirichlet boundary) and then one vertex A € V, C V!
such that us = u, = 0; and then the solution is ux = u, = uy = 0.

Now, given u € FV(Q), and G having left and right limit values
Gks and G, on each o € S, we can define some fluxes for K € 7 and
o €dK,and A€ V,3,

Fros = Gropro(1) - Nio,

Fo - GKO’pKO’( ) N,{l{a‘i‘GLochr( )'Njo ifo=KnNLEeS,,
A GKUpKU( ) (NAO— + NKO’) lf o c 687

(¥ e T o

0cESK oc€S ) KeT,Aev\V!

3the u, are given by the conservativity relation (41)
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are discretizations of [, div(GVu) on the cells K and [ pay iv(GVu)
on the the V-cells D(A).

Theorem 4.1 (Discrete Green Formula). Given u,v € FV(Q), we
have

— > vk (Z FK[,> — ) wa (Z FAo)

KeT oEOK Aey geSy
=d Z (GroPro(1) - Pro(V) + GroPro (1) - Pre(V))

0’68*

+d Z GKUpKO’(u) : pKO’(V) —d Z VKU(V)GKJPKU(U) - Nko,
o€edS o€edS

where the trace yx,(v) on o € 6S (such that o € §K ) is given by

(46) o) = % ( Td-nY %“) .

A€V,

Proof. The proof proceeds in three steps : rewriting the sums into sums
on the edges o € S, splitting into the interior (o € S,) and a boundary
(o € 08) parts, and finally identifying the px,(v), pro(Vv) in the result:

- (Z FK0> — ) wa (Z FAa)

KeT gEIK Aey ceSa
= - Z (GroPro() - Vg Nio + Gropro(u) - v Ny )
oS,
- Z Z (GKUPKU(U) AN A, + GroPro(u) 'UANjg)
0ES, AEV,
- Z GroPro(u) - Vg Nio
oS
o d—1
- Z Z GKochr(U—> * VA NAO’ + TNKO—
088 A€V,
= Y (dIDk(0)|GkoPro(1) - Pro(V)
7es +d|D1(0)|GroPLs (1) - Pro(V))
+ Z d|D(0)|GroPro(0) - Pro(V)
oedS

d—1
— . N N .
Z GKapKo(u) (UO' Ko + Z () d KU)

oS A€V,
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U

Theorem 4.2 (Corollary). Now if we set an homogeneous Dirichlet -
Neumann boundary condition us = 0, uy = 0 for o € §S* and A € V,;
and GgsPro(1) - Ny = 0 for o € §8?, then the bilinear operator

Quu,v) ==Y vk (Z FK0> — ) wa (Z FAC,>

KeT ocedK Aey o€SA

is Symmetric and Positive-Definite on the space FV () of functions
v = (vk,va) such that v, =0, va =0 for o € §S* and A € V,.

Proof. In this case, either GgoPxo(0) Ng, = 0if 0 € 8%, or Yo (V) =
0 if 0 € 68?, so that

QM (11, V) =d Z (GKopKa(u) ) pKU(V) + GLapLa(u) : pLa(V))

0’68*

+d Z GkoPro(U) - Pro(V)

oc€IS

is Symmetric and Positive. At last, if Q(u,u) = 0, then pg,(u) = 0
for all K € 7 and o € §K, so that u = 0, due to proposition 4.4 and
remark 4.1. 0

4.6. Expression of the Fluxes for the Bidomain Problem. The
fluxes F® are defined inside H only: if c = K N L € Sy, then (for any
AeV,)

(47) F]e(o = _FLeU = Geopa(v> ’ NKU?
(48) FZU = Geapa(v) : NAO’;

ifc=KNLESs and K € Ty, then (for any A € V,)

(49> F]e(g - GeapKU(V) : NKO’?

d—1
(50) ina = GGUPKU(V) ’ (Nfl{a + TNKU)
(see (35)).

The fluxes F' are defined inside Q: if o = KN L € Sy, then (for any
AeV,)

(51) Fro = —Fro = (Gig + Geo)Po (V) * Nko,
(52) Frs = (Giy + Geo)Po (V) - Nag;
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ifo=KNLeSsand K € Ty, L € Ty, then (for any A € V,)
(5?)) FKU = _FLU = GBUPKU(V) ’ NKO’ = _GTUPLU(V) ’ NLO’?

(54) Fiay = GeoPro(V) - Ny + GroPro(v) - Niy;
if o = KN L€ Sy, then (for any A € V,)

(55) Froe = —FLys = GroPo(V) - Niko,

(56) Fas = GroPs(V) - Nao;

if o =08 and 0 € K (K € 7Tr), then (for any A € V,)

(57) Froe = GroPro(V) - Nko,

(58) Fiay = GroPro(V) - (NAU + %NKU) )

And at last, the fluxes F* are defined inside Q: if o = K N L € Sy,
then (for any A € V,)

(59) Fi, = —F}, = Giyp,(u) - Nio,

(60) Fiy = GioPo(u) - Nao;
ifo=KNLeS8sand K € Ty, L € Tz, then (for any A € V,)
(61) Fio=~F1, =0,

(62) Fi, = GigPro(u) - Ni;

if o € Sp U S, then (for any A € V,)

(63) Fyo=~F1, =0,

(64) Fi =0.

5. RESOLUTION OF THE BIDOMAIN EQUATIONS

5.1. Well-posedness of the discrete space problem. Two spaces
FV(H) and FV(Q) accounting for the boundary conditions (7) are
given; and the fluxes F®, F' and F" defined by (47)-(64) provide three

bilinear operators,

@e<v,u'>=—zu;<<zma)— 5 u;(zm)

KeTy oEOK AeVyUVs g€SH
/ / !/
Q(V7V):_§ UK<§ FK0>_§ UA<§ FAU)
KeT c€dK Aey o€SA
Qi(u,v') = = ) v ( > Fi@) - ( > Fﬁm) 7
KeT gEIK Aey geS
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defined respectively on FV(Q) x FV(H), FV(Q) x FV(Q), FV(H) x
FV(§). By convention, u,u’ € FV(H) and v,v' € FV(Q).

Note that ug, uy are average values, and the correct finite volume
formulation is based on the averages of (16) and (20), so that the
equations must be divided by |K| and |D(A)| appropriately. Hence,
consider the diagonal matrices

By = diag (|K|,|H N D(A)DKETH,AEVHUVz ’
B = diag (|K|, |D<A)’)KET,AEV\V1 g

and A,, A, A, the matrices of Q,, Q, Q;. Then the finite volume
method writes

(65) Ay Cry (W' (t) + Lipn) = —Acv(t),
(66) Av(t) = —A;u(t),
with

A.=Bi'A.,, A=DB'A, A, =B'A,.
Focusing on the quasi-static problem of finding the extracellular and
extracardiac potential fields v = (u, ur) for a given membrane poten-
tial field u, the following theorem is proved.

Theorem 5.1. Given u € FV(H), the quasi-static problem (66) or
equivalently

Av =—Au, veFV(Q)
has a unique solution (in fact the latter version is symmetric and
positive-definite).

Proof. The matrix A is the matrix of Q(v,Vv'), defined like in section
4.5 for vand v/ in FV(Q) and Gg, = Gip+Gep if K € Ty and 0 € 0K
and 0 ¢ Sy; Gy = G if K € Ty and 0 € 6K N Sy; and G, = Gy
if K €eTrand o € 0K.

Since pg, (V) verifies the homogeneous Neumann boundary condition
on 68% and FV(2) account for the homogeneous Dirichlet boundary
condition on dS!, the theorem 4.2 applies immediately. OJ

5.2. Practical Implementation. An explicit time-stepping method
is used to solve (65), (66) with a time-step At > 0:

n+l _ n
(67) AmCm (% + Iz?m) = _Aevn (n Z 0)7
(68) AVt = —Au" (n>0),

where u’ = (u%, u%) and we choose

VK € Ty, u% = u’(vg), YA€ VyUVs, v =u’(z4).
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FIGURE 5. SRCM renumbering

At time t" = nAt (n > 0), we successively

e solve the linear system (68) in order to find v";
e do all the computations concerning the ionic current I ;

won)
e update the transmembrane potential, ie compute u™*!.

The last point is straightforward, once the first two ones are correctly
achieved.

Linear system. Its size is N7 + Ny — N} (the number of volumes and
points — except the Dirichlet ones); and it has to be solved for each
time step. The numerical method to handle it has to be wisely chosen.
Two methods seem particularly appropriate:

(1) A bi-conjugate gradient algorithm, due to lack of symmetry in
(68). In that case, the BICGStab improvement is used.

(2) A GMRes algorithm is also possible after symmetrizing (68).
This symmetrization does only depend on the measures of our
volumes and can simply be viewed as a preconditioner.

Moreover the anisotropies, mesh structures as well as the size of the
problem cause the system to be very ill-conditioned most of the times.
Hence a good choice of preconditioner can drastically improve the con-
vergence.

First of all, the numbering in unstructured meshes is often terrible as
neighbor elements may have very different numbers. Hence, the sparse
matrix A may have a distorted profile (see figure 5 left). To cope
with this, a first preconditioning matrix is constructed by renumbering
with a symmetric reverse Cuthill-McKee (SRCM) algorithm (see figure
5 right). Once the cells and vertexes are reordered correctly, a simple
incomplete LU algorithm makes a very good preconditioner. Therefore,
our choice of preconditioning is to stack the SRCM and ILU(p) matrices
-and the symmetrizer before GMRes-. Most of the times setting p to
0 or 1 is the most efficient choice since higher p require much more
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operations and seldom reduce enough the number of iterations to be
competitive.

Of course, the preconditioner has only to be built once for all. Thus
the resulting method proves to be quite efficient in our purpose.
Ionic model. The computation of ionic current involves the treatment
of gate variables and other processes (pumps, exchangers, buffers,...)
most of them strongly dependent on at least one other variable (such as
u). While it is obviously crucial to perform a relevant approximation,
it is also essential to avoid excessive computational costs. The methods
used to make this approximation depends on the variables.

The greatest care was taken to compute the gates involved in the fast
Na™ current both because of its critical importance for the depolariza-
tion process and because of its very fast dynamics. In fact, during this
depolarization, a fourth-order Runge-Kutta method is used if the time
step overcome a threshold value. Aside from that case, these gates are
treated as the others since their impact is then clearly less important.

Most of the gates and concentrations where updated using either
an Fuler method or an analytical formula assuming that u is constant
inside each time step. This assumption proves to be particularly ap-
propriate in the re-polarization zones where u varies very slowly.

Finally, intracellular C'a®* buffering is computed following the ana-
lytical formulation of Zeng et al [34] which assume a steady-state for
the buffering reaction.

It is to note first of all that these computations are purely local.
Therefore, they are very easy to parallelize. Moreover, profiled sim-
ulations have shown (see below) that even for the more sophisticated
models involving dozens of variables, only a very small amount of CPU
time is required to compute the ionic current compared to the resolu-
tion of the linear system. Indeed, choosing a more realistic model is
not penalizing in terms of CPU time.

6. NUMERICAL SIMULATIONS

6.1. Monodomain. The monodomain case is reached when T = ()
(the heart is isolated) and G;(z) = AG.(z) for all x € H with a fixed
A. In that case, the unknowns ur, u, can be dropped and the problem
reduces to

A Co (Ot + Tiop) = 1% div(G. V).

with homogeneous Neumann boundary conditions and an initial data
u(0,7) = u°(z) (z € H). There is no more linear system to be solved.
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Comparison of several Finite Volumes Schemes. This first sim-
ulation intends to compare the finite volumes scheme previously de-
scribed to “classical” finite volume approach explained in [10].

In the 2D uncoupled monodomain case considered, H is a simple
1 em-radius disk initially fully polarized. The conductivities are set
to 1 in fiber’s direction and 0.1 otherwise. At time ¢t = 10 ms, a
stimulus is applied at the center of the disk generating an expected
circular depolarization wave. The results below are given at t = 20 ms.
The reference solution is given by a computation on a very fine mesh
(with 69780 elements). The mesh used to compare the solution has
2123 elements and a computation has also been carried on a refined
mesh (with 4309 elements) so that the total number of unknowns of
the classical approach is greater than its counterpart with the DDFV
method.

Obviously, the result of the classical approach is not a good approx-
imation of the reference solution. The predicted wave deforms with
mesh directions and ends to be very slow. It is to note that this defor-
mation is sometimes critical on very disturbed meshes. On the other
hand, the prediction of the DDFV method proves to be good, having
a good circular shape only modulated by the elements and a speed
which is close enough to the reference’s. This simple example empha-
sizes the importance of carefully choosing the numerical method and
shows that the DDFV better accounts for anisotropy than the classical
finite volume method.

The same computation has been completed on several levels of re-
finement to have an overview of the convergence process. Eight meshes
where used, consisting in respectively 551, 1069, 2123, 4309, 8721,
17270, 34017 and 69780 (reference) unknowns (ie volumes+vertexes).
The next figures shows the relative error of the method in logarithmic
scale. Aside from the first point, the error has a characteristic linear
shape which gives an order of 1.04.

6.2. Bidomain ECG Computations. In order to facilitate the com-
parisons, each of the following examples share the same geometry
which mesh is shown in figure 8. A 8 x 6 c¢m elliptic heart with a
ventricular cavity is placed inside a 15 x 8 ¢m torso. The mass po-
tential is set near the middle of the northwest part of the border.
The parameters where fixed to A,, = 2000 cm™t, C,, = 1 uF.cm™2
and the intracellular and extracellular conductivities where respec-
tively set to 4 mS.cm™! and 2 mS.cm™! in the fibers’ direction and
to 1.8 mS.em™ and 1.5 mS.cm™! otherwise. The conductivity is also
set to 2.39 mS.cm™! inside the torso and Faber-Rudy’s improvement
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4 08 0B 04 D2 0 02 04 08 08 1 4 w8 0B 04 02 0 02 04 06 08

(a) Reference mesh of 69780 tri- (b) DDFV Method with 2123
angles) triangles

4 08 0B 04 D2 0 02 04 08 08 1 4 w8 0B 04 02 0 02 04 06 08

(c) Classical Method with 4309 (d) Classical Method with 2123
triangles triangles

FiGURE 6. Simulation of a Circular wave

FI1GURE 7. Convergence Rate of the Method
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of Luo-Rudy II model is used for the computation of ionic currents.
Finally, the stimulus are initiated on the axis at the left boundary
between the heart and the ventricular cavity.
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FIGURE 8. 2D mesh with 8854 triangles

Regular ECG, one Site of Stimulation. For this simulation, the
electrical stimulus occurs at 100 bpm (hence once every 600 ms). This
leads to the results shown on figure 9 and 10. The ECGs (figure 9, (a)
to (d)) are extracted from 4 different points throughout the surface of
the torso. The location of these electrodes is of course very important
for the overall shape of the waves. Anyway, both QRS and T waves
are easy to see and a regular beat can be observed.

The potential fields (figure 10) show the mechanisms of the evolution
of v: since ur does only depend on the values of v and u, on the heart-
torso interface X, it stays at rest until the wave reach this interface
(left); and then (right) the whole torso is lit.

Regular ECG, two Sites of Stimulation. Now the same simulation
is carried out with two stimuli initiated both on the left and the right
of the ventricular cavity (figures 11 and 12). All of the ECGs of figure
11 are drawn using the same electrodes as before (figure 9. It is hence
easy to see that the presence of this second source term has a huge
impact on them, as expected. Once again anyway, both the QRS and
T waves are visible and the beat is regular.

Profiling. On this simulation, the CPU time required by each part of
the code has been profiled: for each time step, an average of 3.56% of
the CPU time is spent for evaluating I;,, with Faber-Rudy’s model [11]
whereas 93.24% is spent for solving the linear system. Thus, even with
a sophisticated ionic model, the time required for the computation of
ionic process is not significant, which justifies the choice of realistic
models compared to simplified ones.

Examples of irregular ECG. One of the edges of realistic models
is the possibility to simulate various malfunctions. As an illustration,
the results of tachycardia and ischemia are provided below.
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Tachycardia results in a increase of the beat rate of the heart. Here,
the stimulus is set to occur once every 250 ms (240 bpm) and the
two-stimulus configuration introduced above is used. The results are
shown in figure 13. There are several very interesting facts. First, after
a transitional period, a regular beat appears which has no T wave. It is
also worth noticing that the right stimulus does only play a role on the
first beat. After, it always occurs in a zone where the Na u-dependent
gates are closed and thus cannot have any effect (see the shape of u
figure 13). At last the intracellular Calcium accumulates, whereas it
resumes back to equilibrium for a regular beat, see figure 14.

Ischemia can also be simulated using Shaw and Rudy’s improved
Luo-Rudy IT model ([30]). This disease is characterized by acidosis,
anoxia and elevated concentration of extracellular potassium. The com-
puted ECGs as shown in figure 15. There are modified as expected.
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(a) Transmembrane potential u at (b) Transmembrane potential u at
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(c) Extracellular and Extracardiac (d) Extracellular and Extracardiac
potentials v = (ue, ur) at ¢ = 140ms potentials v = (ue, ur) at t = 240ms

F1GURE 10. Potential Distributions (1 site stimulus)

A 3D Bidomain Compuation. 3D ECGs could not be computed
yet, because adequate meshes are missing up to now. Indeed, a real-
istic simulation needs a very fine mesh of the 3D heart and the torso
together with the data of the fibers directions in the heart. Hence, an
anisotropic bidomain computation has been performed on a 3D mesh
of a dog’s heart considered isolated (see section 2.1). The mesh consists
in 8363 volumes and 3763 vertexes, together with fibers directions. It
has been previously constructed [29] upon the geometrical model from
[26]. Faber-Rudy’s improvement of Luo-Rudy II model has been used
for the computation of ionic currents. The parameters of the previous
2D computations are used, except A,, = 100. The mesh is too coarse
for larger values of A,, to be used (in that case, a propagation failure
phenomena occurs). The results are shown in figure 16, where the re-
gions at rest are in blue while the activated regions are in red. The
first line of figure 16 shows the depolarization of the ventricles, and the
second line its repolarization.
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