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Abstract. We prove that the Benjamin-Ono equation is globally well-posed in
H*(T) for s > 0. Moreover we show that the associated flow-map is Lipschitz on
every bounded set of H(T), s > 0, and even real-analytic in this space for small
times. This result is sharp in the sense that the flow-map (if it can be defined and
coincides with the standard flow-map on H°(T)) cannot be of class C1T, o > 0,
from H*(T) into H*(T) as soon as s < 0.

1 Introduction, main results and notations

1.1 Introduction

In this paper we continue our study (see [[[§]) of the Cauchy problem for the
Benjamin-Ono equation on the circle

20 — =
(BO) {&gu—i—Haxu ulpu =0, (t,xr) e RxT,

u(0,2) = up(z) ,

where T = IR/27Z, u is real-valued and H is the Hilbert transform defined
for 2m-periodic functions with mean value zero by

— —

H(£)(0)=0 and H(f)(E) = —isgn(&)f (&), ez’

The Benjamin-Ono equation arises as a model for long internal gravity waves
in deep stratified fluids, see [E] This equation possesses a Lax pair structure
(cf. [B], [A]) and thus has got an infinite number of conservation laws. These
conservation laws permit to control the H™/2-norms, n € N, and thus to
derive global well-posedness results in Sobolev spaces. The Cauchy problem
on the real line has been extensively studied these last years (cf. [R3], [, [L3],

2, BT, [i6], [[4]). Recently, T. Tao [R4] has pushed the well-posedness



theory to H'(IR) by using an appropriate gauge transform. This approach
has been improved very recently in [f] and [[[J] where respectively H*(IR),
5> 0, and L?(IR) are reached.

In the periodic setting, the local well-posedness of (BO) is known in H*(T)
for s > 3/2 (cf. [f], [J]), by standard compactness methods which do
not take advantage of the dispersive effects of the equation. Thanks to the
conservation laws mentioned above and an interpolation argument, this leads
to global well-posedness in H*(T) for s > 3/2 (cf. [[]). Very recently, F.
Ribaud and the author [B(] have improved the global well-posedness result
to H'(T) by using the gauge transform introduced by T. Tao [24] combining
with Strichartz estimates derived in [fJ] for the Schrédinger group on the
one-dimensional torus. In [[L§] this approach combined with estimates in
Bourgain type spaces leads to a global well-posedness result in the energy
space H'/? (T). Recall that the Momentum and the Energy of the Benjamin-
Ono equation are respectively given by

1 1
M(u) = / u?> and  E(u) = —/ | DY/ 2% + —/ u . (1)
T 2Jt 6 JT
The aim of this paper is to improve the local and global well-posedness to
L3(T).

1.2 Notations

For z,y € IR, *x ~ y means that there exists C;, Co > 0 such that
Chlz] < ly| < Cslz| and = < y means that there exists Co > 0 such that
|z| < Cq|y|. For a Banach space X, we denote by || - || x the norm in X.
We will use the same notations as in [ and [§] to deal with Fourier trans-
form of space periodic functions with a large period A. (d§), will be the
renormalized counting measure on A\~1Z :

Ja@@n=5 3 a©

cex-1%Z

As written in [f], (d€), is the counting measure on the integers when A\ = 1
and converges weakly to the Lebesgue measure when A — oo. In all the
text, all the Lebesgue norms in & will be with respect to the measure (d§),.
For a (27w )\)-periodic function ¢, we define its space Fourier transform on
A\1Z by

p(6) = / e f(z)dz, VE € A2
R/(27\)Z



We denote by V(+) the free group associated with the linearized Benjamin-
Ono equation,

—

V(t)p(§) = e “kltpe), cex'z

We define the Sobolev spaces H3 for (27 \)-periodic functions by

lellmg = K€ 0 (Ollzz = [ T20llzz

where (-) = (1+ - [)"/? and J3p(€) = (€)°3().

For s > 0, the closed subspace of zero mean value functions of HY will be
denoted by H3.

The Lebesgue spaces Lg\, 1 < g < oo, will be defined as usually by

1/q
= x)|? dx
lloll e </ /(QM)ZIQD( )| )

with the obvious modification for ¢ = oo.
In the same way, for a function u(t,xz) on IR x IR/(27\)Z, we define its
space-time Fourier transform by

W(7,8) = Fra(u)(r,8) = / / e THED) (¢, 1) dodt,  Y(1,€) € RXA™'Z
R JR/(2r N7

We define the Bourgain spaces Xf\’s, Zf\’s, Ay and Y} of (27 \)-periodic (in
x) functions respectively endowed with the norm

lull oo = 147 + €€ iz, = 1 FraV ()2, . (@)
lull zo.s = 17 +$I£|>b<£>S@IILgL; = |(T>b<§>8ft,m(V(—t)U)HLgL; ; (3)
lull gy = {7 +§\§!>bﬁHL;5 = H<T>b.7-},ag(V(—t)U)HL;5 (4)

and
lullyg = i1/ + llull gos (5)

where we will denote A9 simply by Ay. Recall that Yy¥ — Zg’s — C(IR; H).

We will also need the homogeneous semi-norm of Xi’s defined by
lull go.e = I + €lElPl€*al 2, -
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? Lg\ will denote the Lebesgue spaces

1/p
lullgeg = ([ Nt o)

with the obvious modification for p = oco.
Let u =3 .5 Aju be a classical smooth non homogeneous Littlewood-
Paley decomposition in space of u, Supp F,(Aou) C IR x [—2,2] and

Supp Fu(Aju) C R x [-29H1 207U R x [2771 27y j>1

We defined the Besov type space Ef \ by

/
Jullzs, = (Il ) ©)

k>0

We will work in the function spaces Ny and M7 respectively defined by
lully = Nlull oo + 1@zl yr/s. -1+ lx1-a,q @) ull g | + IX-4,(E) ullzs |

and
lwliarg = llwllyg + lQuwl|x1.-1

Finally, for any function space By and any 17" > 0, we denote by Br ) the
corresponding restriction in time space endowed with the norm

ullBr\ = Uiengk{llvlle v(-) =u(-) on ]0,T[} .

It is worth noticing that the map u +— @ is an isometry in all our function

spaces. For all function spaces of (2w \)-periodic functions, we will drop the
index A when A = 1.
We will denote by P, and P_ the projection on respectiveley the positive
and the negative spatial Fourier modes. Moreover, for a > 0, we will denote
by P,, Q., P~q and P-, the projection on respectively the spatial Fourier
modes of absolute value equal or less than a, the spatial Fourier modes of
absolute value greater than a, the spatial Fourier modes larger than a and
the spatial Fourier modes smaller than a.

1.3 Main result

Our well-posednes theorem reads :



Theorem 1.1 For all ug € H*(T) with 0 < s < 1/2 and all T > 0, there
exists a solution u of the Benjamin-Ono equation (BO) satisfying

we C(0,T;HS(T) N Nry  and  Py(e™ 2 "2a) e X33 (1)

where

3 1
ﬂ:u(t,x—t][uo)—][uo and 07! = z,§EZ*
i
This solution is unique in the class ([3).
Moreover u € Cy(IR, L*(T)) and the map uo — u is continuous from H*(T)
into C([0,T], H*(T)) and Lipschitz on every bounded set from H*(T) into
C([0,7], (7).

Note that the result for s > 1/2 is established in [[[]. Before stating our
ill-posedness result let us make some comments on Theorem [[]].

Remark 1.1 We are not able to prove that for any solution u of (BO)
belonging to C([0,T]; H*(T)) N N, the function P+(e_i8;1a/2ﬂ) belongs to
Xilp/f\s This is why we have to add this condition in our uniqueness class.
Note however that any solution that are limit in C([0,T); H*(T)) of smooth
solutions belongs to this class. Therefore, our solution satisfies also the
following (weaker) uniqueness notion used in [[3] : it is the unique solution

that is a limit in C([0,T]; H®) of smooth solutions to (BO).

Remark 1.2 Actually, we prove that the flow-map is Lipschitz on every
bounded subset of any hyperplan of H*(T) of functions with a fixred mean
value.

Remark 1.3 The fact that u is real-valued is crucial to derive the equation
a) on w. So, it does not seem that our approach can be adapted to prove the
local existence of complex-valued solutions. On the other hand, it seems that
a slight modification of the proof in [I§] can lead to the local-wellposedness
in H'2(T) for the complex-valued version of (BO).

Let us now state our ill-posedness issue.

Theorem 1.2 Fors > 0 andt € [0, 1] the flow-map constructed by Theorem
3 is real-analytic from H*(T) into H*(T). On the other hand, for any
t €]0,1[ and any o > 0, the flow-map (if it can be defined and coincides with
the standard flow-map on H*(T)) cannot be of class C'** from H*(T) into
H*(T) as soon as s < 0.



The main tools to prove Theorem [[.] are the gauge transformation of T.
Tao and the Fourier restriction spaces introduced by Bourgain. Recall that
in order to solve (BO), T. Tao [B4] performed a kind of complex Cole-
Hopf transformation' W = P, (e=*7/2), where F is a primitive of u. In the
periodic setting, requiring that u has mean value zero, we can take F' = 9, 'u
the unique zero mean value primitive of u. By the mean value theorem, it
is then easy to check that the above gauge transformation is Lipschitz from
L%\ to L§°. This property, which is not true on the real line, is crucial to
derive the smoothness of the flow-map. The equation satisfied by w = 9, W
takes the form
Wy — Wyy = Oy Py (WP_uy) + ...

which looks quite good since such nonlinear term enjoys a strong smoothing
effect on u in Bourgain spaces. On the other hand, when one wants to
inverse the gauge transformation, one gets something like

u=eFw+ ..

which is not so good since multiplication by gauge function as e’f" behaves
not so well in Bourgain spaces?. Actually, the “bad” regularity of v in the
scale of Bourgain spaces is the main obstruction in going below H/2 (T) in
[§. In this work we substitute the above expression of u in the equation
satisfied by w. w still appears but only under the form e¥*#/2 which possesses
more regularities. On the other hand we have now to treat the multiplication
by such functions in Bourgain spaces when estimating w. Note that in the
case s = ( there is an additional difficulty mainly since we would like to
control .7-}_361(\12]) in Lt4,x whereas we only have a control on w in this space.
This difficulty is overcome by noticing that actually u belongs to a smaller
space than L, which is L, N f)ﬁx (see ().

Concerning Theorem [[.9, the fact that the flow-map (if it can be defined)
cannot be of class C® in H*(T), s < 0, can be obtained in the classical way
for periodic equations (cf. [[]). To prove that it cannot be of class Cclte
we somehow combine the bad behavior of the third iterate with the real-
analyticity result in L?(T).

This paper is organized as follows: In the next section we recall some linear
estimates in Bourgain type spaces. In Section 3 we introduce the gauge
transform and state the key nonlinear estimates. In Section 4, we prove the

!Note that projecting (BO) on the non negative frequencies, one gets the following
equation : 0 (Pyru) — i02Pyu = — Py (uuy)
2Let us note that Bourgain spaces do not enjoy an algebra property



estimates on the gauge function w whereas the estimates on u are proven
in Section f|. In Section 4 we derive uniform bounds for small initial data
solutions and show a Lipschitz bound on the solution-map ug — wu. The
proof of Theorem and Theorem are completed respectively in Section
6 and Section 7. Note that the proof of some technical lemmas needed in
Sections fHH can be found in the appendix.

2 Linear Estimates

One of the main ingredient is the following linear estimate due to Bourgain
@

<
Pollzaga2 32psg = Iolxomg Nia ®
202 0b

This estimate is proved in [f] (see also [1g] for a shorter proof) for Bourgain
spaces associated with the Schrédinger group and for a period equal to 1.
The corresponding estimate for the Benjamin-Ono group follows by writting
v as the sum of its positive and negative spatial modes parts. The estimate
for any period A > 1 follows directly from dilation arguments. From (f) we

infer that for any function belonging to Xi/ 89 it holds

HUHL;{A 5 ||U||X§/8,0 . (9)

Indeed, for any fixed v € Lt47 A Xi’/ 89 there exists k € N* such that

Foll o -s2p2 a2 g S W0l sy

and thus according to () the following chain of inequalities holds

< 1
Polluey = Wl wapeppy = glvllagaze iz,
1
< —_ p— < .
~ k‘ ”U”XS/Z&Q k2)2 ”U”X3/523>\2 k222 ~ HvHXi/&O
1=, %= [kA ===

(H) follows then by density.

Let us now state some estimates for the free group and the Duhamel opera-
tor. Let ¢ € C§°([—2,2]) be a time function such that 0 <¢ <landy =1
on [—1,1]. The following linear estimates are well-known (cf. [{], [L0]).

Lemma 2.1 For all ¢ € HS and all R > 0, it holds :
L@V Oellyy S llellag (10)

7



[t/ RV ()¢l yo.s S Nlollmg (11)
[t/ RV (B)pllay S Il (12)

Proof. ([L0) and ([d]) are classical. () can be obtained in the same way.
Since V' (t) commutes with any time function and

Fer(V(w(t, ) = w(r — &€, €)
we infer that
[o(t/R)V (t)pllay = IVOYE/R)pllay = [Fra((/R)) L1,
S Ihﬁ(-)HL;HéHLg Sleley

Note that we will use ([LT)-([J) with R = A\? to estimate the low modes of u

in (F7).

Lemma 2.2 For all G € X, /** 0z, it holds
t
6(0) [ V-G &g 1G] govme + Gl - (13
t
o(t) [ V=16l SIGL (14)

Let us recall that ([[3)-([4) are direct consequences of the following one
dimensional (in time) inequalities (cf. [I(]): for any function f € S(IR), it
holds

I66) [ 1) e Wl + [ 222

|7 (et /f ar')

3 Gauge transform and nonlinear estimates

and

ft(f)‘

L1

3.1 Gauge transform

Let A > 1 and u be a smooth (27\)-periodic solution of (BO) with initial
data ug. In the sequel, we assume that u(t) has mean value zero for all time.
Otherwise we do the change of unknown :

v(t,z) = u(t,x — t][uo) - ][uo , (15)

8



where fug = Py(ug) = % fB/(27r)\)Z ug is the mean value of ug. It is easy

to see that v satisfies (BO) with ug — ug as initial data and since v is
preserved by the flow of (BO), v(t) has mean value zero for all time. We
define F' = 9, 'u which is the periodic, zero mean value, primitive of ,

A

0)=0 and F(¢) = %a(g), cerz

1

Following T. Tao [R4], we introduce the gauge transform
W =P, (/%) (16)

Since F satisfies

F2 1 F2 1

2 xT
we can check that w = W, = =Py (e7/2F,) = —L P, (e7*F/?u) satisfies
. — i
Wt — MWgy = _amPJr [e Fr2 <P*(F:m:) - ZPO(F§)>:|
= 0P (WP-(u)) + TR(Fuw . (17)

On the other hand, one can write u as

w=FRe=iF2p — 9 eiF/an(e—iF/Z) _ 2Z-eiF/2w+2iez‘F/28$P_(e—iF/2)

Recalling that u is real-valued, we get -
u="1u=—2ie Fw— 2ie”F2, P_(e—iF/2)
and thus
P_(u) = —2iP- (e*iF/%) — 2P (e*iF/2a$P+(eiF/2)) (19)

since P_(v) = Py () for any complex-valued function v. Substituing ([9) in
(L), we obtain the following equation satisfied by w :

Wy — Wep = 200, Py (WOIP,(e_iF/2@)>

+2i8, P, [W@xP, <e*iF/2axP+(eiF/2)>] + iPO(Fl?)Wx (20)



Note also that it follows from (I§) that
Poiu = 2iPyy (eiF/2w> + 2iPsq (eiF/QBxP_(e_iF/Q))
= 2Py, (eiF/2w> +2iPsy (P>1(eiF/2)amP,(e*iF/2)) . (21)

To end this section is we state the crucial nonlinear estimates on v and w
that will be proven in the next two sections. It is worth noticing that in all
the estimates, we will replace the exponential function (if it appears) by its
entire serie and prove the absolute convergence of the resulting serie. Even
if this approach can appear unecessary to prove the well-posedness result, it
will be very useful in order to derive the analyticity of the flow-map.

Proposition 3.1 Let L{°H; N Ny, be a solution of (BO) and w € X117/A2’S

satisfying ([[7)-(1§). Then for 0 < s <1/2, it holds

_ 167 w0l .
lwlag, < (14 lluollzz)e ¢ uollag
ol (Il + lwlze) X, (22)
1, 1,
lullvin S Nuollzg + (Iwllasg, + lullk, , )e® (23)
and 3
lullzgeag S uollzz + (Nwllasg, + llul, , e (24)
where -
K= (105 wollpy + Il ) (25)

for some universal constant C > 0.

4 Proof of the estimate on w

In this section, we will need the two following technical lemmas. The first
one, which is proven in the appendix, enables to treat the multiplication
with the gauge function e~**/2 in the Sobolev spaces whereas the second
one (see the appendix of [I§ for a proof), shows that, due to the frequency
projections, we can share derivatives when taking the H®-norm of the second

term of the right-hand side to (Q) or (P1).

10



Lemma 4.1 Let 2 < g < 4. Let h be function of H)l\ and let g € Lg\ such
that J&g € LY with 0 < o < 1/2. Then it holds

17°hg) g S 192l (WAl + el zz) (26)
Lemma 4.2 Let o > 0 and 1 < g < oo then

fozr. s7-0)

sy 1P gy PPl (27)

M=o, >0

with 1 < ¢; < o0, 1/q1 +1/q2 =1/q (md{ Mmt+ypr=a+l

4.1 Some multilinear estimates

The main tool for proving (P9) are three multilinear estimates. These es-
timates enlight the good behavior in Bourgain spaces of the terms of the
right-hand side of (). In the following, we assume that W and v are
supported in time in [—2,2] and we set ¥y(-) = ¥(-/2).

Lemma 4.3 For any s >0 and 0 < ¢ << 1,

Proof. As written above, we will actually prove (2§) with as left-hand side

1Pl

—iF'/2 i F/2 2
0p Py WP (7720, P, () ))}HXAI/M,S S Il oo e Fol2 e
(28)

member :

T

k>11>1

0,P [Wo,P-(Fro, P F') ]|

—1/2+4e,s
X)\

Setting
g =0, P~ (V2P 0, Py (12 F)) |
it follows from Lemma .9 that

k l k+1—
lollzz, S ndeF))l g Ibo0u (Dl < kil IFIEE2
It thus suffices to prove that

102 P (WP-g)l| x 12420 S wllxr/2sllgllrz - (29)

11



By duality it is equivalent to estimate

1= |[ ehrog it it &)
where (79,&) = (7 — 11,§ — &1), and due to the frequency projections
A={(r,7,6,6) € RPx (A 12)%, €>1/\ & >1/\ 66 <—-1/X }
Note that in the domain of integration above,
GzlE—&l and &>¢ . (30)

It thus folllows that
1< / (&), )10 o (71, €1)| [ (2, &)
A

and on account of (),

IS 1F O D 17 (@ ol 17 (a2,

S lblgors—lhwll gz lglzz,

which proves (R§).
Lemma 4.4 For any s > 0 it holds

C||F
lons S Nollomeliolgamo 1700,

0, Py (W@xP_ (e~iF/ 2P_v))

(1+ IPsFllgpo + IPssFall grnos + IFlLay + o Fellzs, + 2Pl s, ) - (31)

Proof. Again we will in fact prove (BI]) with as left-hand side member :
1

lo.pe(Wo.P )|+ o
X3 = k!

The first term of the above inequality is estimated in ([[§], Lemma 3.3) by

|

By duality it thus remains to estimate

9, Py <W8xP,(F’“P,v))

H —1/2,s
X)x

0, P, <W6xP_v)>

[ S Mollvaclollamn 32

k42

o= |[ shtr6 om0 - Pvm &) [[ Pn6)

=3

(33)

12



where (Tk19,&k12) = (1,€) — Zfill (14,&), and due to the frequency projec-
tions

B = {(T7 T1, "7Tk+17§7§17 "7§k+1) € Rk+2 X (A—lz)k-f-Q’

G=2621/A8-a<-1/x }

We observe that

kt2
‘/BEH(T, )& (1,&1)(€ — &) (Pparogy P-v) (12, &2) H F(73,&)

=3
< IF (O Dz 17 (@Dl

k—1
S Kbl arn el e (o2 IFlgs, + ol g e Fellzs DIFISZ(34)

0, ((Praosy P-v)F* )|

2
Ly 5

since obviously,

|

Do ((P{zmk}P—U)Fkﬂ

k‘_
< 1P Pvalliz I F I, + B Piony Polls [92Fel s 1FI5

2 ~J
k;_
< kol Iz, + ol Pl DIFIER

It thus remains to prove ([BJ) with P_v replaced by @ (2103 P—v. Note also
that since (BJ) holds on B, for |¢| < 210k or |¢ — & | < 219k we get thanks

to (@),

Ly S RIFCO DI 17 (€ oDl s |(@aton Pv) ¥l 2

<
S Rl sl gy lollz IS, (35)

It thus suffices to control
k+2

— /B € h(r, ) (11,60 (€ — €)(Qpaiony P-v) (7, &) [ £(71.&)
1 =3
(36)

where

Bl = {(T7 71, "7Tk+17§7§17 -'7§k+1) € B7 5 > 210k7 5_ 51 < _210k}

One of the main difficulties will be that we do not have a control on H]—"t_ml (|1F))]| 4

but only on ||Fy|| z4,- This can be overcome when s > 0 but causes a kind

of logarithmic divergence when s = 0. To control I, /5, We will have to use

13



the complementary norm f/f y of F;. To simplify the notation we denote
Q2105 P-v by 0. Since we cannot “force” the integrant to be non negative

in (Bf), we have to act carefully. We notice that using Littlewood-Paley
decomposition (see (H)) we can rewrite Qg5 (9F*) as

k+2
Qawopy (0FF) = Q{ka}< STOALE) DD ARE) Y nlis, k) [[ A (F))
i9>8+4a(k) i3> —6—a(k) 0<iyg,. . igpy2<i3 j=4
k+2
+Q{210k}< Yo oAL@) Y ARF) > nlis,iee) [[ Az‘j(F)>
19>84a k‘) 0<iz<ig—6— a(k) 0<Z47 ip42<i3 =4
= Gi1+Gy
where a(k) denotes the entire part of In(k)/In(2) and n(is,..,ix12) is an
integer belonging to {1,..,k} (Note for instance that n(is,..,ix42) = 1 for
i3 =4 = - = igso and n(is, .., ig1o) = k for ig # iq # -+ # ix12). From (BM)
we thus infer that
~ 2 —_~
kg, N . 7O [w(m, &€ = &GllGi(r — 1, § = &
I S Eh(r, €)I&r b (m, &€ — &[G §— &)l
i=1"7b1
e Estimate on Aj. Thanks to the definition of B and (f]), we easily obtain
A S IFEO RN IF (e el g 19:Gl
< Wl gorse ol oo 10:G 2
On the other hand, using the frequency support of the functions, we infer
that for ¢ > 9 + a(k),
k+2
Ay(Gh) = Quiony A, ( S AauF) Y M) Y nlis i) [T A, (F))
i3>q—8—a(k) i9>8+a(k) 0§i4,.-,ik+2§i3 j=4
i3>2 ig<iz+6+a(k)
and thus
k+2
186Gz, S X e AgFlg ol | X nlis e [T A5 -
i3>q—8—a(k) 0<ia,- it 2<i3 j=4 B
But
k+2
H ' Z ’I’LA(Z'3, "’ik+2) H AZJ(F H rg k H Z |Al4 |A2k+2 |‘ I
0<i4,..,ig4+2<i3 Jj=4 0<ia,..,0k+2 ™8

14



S k H(Z ’A’M(F)’) * ¥ ( Z ‘Alk-rz(F)‘)‘
1420 Ig42>0
< kIFIG
Therefore,
H@acGlH%gA ~ ) QQqHAqGﬂ’i%

q>9+a(k)

25112 2(k-1) (@99 4y A ?
< R 1P Y (X 202 APl
g>9+a(k) iza—8—a(k)
Jj>2
But, by the definition of the norm L#, 3 (see (B)), for j > 2, 2jHAjFHL21A N
WJHF&“HE;‘A with [|(7;)[l,2qvy S 1. Hence, by Young inequality,
> 29DV AF | S kyjllaFalls
iZq=8-a(k) ’ ’
i>2
and thus
~ k—
10:Gallzz, < R lollce InFellzy I
Therefore, the following estimate holds
k—
Ar S R [0l ars—allwl el g 12 Fellze IFIIE (39)

o Estimate on Ay. We rewrite G5 as

k+2
Gy = Q{zmk}( Y@ Y AuE) Y n(ig,..,z‘Hz)HAij(F))
i2>8+a(k) 1<ig<iz—6—a(k) 0<ig,..,ig12<i3 Jj=4
Qg (X Aa@®(@e(F)F)
in>8+a(k)
k+2
= Y |Q@on (X Au@®@AUE) Y nlisinee) [[ A ()]
p>1 ip>84a(k) 0<ig,..,ig2<p Jj=4
ig>p+6+a(k)
Qe (Y Au@®do(M))
12>8+a(k)
= Y H,+L
p>1

3Note that we could avoid the I)f y-horm here by invoking the Littlewood-Paly square
function theorem in the estimate on G
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it is thus clear that

Ag

< /£|h75|£11IW(71,£1||£ N (r — 1, & — &)
p>1

+/B € ()16 b EalE — &4l (r — 1, — &)
= Ao+ Ay

Let us rewrite Agy as the sum of two terms :

A21 =

3 / Xoi<arroraané (T, )6 (1, D)€ — |y (r — 1, € — €1)]

p>1

+Z/ X{|¢|>2p+6+a( k)}§|h(7' 91ISY Hao(r, €0)|1€ - §1||H (T—m,6— &)l
p>1

Agy + A3

e Estimate on Al;. Using a Littlewood-Paley decomposition of h, we get
thanks to (BO) and Cauchy-Schwarz inequality in p

Ay S

~

N

N

S

Note that L}, < X3/50 since by (fl), for any function z € X,

/ /
(1708208 )" 2 (S 08pel3m0) S lelloso - (40)
’ p>1

p>1

p—8—a(

vy /sz *| By, &) i, )| Hp(r — 70,6 — )
p>1 s=—T—a(k 1

[e.e]

o2 /Bmps (Ol (r, €0)I[€ = 6127 Hy(r = 71,6 = &)

s=—T—a(k) p>s+8+a(k

sip kY /\Aps (r. &)l (r1, E0)IE — 122\ B (7 — € — 1)

s>—T—a(k) p>s+8+alk
. 1/2 1/2
BIF (€ ) s (Zuf AhDIE: ) (22 )
p>1 ’ p>1 ’
3/80

Moreover since, according to the frequency localization of the functions,

k42

AgHy = Quor( 30 Au@AYF) 3 npuis, inea) [] A, (F)

i9>84a(k) 0<Z47 ,Zk+2<p Jj=4
q—1<ip<q+1

16



we infer from (B§) and ({Q) that

HHPH%% ~ Z HAquHigA
’ q>p+9+a(k) ’

2(k—1 ~
S RIFIES D e FIZe ST 1IAGIE
Tg>1 ’

2(k—1)
< BIFIE ol %m0 628512

Therefore, we deduce that

B 1/2
Asi S kllllxsss—s llwllazs IFIE ol x 20 2% [ AL F I3,
t, A
p>1 '

k—
S kllhllysss s lwll s [1FIG 0l 2ol Fallza (41)

e Estimate on A3, and Ags. Since clearly , > p>0 |A/p\(f)(7',£)| < 2|f(r,8)|
for any f € Li y» we infer that

Ay S kY, D / € (T, )l 1 (1, €0)11€ — E1l|As (3) (s £2) 1A (F) (75, &3)|
p21ia>p+T7+a(k)
k+2

S TT1A () .6)l

4, ip+220 j=4
k+2

< £|h<f N b (1, 0)11€ = &ulld(r, &) T 1F (i, &)

=3
- Ik/BQ

where

B2 - {(T7 T17"7Tk+17§7§17"7§k+1) € Bla §2 S _210k7 mln(‘§’7 ‘52‘) > 10% Z:gna*]);’_Q‘gZ’}

In the same way, it is easy to check that Ags S jk/BQ' We set 0 = o(1,§) =
T =€l and 0; = o(7,&), i = 1,..,k + 2. Noticing that on Bj the sign of
&, & and & are known, we get the following algebraic relation :

k+2 k+2 k+2

o= o = Q&) -g+6-) &l
i=1 1=1 =3

17



k42 k42 k42 k42,
= 26> &H26 ) &— > &l&l+ (Z&>
i=1 i=3 =3 =3

k+2 k+2 k+2

= 206+26 ) &— Y &lGl+ <Z§z‘)2 - (42)
i=3 =3 i=3

Note that on By, we have (3512 ¢,)2 < 1072|6¢], M2 ¢1¢, < 1072]65¢]

and =
) k2
slel=le-al= S + )16l < 21&] (43)
=3

Hence, & < max(], [¢ — &) < 2max([¢], |&2]) and |61 5 &l < [€21/5.
It thus follows from ({2) that

_max (ol o) 2 €&/ (44)

It remains to divide By in subregions according to the indice where the
maximum is reached in (#4). Thanks to (B(),

k+2

}k/Bz S /32 a2 R, €)l[(m1, &) [0 (72, &) Q\F(Ti,&)!

e o dominant. By (B() and ([4), Plancherel, Holder inequality and (), we
infer that

Liyp, S KIFH )2 0D IF U @D s IF (oD IFIF DI,

k
S Ml govn ol el g solIFIS, (15)
e 01 or oo dominant. It is easy to see that in the same way
7 k
Ty S Ml elol gasliol ol IS, (46)

e0;, i > 3, dominant. By Plancherel, Holder inequality and (ff), we infer
that

Timy SEIEHQ T IRDI o 1€ 0D 1
1100 g I (X oz FDI g IF (D
SRl gars eIl e ol o720 (PSPl ao + 1P Pl grpno) I 847)

18



where we use that |o;| 2 [£€2|/k 2 1 on By to get an homogeneous Bourgain
type norm on P3F'. It has some importance when using dilations argument
since the L%-norm of P3F is surcritical and thus behaves badly for such
arguments. Since clearly, ||P>3F'[| 750 S ”P>3F$HX;/8,—1, gathering (B4),

€3). (B9, @. @) ([{@) and (T, (E1) follows.

Lemma 4.5 For any s > 0 it holds

S ”w”X;/Q’SHUHX;/Q,o ClIFlla,

(1+ IPsFlLgpo + IPssFall yrncs + [1FlLay + 2 Fellzs, + laFellza, ) -48)

9. Py (W&CP_ (e 2P_v)) Hz,l,s
A

Proof. We estimate
1
Jo-p. (o). + X g
k>1

Again, the first term of the above inequality is estimated in ([[[§], Lemma
3.4) by

To estimate the second term we first note that by Cauchy-Schwarz in 7,

H@f[axa (W@CP_(F’“P_@))] (

(o)
On account of (B4), (B3), (BY), (1), (#6) and (E7), this last term is controlled

by the right-hand side of ([i§) except in the region By with o dominant.
Moreover, in the region {¢; < 1}, using (Bd) and then (f) we infer that

|

9, P <W6xP_(F’“P_v)) HZ_LS .

S llwllxares vl xi/20 (49)

0. (WL P-v))||

S|
L2LL

0, P, (W&xP_ (FkP_v)>

H —1/2+4e,s?
X)\

9, Py (Wazp,(FkP,v))

S lwllgoyzo ol sl IS,

It thus remains to treat the region By with & > 1 and ¢ dominant. To
handle with this region we proceed as in [§]. The proof is very similar to
the one of Lemma 3.4 in [Lg).
By (£2) in this region we have

(o) 2 (€&)/k 21 . (50)
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Therefore ({§) will be proven if we show the following inequality:

R PRI &y
with
R ~ 2
(©)¢&)2  w(r, €0)I1E — &allD(ra, &) [ 1 (73, &)
_ i—3
k= H/C(T,g) (0)(01)Y/2(0)1/? ‘LEM
(52)
and
C(T,é.) - {(7—17 -'7Tk+17§17 "7§k+1) € Rk+1 X (A—lz)k-f-l’

(171 Tt €60, Gi1) € By |61 > 1, _max ((0)) < (0) }53)
e The subregion max(|oy|, |o2|) > (£|£2|)T16 We will assume that max(|o], |o2|) =
|o1| since the other case can be treated in exactly the same way. By (B()
and ({), recalling that on the domain of integration &; > max(&, | — &),
we infer that
k42

W(r1, &)|[0(r2, &) T 1E (s, &)

|
i=3
T S kH/ 1/24 12 3/8/5\1/2 ‘ 121
C1(r) (o) /5118 (01)3/8(0) el

where )
Ci(1,6) = {(m,&) € C(7,6), |o1] = (£]€2]) 15 }
Applying Cauchy-Schwarz in 7 we obtain thanks to (f]),

k42

w(r1, €)][0(72, &) H B (7, &)

|
< =3
T ~ k:H/Cl(T,ﬁ) <01>3/8<0>1/2 ‘ Lg,‘r

ka_l(w‘q;’w)‘ I HF1<<0’§1‘/2>‘

~ ~ ok
S Kol 19, 115

AN

10\ k
1F DIz

4
Lt,>\

e The subregion max(|o1],|o2|) < (5]52\)1_16. Changing the 7,7, .., 741 inte-
grals in 71, .., Tk42 integrals in (F9) and using ([&) and (p(), we infer that

_ |{1\~)(7—1551)|
Je S k|lx / 3 1/ (11 + |€1161)1/2
H {€>1} D(E) 1 TI=—E2+40(|£ £2]1/16) <'7'1 + |£1|£1>1/2
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k+2

|v 2,82 /
\F iy i)l
/Tz=£§+o(££21/16 (72 + €l €2)172 Jry. 77k+2i1;[ o

with

D) ={(&, &) € VDML G > 1,6 -6 < -1/A} .

Applying Cauchy-Schwarz inequality in 7y and 75 and recalling that & > 1
we get

k+2

Jp < kJHX{g>1}/ (1)~ 5|€2|) K1(&1)K2(&2) HK (&)

where

m@=ug%%y{KMF«H%%QWwMWFlWMN

Therefore, by using ([[J) and (BJ), Holder and then Cauchy-Schwarz inequal-
ities,

k+2
S kH(@%/(&” iy 11K LIEA_IZKl(&)KQ(@)(Lg
Sﬂmsg IZﬁK&A@% ekl
k42
S k/(&, PR—— HK (/GA_IZK1(§)2>1/2 </£€)\_IZK2(§)2>1/2

S il grms HUHXA—1/2,0HFHL1€

~ ~ Pk
S Rlwlsg, ol NFUG (54)

4.2 End of the proof of (R2).

We have not treat yet the third term of the right-hand side of (0). Observe
that by Cauchy-Schwarz inequality in 7, Sobolev inequalities in time and
Minkowski inequality,

1P () wll s {1 Po (w1720 S HPo(uz)wHX;uzﬂas S Po(uywl ey

21



for some 0 < e,/ << 1. Assuming that w is supported in time in [—2,2], by
Holder inequality in time and () we get

IPou2 )l e g S 15wl 03Po(2) 2y S TVl govac [ Po(®)l 2,

where we used that ||1||L§ < ||1||L§ since A > 1. Hence, the following
estimate holds:

|1Po () wll gore + [P (w)wll oz S ll graelloullze - (55)
Now, by the Duhamel formulation of ([[7), for 0 < t < 1, we have
t ~ - T =
wlt) = vOV(Ew) +2 / vt~ 199, Py ()0, P (e~ i)
0

+2i

S—

V(= )0, Py [(WW)0, P (720, Py (712) )]
+£ /0 Vit ) (Po@ew. )ty | (56)

where w = P} (w) is a zero-mean value extension of w satisfying ||w|| /2.0
A

2||wl| 41720, W = P.(W) is an extension of W satisfying ”WxHXI/Q,s
1\ A

I VAN VAN

20wl 1725, w = W, and F is a particular extension of F. To construct F
1,

we proceed as follows : we take @ a zero-mean value extension of u in Ny
such that [|u]|n, < 2[ulln,, and define @ by setting Q3% = ¥Q3u and

Pyii = 1 (-/A2) P3V (t)ug + %Ps [ /0 V- 0w arl . (7)

The factor A above will be very useful in () to compensate a factor A
coming from the L3-norm of d;'ug. It is clear that @ = w on [0,1] and
@ =0 on IR and thus we can set F' = 9;14. We will use Lemmas [L.4[L.5

with v = 1/15. Note that since w = Py, we have w = P_w. Therefore,

combining Lemmas R.-R.2, L.3-f.4/4.5 and (FH), we infer that for s > 0,
the extension w* of w defined by (Bf) satisfies

T C\F ~ e
oy S )l + Wl goyme I a2, + 1] /20

(1PsFll g0 + 1 PosFoll criss + 1P lLay + Pl s, + e Fel )|

C(||351UOIILE+I|UI|2 )

N
S IOl + 1wl gz (Nl + | w20 e WL (e)
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where in the last step we used Lemma [£.q below to estimate ||P3FHX1,0 +
- A
|P3F | 4, and that, by Cauchy-Schwarz in &,

1PssFllay S I1Fellznr - (59)
Lemma 4.6 Let u € Ny ) and let P3u be defined as in @ Then P3F =

P30, ' satisfies :

o —

1PsFllay S 1105 uollpy + llallR, (60)
1PsF | g0 S lluollzz + @l (61)
A A

and ~ R

1P Fellvy S lluollzz + llall, (62)
Moreover, V0 < a < 3,
. 1 .

12PsQal | om0 S —lluollzz + lalik, (63)

We postponed the proof of this lemma to the end of this section.
On the other hand, obviously,

”P>1W*”X§f1 S HP>18;1“}*”X§’°

and from (B6) we deduce that w* = Yw™ where w** satisfies (BQ) with W,
w and F respectively replaced by v W, ¥w and F. Therefore using Lemma
and expanding the exponential function we infer that

1Porw | 1ms S ¥l ez + 100 (Pordy ™) + HOR(Por 0 ™) |2
- ~ ~ ~ CI|F
SOz + 10y, (190cg, + WaFellpy, + el )eCIF e

C (167 “uoll g1 +lull3
S 1)z + 1wl gorme (lallw, + 1wl gogza ) %Ry

Finally, using Lemma [I.] we infer that for 0 < s <1/2,

i 1 i
Jw(O)||ms = [|0xPre 0| s = 5 1P+ (uoe Davo) | s
1 _
S ZHHUO(%Wo)kHHi
£>0
< 1 IIBI_IUOHLDO 65
S luollzg (1 + fJuollz2 )e A (65)

23



which ends the proof of (R2).

Proof of Lemma [[.6.  From (57), P3F = PyF' + P3F? where P3F! =
Yt/ N2V (t) P30, ug and

PyFE + HOEPSF? = Py (w2 - Po((wi))/2] (66)
But (pg) leads to
IPsF a0 S llll2 S %, (67)

and by the definition of PyF1,

1PsF gro = [|on (/2P0 o) |

t,\

< AT/ 21105 ol 2
< A Auollzs S oz (68)

Moreover, from (ff]) and Lemma P.1Hp.3 we deduce that
— i % Po((yu)?)
= — YU * wu ft( 0
||P3FHL_1F£ S ||P3FOHL% + HX{ggs}T‘ iy + HT‘ 1

Applying Cauchy-Schwarz inequality in 7 and & , it follows that

IPsPl, S IBsFoly +||vicva , + IRl

A

—_— ~
|BsFoll sy + 9812,
—_— ~ 2 ’
< IBFoll: + IR,

To get (B3) we notice that by classical linear estimates in Bourgain spaces

(cf. [I0)) and (F7) we have

~ — = 1 =
[42PsQaF 1o S 1Qad; woll g + (W)l v S —luwollzg + 02 -

It remains to get the estimate (F) on ||P3E|n,. But this is straightfor-
ward by combining (57), Lemmas R.1-R.9 for the Zg’o—norm and by writing
X [=4,4 (t)Pg,FIHL?AﬁE?A S X =44 (t)PgFIHL?oLi and then using the unitar-

ity of V(t) in L2 (see ([2) below) for the L}, and the L#,-norms.
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5 Proof of the estimates on u

In this section we prove estimates (R3) and (R4) of Proposition B.1. We will
need the following lemma, proven in the appendix, which enables to treat
the multiplication with the gauge function e~*/2 in Lt47 \-

Lemma 5.1 Let z € L{°H) and let v € L;{A N 1?41% then
lzoll e, S el + Deallzerg) ol + lollze ) - (69
5.1 Proof of (24)
Since w is real-valued, it holds
[ ullpere S 1Prullpers + [1D2Psyullpr e

To estimate the high modes part, we use (RI]) where we expand the expo-
nential function. Hence, we write

L k
HD2P>1UHL<1>°L§ S ZHHD;(F W)HL<1>°L§

k>0
TS el (e )]
E>11>1 b

From ([70), Lemmas [£.1] and [.3, Sobolev inequalities and (f]), we infer that
for 0 <s<1/2,

1
1D Porulers S 30 UF g, + 10 (FOll e )3l e 3

k>0
) _
3 PR AT pars IDY AP (F
k>11>1 7 o e

1 k k—
S 2 gl + PN 1 Fellerplely,
>0

1
+2 D P Poa ()| e |00 P (F | ey (71)
E>110>1

with

k—
D512 oy (F9)ll ez S 102(FY) ez S BIFISE I Pl g
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and
1 1—
10 ()l ez S LI Nl e

On the other hand, by the Duhamel formulation of the equation, the uni-
tarity of V/(¢) in L3, the continuity of 9, P in L3 and Sobolev inequalities,
we get

1Prell ey S Tuollg + N lgzs S wollzg + 2y - (72)

This completes the proof of (R4).

5.2 Proof of (23)

Remark 5.1 It would considerably simplify the estimates on u if we were
able to prove that there exists C' > 0 such that for any v € Ny there exists
an extension U of v satisfying :

I8l groms < Clloll s, 180l 90 < C vl g and [9l5g nz, < Cloleg o, -
Indeed, we could then take different extensions of u according to the part

of the Ny-norm we wand to estimate. Note, in particular, that taking the
extension Psst of Pssu defined by

1 t
Poait = 0[VOPsauo + 5 [ Vit~ t)Pasdulbn?(¢) |
0
we directly get
1P>sull r/s-1 S IIUH%;{A Hlull gz S llulli, , + Iluollzz -
We start by constructing our extension F* of F. To construct the high

modes part, we first need some how to inverse the map F — W. From ([If)
we infer that

P>1W — P>1(6—iF/2) — e—iF/Q _ Pgl(e_iF/z)
By decomposing F' in Q1 F + P, F, we obtain

o 1Q1F/2 _ ,iPLF/2 (P>1W _ Pgl(e_ip/g))
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and thus
PosF = 2iPs3 {eiPIF/z (P>1W - Pgl(efiFm))}
_2iP.y <e—iQ1F/2 n z’QlF/2> . (73)

Now, let W be an extension of W such that HWJCHM;) < 2HWxHM?>\ and F
be the extension of I’ defined in the last section. We set ’

PogF* = 2¢¢P>3[eiP1F/2(P>1(¢W)—Pgl(e*im))]
—2i1,bP>3<e_iQ1F/2+iQ1F/2> : (74)

P. 3F* = P.gF* and P3F* = P3F. Tt is clear that by construction F* = F
on [0,1]. Note that by (f9), in Lemma [.§, we already have an estimate on
the low-modes part P3F*. Moreover, combining estimate (6() with (£9), we
infer that

o —

—1 2
£ xS 1102 wollpy + llulli, , + lullvy, (75)
To estimate the high-modes part, for convenience, we drop the ~ in the
right-hand side of ({4). In the remaining of this section we assume that W
is supported in time in [—2,2].
5.2.1 Estimate on the Lf)\ and i?)\ -norms
Differentiating ([4) with respect to = and expanding the exponential func-

tion, we get

* 1
1PssF |ls S Zkl (k]| P Ey Py

)

t,A

> l,[ H¢P>3(<P1F><P1F>’f 1P<1<Fl>) +szP>3(<P1F>’CP§1<FHF1>)(L4 }

k>0 >0 A £

"‘Z W (Q1F)" Q1 Fy ”L4

k>2

We notice that by the frequency projections,
Py (P (PUFY ' Py (F1)) and Pos((PF) P<i(FIT'R)) . (76)

vanish for k& < 2. Moreover, decomposing PiF as PoPQQ_ 1+ F+ P . F we
k—1 k—1
infer that for k > 3 the two terms appearing in ([[€]) are respectively equal
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to
Pos|(PE)(PQ o+ F)P<i(F)G| and Pus|(PUF)(PQ 1 F)P<i (FI ™ F,)G|

with o
_ q q—1 k—1—q
G = ZC’kfl(PlQﬁF) (P F)
q=1
Note that G can be also written as

k— ]+1

Z

0

C,gZPlQlF)(PlF)“J

and thus it is not too hard to see that

Gl S Gl S k=DIFIE? - (77)
Therefore, using that, by Sobolev inequalities,

1@ 1 PiFllre S (K= DI[Fellpgerz
we infer that

F
1PssF s S (IBllgensWallzs, + IWellzs | + IFellpge sz o Fell )€1

S (lollag, U+ Tl ) + Tl ) €% (78)

where K is defined as in (BH). In the same way, using Lemma F.1] and the
embedding Xl/2 0, L3, (see (E0)), we infer that

1PssF s, S (Bl + D (IWellzs, + 1Wallzs )
I Fe sz (I Fallzs + 9aFelzs ) ]e

S (ol 1+ Nullng,) + el ) e (79)

20F s,

5.2.2 Estimate on the Zg’o -norm

Now, using again the frequency projections and that A) is clearly an algebra,

we deduce from (4) and (7) that

1 o
1PosFs oo S 2 ZIPEISS (IPLE] ol Py WLy + [ PLF Ly Wl 0 )
k>0
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k _
+ 30 4 DIQ 1 Py | Eull oo |2
k>3 1>0

k .
+ 37 TR o lQUFI!
k>2

Using that, by Cauchy-Schwarz in &,
[Po1Wllay S [Wallgo0 and (|Q L PiFay S (k= 1) [|Fz | 500
we infer that

IPssFill 0 5 (

2|[Fll e
IEe i IWell s00 + [IWall oo + I Fally, Je oo

2 K
S (Iwllarg, (0 + Nl ) + Tl ) e (80)
. 7/8,~1
5.2.3 Estimate on the X, -norm
It remains to estimate the XZ/ &1 norm of P.3F}. Note that obviously

||P>3F;HX;/8,71 ~ HP>3F*||X;/&0

From ([4) we infer that

H 7/8,0
X5

N 1
153 F | om0 S > EHP>3 <(P1F)kp>1W>
k>0

+ Z Z ﬁHTZJ P.3 ((PlF)kPSI(Fl)> HX;/&O

k>31>0

o bl o
k>2

1 1 1
— ZHI,CJFZZWJWJFZHM

k>0 k>31>0 k>2

Let us estimate I, Ji; and L, one by one.

i) Estimate on [j. First note that for kK = 0, we have obviously

By S 1P Wl oo S ol s < ol (51)
Now, for k > 1,
Iy = HX{523}<0>7/8 PLE(T1,61). PLE (T, 6 P>1W(Tk+1afk+1)‘ ,
RFx (A7) L7

29



where o = 7+ ¢l¢] and (Y4 7, S &) = (1,9)
We divide IRF*! x (A\=12)¥*1 in different regions.

e The region |o| < 21%k. In this region, clearly,
k k
Ly S ENPaWlleerz 1F14, S Ellwllare 11, (82)

e The region {2%k |41 + Eer1léhs1]| > |o| and |o] > 2'%}. In this region
it is easy to see that

~

Iy S K| PsaW || yrsol | FIA, S kIQuwll s IF %, S Elwlyo [IFI%, -(83)
A A LA

e The region {3i € {1,...k}, 2%k | +&&|| > (o) and |o| > 2'°k}. Then
we have

i

A

ENPF ] gossollPLF I I Poa W L,
A
BP0l P HIPoaWel o0
k—
Flwllae, 1Pl g0l P

Fllwllago, (el s+ lelif, DI (84)

AR AR AN

where we used (F1) in the last step.
e The region {|o| > 2%k ax 17 + &€& and |o| > 2'9K}. In this region,
1=1,..,k+

since £ > 0, we have

k+

1 9 k+1
&) -l (85)
1 i=1

Let us denote by [&;,| = max |¢;] and [&,] = H;éax &i]. We claim that (B)
1£11

k+1
(o) < 200l < 4lo = > (- &ile)| = |(

=1 i=

implies
(o) < 2°K% |&;, | €| - (86)
Indeed, either 2k|&;,| > |&;,| and

k+1 9 k+1
@) <a((Dlal) + D 162) < 2782 (6 ol
=1 =1

or [&,] > 2k|&;,| and then £ and &, have the same sign so that

) <4(lal + (X lel)” + 206l 3 lal) < 2996 Il

1£1 110 1#£i1
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From (Bf), we infer that in this region,
L S KIPEag 1P Wallz IFIS + bk = DIPES |3, | Por Wz P2
S RIPAWlpz [FI]

2 k—1
S Bl IFI5 (s7)

ii) Estimate on Ji ;. Proceeding as in the treatment of the terms in (76),
we can write J; as

Jeg = HP>3< VaP1Q 2 F) Py (F' GH 750

where
k k— ]+2
G:ZCgPngF)q 2(P 2 F) Z c,gzplQQF)(mp)“J
q= =0
Clearly - -
|G| S k(k—=1)|PLF| x| F| (88)
and thus
IGla, S KPS 2 (89)

Note first that we can assume that |o| > 2!9(k+1) since otherwise obviously,

iy S kQII?/)zQ 2 PlFHL4 IFI15 2 < kb HL4 IFI5572 S Rl IIF 52
(90)
We have thus to estimate

Jey = “X{523}X{|0|2210k}<U>7/8ft,x<(¢2Q%P1F)2P§1(Fl)G>(7—7§)‘L2

where o = 7 + £[¢].
As in Lemma [L.4, one of the difficulties is that we do not know if Fi. L(F))
belongs to L t.1- Using again the Littlewood-Paley decomposition it can be
seen that for 1 > 2,

l
DAL ALF) Y nlin,i) [] A (91)

i1>i2>0 0<is,..,i;<i2 Jj=3
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where n(iy,..,7;) is an 1nteger belonging to {1,..,1(l — 1)} (Note for instance
that n(iy,..,4) =1 for iy = -+ = 4; and n(iy, .., ) =1(l—1) for iy # - # 7).
We set

l

Hjgi=Dj(F)A(F) Y nl, g, i) [] A0, (F)

0<i3,..,i1<q m=3
It is clear that for [ > 2,

Tt S0 HX{ =

>7/87:tm<(¢2Q 2 PF)?G P<( qu))‘

iSq>1 ol > 210, } L2,
7/8 2 , -1 ‘
H s o) ;ﬂ,z(m@;lpm G Paa(8y()20(B) ) [
= N+ Ty
Let us write Ay ; as the sum of two terms :
Agg = Z "X{§23}X{210(k+l)§\a\<(k+l)228+j+q}( >/.7'"m<(¢2Q 2 PIF)*GP<( _]ql))‘LQ
izq>1 7€
+ HX > BF e ¢2Q 2 PIF GP<; 1 ‘
j;l {\go\>23max(21°<k+l),<k+l)228+j+%}< 7 ' (( ) ((H s )> Lf,s
= Mg+ A7

From the definition of H;,;, (B9) and (B§) we infer that for | > 2,

oo J

Ay 5 RS 2T B 3 H e
j=1q=1 ’
o 2
SRR (D0 277 et Pl s )
j=1
S RPNFIEI 2Pl S GOIFIS IR, - (92)

On the other hand , using (BY), it is easy to check that for [ > 2,

2 2 7/8
A, < (KD "X{gz3}(0>/ /mkﬂ—l .  X{Jo|>25 (b€, €3, 1@ 2, o PiF(m, &)

e (12Q 2 PoF ) (2 &2) | |PLF (73, €9)| | PLE (i, €)1 F (7, ) | F (7
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where [&;,| = max |§| and |&;,| = max;»;, |&] . But according to (83)-(B6),
we must have |o| < 10(k + [) max;—1 1|7 — §i]§,~H in the region of inte-
gration above. Therefore, according to Lemma

Afr S (RD*(k+ D)@ 2 P, IIFIGH 3HFH (1/50
kD2 (k+ D[2Q_2 PLF|a, 1P| 2H¢2Q P s
< (kD (k + Dk Fe IIZooHFHk“ ’

(ElEel 00 (1PsFll g0 + Qs Fyrimo) + 1Ly 2@ 2, PuFll o)
S 0PIl ol + IFL)0 + lal DFIE. (@9

It remains to estimate I'y; for [ > 2. We notice that

I'vi S k‘QlH/ |ft,x(¢2QLP1F)(Tla51)||ft,x<¢2QLP1F>(T2,52)|
IRkal (A—1Z)k+1-1 k-1 E—1

k+1

HyPlF el [Pl I1 IBFE,

i=k+2

which can be estimated in the same way we did for I;. More precisely, in
the region, 24(k 4 1) max l’TZ‘ —&|&il| > |o| we easily get as above
1=1,..,k+

Dt S (B + 12 MullR, , (v, +HFHAA)(1+IIUHNM)>HFH’“” (99

and in the region |o| > 24(k +1) Ilnaéc Z\Ti — &]&i]| we infer from (Bf) that
1=1,..,k+

Tea S (k+ D% ulR,  IFI5E 2 (95)

Finally, we notice that Jk,o and Jk71 with k& > 3 can be estimated exactly in
the same way.
iii) Estimate on L; This term can be treated in the same way as the
preceding one and is even much simpler. Since k£ > 2 we can decompose
Q1(F)* as we did for F' in (BI) and then proceed exactly in the same way
as for Ji ;. We get

Ly < Bl , (0 + ul, ) (96)

Gathering (B1)-(B4), (B7)-(PQ) and (P2)-(P6), we finally deduce that

1Pos Bz s S (hollasp, (1 + ull, )+l ) e (97)

which ends the proof of (BJ).
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6 Uniform estimates and Lipschitz bound for small
initial data

We will now prove a uniform estimate for small initial data. More precisely,
for any given real number K > 0, we will prove a uniform estimate for initial
data in HY N Bk , where B  is the small closed ball of L%\ defined by

Biea={pe L} 100l S K andllpllz S} (98)

where 0 < ¢ = ¢(K) << 1 only depends on K and the implicit constant
contained in the above estimates . At this stage, it worth recalling that
these implicit constants do not depend on the period A.

6.1 Uniform estimate for small initial data

For K > 0 given, let ug belonging to H§° NBg . We want first to show that
the emanating solution u € C'(IR; H{®), given by the classical well-posedness

results (cf. [l], [[(3]), satisfies
lullv,, $€* and  flwllyo, S (99)

Clearly, since u satisfies the equation, u belongs in fact to C*°(IR; H°) and
thus v and w belong to M7 NNy . We are going to implement a bootstrap
argument. Since we have chosen to take T' = 1 we can not use any continuity
argument in time but as in [B] we will apply a continuity argument on the
space period. Recall that if u(¢,z) is a 2Am-periodic solution of (BO) on
[0, 7] with initial data ug then ug(t,z) = 7 u(87%t, 87 1z) is a (27\3)-
periodic solution of (BO) on [0, 8%T] emanating from ug 5 = B~ ug (8 1z).
Moreover, denoting by wg the gauge transform of ug, it is worth noticing
that

wslt,x) = B w(B2, 57 1a) (100)
Straightforward computations give

—_—

—1/2 —1 —1
luo.sllzz, = B2 uoll g and (05 uo ol 1 = 110z o]l

and in the same way one can easily check that the Ny y-norm of ug and the
MY , horm of wg tend to 0 as 3 tends to infinity. Hence, for 3 large enough
ug, wg satisfy

sl vy + sl | S
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(B2) then clearly ensures that HwﬁHM?,w S A+ HUO,ﬁHLiﬁ)HuO,ﬁHLiﬁ and

(E3)-(RH)) ensure that
sl s S (14 o slzg o slzz,
Therefore, by (Pg), we finally get
sl s + sl , S 1+ oslzz lunsllzz, S 672

By a continuity argument in 8 we can thus take 3 = 1 and (P9) is established.
Finally, we notice that (Pg) together with (BY) and (R4) proves that for
0<s<1/2,

lullLse mrg + llwllarg , S (1 + lluollz2)lluollms - (101)

A~

6.2 Lipschitz bound

To prove the continuity of the solution as well as the continuity the flow-
map we will derive a Lipschitz bound on the solution-map wug — u for small
solutions of (BO) (Note that up to now this map in only defined on H{®).

Let u; and ug be two solutions of (BO) in Ny N C([0,T]; H°A) associated
with initial data @1 and 9 in By N HS such that their gauge transforms
wy and wy belong to M7 ,. We assume that they satisfy

HuiHNL)\ + HwZHM?A S 62’ =12 . (102)
where 0 < ¢ << 1 is taken as above.
We set W, = P+(e_iFi/2) with F; = 07 'u;, w; = 0, Ws, v = uy — ug,

Z =Wy —Wsyand z = Z,.
It is easy to check that

v = 92iei1/2 [Z%—&BP, (e—z’Fl/2 _efiF2/2)]

12i(eiF1/2 _ iF2/2) <w2 + aJCP_(e—iFW)) (103)
and that z satifies
%—izgy = —OuPy [Wlaxp_(v)} _9,P, [z P_(am)}
—i—% (Po(u%)z + Py(u? — u%)w2> . (104)
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As in the obtention of (R0), we substitute ([[03) in (L04) to get
% — iz = 20, Py [Wlaxp_(e—iﬂ/zz + (e TF/2 ZFl/Q)wg)}

+2i8, P, [Wlazp, (e*iFl/anﬂ(eiFl/? - eiF2/2)>]

+2i8, P, [Wlazp, ((eiFl/z - eiF2/2)azP+(eiF2/2)} +2i0,P, <ZaxP,(e—iF2/2w—2)>
+2i8, P, [Zaxp, <e—iF2/QazP+(eiF2/2)>} + %(Po(u%)z + Py(u? — ug)wQ) .

This expression seems somewhat complicated but actually each term can be
treated as in Section f]. We extend the functions w; and Fj in the same way
as in Section .. To deal with the difference €1/ — eF2/2 we use that
formally

. . k-1
otz 5 Ot gy = 57 Oy ) (S )

keN ) k=1 ' J=0

Moreover, as in (p(0) we have

IPs(F=Fo)lay S || (07 un(0)=uz(O)) |+l —Gall, (i, 1oL

£

and thus

1Fv=F)lay S 7 (0 (ma(0)—ua(0)))

Ll =t (Ul v + sl vs) -
13

Therefore, on account of Lemmas R.1-R.9, f.3-f.4 and (b3), we infer that, for
0<s<1/2,

ez, S 1Ol + €452 [ asae (12l garzo v,
s , ,

10z voll g + [ollwy s + [0l ) (lwall /20 + llufl 2 + IIU2HN1,A))

el oz (sl gazzo + 1wzl + 1l ) + el zo
ol luzllv ezl 1720

where

—_—

Ky 4 Ky = C (105 1 (0) g + 105 ua (0) 1y + I, , + luzli, )
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Thanks to ([[02) we thus obtain that

Iz, S (14 leallzz + lerllzg L+ M%) e = ol

22 [Jwnll a2l gr/20 + 105 0Ol + 0llv, )
el grns +llolln] (105)

since, by Lemma [L.]], it can be easily seen that

120) ;S Nl = wallag (1+ lellzg + leallzz )
+e O — e RO oo [l || (1 + lenllz2)
with
e PO — =0 oo < 107 (01 — @2)llzge S A2 ller — #2lliz

On the other hand, proceeding as in Section ] and using ([[0J), one can
check that

follvan < 10Ol gz + 2 (Iellag, + 107 000} + ol )X 52 . (108
Noticing that by Cauchy-Schwarz in &,
10770015y S Y2001z ~ A2 (O] 13
and gathering ([[05) and (L06) we obtain
ollsin + sy, S (0 +EXD o1 ol . (107)
Coming back to ([L0F) this leads to
2oz, S (14 2X2) o = allmg (108)
Now, proceeding as in ([[§), we infer that

v = BxFl - 8$F2
— 9;0tF1/2 [z +0,P. <e—iF1/2 _ e—iFQ/Qﬂ + 2Z~(6iF1/2 _ eiFg/Q)(w2 + axpi(e—iFg/Z)

and thus
Pov = 2iPoy (e1/22) + 2Py [P>1(€iF1/2)3xP_ (eiiFl/Q N eiiFQ/Q)]

12iP.y [(eiFl/ 2 _ eiFQ/Q)wQ] + 2Py, [P>1(eiF1/ 2 _ eiFQ/Q)azP,(e*iFQ/QOIﬂ%)
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Therefore, by Lemmas [L1.3, ([02) and (PF)

15Quwliers S (Ilellve, + €2l zers + 22007 olligerge) ) e

S (lelvg, +220+ N2 ) ez )
Since on the other hand (see ([32)),

1P ollzzers S et = wallzg + ol (s, + luellzs ), (110)
we finally deduce from ([[0f)-([07) that

[ vl ez S 1+ EN22 o1 — oollug (111)

7 Proof of Theorem [I.7]

We will first prove the local well-posedness result for small data, the result
for arbitrary large data will then follow from scaling arguments.

7.1 Well-posedness for small initial data

For any K > 0 and A > 1 given, let ug € Bg N HS with 0 < s < 1/2
and let {uf} C H>(T) N By, converging to ug in H*(T). We denote by uy,
the solution of (BO) emanating from vg. From standard existence theorems
(see for instance [[l], [[3), un € C(IR; H®). According to (99) and ([[01)),
for all n € N*,

el s + lallygg, < € (112)

and
[un | e rrg + llwnllarg, S (1 lluollp2)lJuollag (113)

where w,, = 8xP+(e_iF"/2) is the gauge transform of w,. Note that this
uniform bound would enable to prove the local existence for s > 0 by us-
ing weak convergences. On the other hand, for s = 0, weak convergences
would not be sufficient to pass to the limit on the nonlinear term u?. Ac-
tually, with ([07) and (1)) in hand, we observe that the approximative
sequence u" constructed for the local existence result is a Cauchy sequence
in C([0, 1]; H3) NNy since the u,, satisty (Bd)-([0T) and ug ,, converges to ug
in H3. Hence, u, converges strongly to some u in C([0,1]; H§) N Ny . This
strong convergence permits to pass easily to the limit on the nonlinear term
and thus u is a solution of (BO). Moreover, from ([L01]) and ([L0§) it follows
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that the sequence of gauge transforms w, of u, is a Cauchy sequence in
M . Hence wy, = 0, Py (e n/2) converges toward some function w in e

and from the strong convergence of u it is easy to check that w = P, (e~ *F" / 2)

with F = 9, lu.
Now let u! and u? be two solutions emanating from ug belonging to N1
such that their associated gauge functions belong to X )1\/ 20 According to

(B9), the gauge functions belong in fact to Mﬂ , and by the same dilation
argument we use to prove the uniform boundness of the solution, we can
show that for 3 large enough and i =1, 2,
lesling , + obllagg, S (U + lwosllzglwosllzg, S B~%e(K)?

with K = \|a;1u0,5||Lé = Ha;luon%. Therefore (u%,w%) satisfy the small-
ness condition ([[09) with ¢ = ¢(K,\3) and ugs € Bg . It then follows
from ([L07) that u}a = u% on [0,1] and thus u! = u? on [0,1/3%]. This
proves the uniqueness result for initial data belonging to Bg ). Moreover,
(L11) clearly ensures that the flow-map is Lipschitz from Bk y N H3 into
c([0,1]; H3).

7.2 The case of arbitrary large initial data

We use again the dilation invariance of (BO) to extend the result for arbi-

trary large data. Recall that that if u(t, z) is a 2w-periodic solution of (BO)

on [0,7] with initial data ug then uy(t,z) = A" tu(A72¢t, A~1z) is a (27w\)-
periodic solution of (BO) on [0, \*T] emanating from ug )y = A lug(A~1z).
Recall also that the associated gauge functions satisfy wy (t, ) = A" fw(A~2¢, A~ 1x).
Let ug € H*(T) with 0 < s < 1/2. Note that

—

165 uallzy < ol
We thus set K = ||ugl|z2 and take
A= max<1,s(K)—4\|u0||iQ> > 1

so that
luoallzz < A2 |fugll 2 < (K)? .

It follows that ug » belongs to Bk \ and so we are reduced to the case of small
initial data. Therefore, there exists a unique solution uy € C([0,1]; H{) N
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Ny of (BO) with wy € M7 ,. This proves the existence and uniqueness of
the solution u of (BO) in the class

ue C([0,T]; L*(T)) "Ny, w e MY

emanating from ug with T'= T'(|Jugl|z2) and T" — +o0 as ||ug||z 2 — 0. The
fact that the flow-map is Lipschitz on every bounded set of H*(T) follows
as well since A only depends on ||ug||z2.

Note that the change of unknown ([L§) preserves the continuity of the
solution and the continuity of the flow-map in H*(T). Moreover, the Lip-
schitz property (on bounded sets) of the flow-map is also preserved on the
hyperplans of H*(T) of functions with fixed mean value. Finally, the global
well-posedness result follows directly by combining the conservation of the
L?-norm and the local well-posedness result.

8 Proof of Theorem

8.1 Analycity of the flow-map

Let us prove the analyticity of the solution-map ¥ : ug — u from H*(T) to
C([0,1]; H*(T)) at the origin. Note that the other points of H*(T) could be
handle in the same way. Also we restrict ourself to the case 0 < s < 1/2 but
the case s > 1/2 can be treated in a similar way (in fact easier) by using
the results of [[[§.

The analycity of the flow-map will be a direct consequence the three follow-
ing ingredients :

e The Lipschitz property of ¥ proven in Section [j.

e The fact that it appears only polynomial or analytic function of u in the
equations we deal with.

e We have an absolute convergence, in the norms we are interested in, of the
serie obtained by replacing the analytic functions of u by their associated
entire series.

So, let ¢ € H*(T) with |||z = 1 and let € > 0 be a small real number to

be fixed later. Taking ug = ep we know from ([[07), (0§) and ([[11)) that,
for € small enough, there exists ¢; > 0 such that the corresponding solution
u and its gauge transform w verify

lullny + [[ullpge s + lwllay < Cre (114)
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Now let C' > 0 be a universal constant we take very large constant (We can
take for example C' > 0 to be the exponential of the sum of all the implicit

(]

constants interferring in our estimates in Sections fHf). According to (fd)

and (B7), we get
|PsF — eV () Psglln, < Clere)?
On the other hand, since 9, ' € H*! which is an algebra, it holds in H**!

i1 i _ —ie 4 1 ~
W(0) = (e 9/%) = 1= 2ePL (07 0) + Y () =P (07 )F)
k>2 ’

and thus ‘
i
w(0) = —5ePi(p) + Ac with [|A<]ps < 4z
Consequently,

V()w(0) = —%gva)a@ L V(AL with V(DA < C(de)?

Now according to (), (B1), (1§) and (BH), we infer that ||w—V (t)w(0)| s <
C(c1€)? and thus

w4+ V() Pyl < 20(cre)” (115)
It then follows from (B1)-([7T), (7). (7§)-(B0) and (P7) that
Poy(u) = 2iPogw + A. = eV(£) Pog(p) + A.

for some function /:Xe satisfying HA/:XEHN1 + HA/:XEHLToHs < 3C(c1e)?.
We thus finally get,

i
lu=eV@)ellnp +lu=eV ()l m=+llw+5eV(E) Pospllag , < 6C (cre)? .
(116)

In the same way, according to (R(]), expanding e~ /2 and €F/2 as in Section
H, with (14)-([L1d) in hand, we get
i or1 1 [ ) _
w o= —§€V(t)P+(cp) —c [ZV(t)PJ’_((pax ©)+2i [ V(t—1t)0, Py <W18$P_ (w1)>
0

TA. .

where

i
up = V(t)p, Wi = —§V(t)P+(a;1<p), wy = 0, W)
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and [|Ac|las S 6C% (c1e)® and so on ...

Itering this process we obtain that there exists g > 0 such that the following
asymptotic expansion of u in term of ¢ holds absolutely in C([0,1]; H®) for
0 <e < e,

u="> " Alp) . (117)

k>1

Here, Ai(p) =t — V(t)p and more generaly Ay is a continuous k-linear
operator from H*(T) to C([0,1]; H*). Therefore u is real-analytic and in

particular C*° at the origin of H*(T). Moreover, since

u(t,") = eU(t)p + % /Ot V(t —t)ou(t)dt’

by identification we infer that

Mo =tm5 ¥ [Ve-ta(au@au@) e )

8.2 Non smoothness of the flow-map in H*(T), s < 0.

Let us start by computing Ak (¢, Acos(Nz)) for k=1,2,3. Of course,

Ay (t,cos(Nz)) = cos(Nx — N*t)

2
Since 0y <A1 (¢, cos(Nx))) = —Nsin(2Nz — 2N?t) we infer that

t 2
As(t,cos(Nz)) = % / Vit — )0, (Al(t, cos(Nx))) (t') dt
0
t
. / sin<2Nac —ON2 — 4N2(t — t’)) dt!
2 Jo
= ﬁ [COS(2N$ — 2N?t) — cos(2Nz — 4N2t)}

In the same way,
Ir. 2 . 2
Oy <A1(1, cos(Nz))Aa(t, cos(Nm))) = 3 |:SH1(N.%' — N%t) —sin(Nz — 3N t)]

3
—3 [sin(?)Nx — 3N?%t) —sin(3Nz — 5N2t)]
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and thus

As(t,cos(Nz)) = /0 V(t—1t)0, <A1 (t,cos(Nz))As(t, cos(Nx))) (') dt

1 t
= —g/ [sin(Nm—N2t)—sin(Nx—3N2t/—N2(t—tl))] dt'
0

3 t
-3 / [sin(?)Nx —3N%' —ON?(t —t')) —sin(Nx — 5Nt/ — N?(t — t’))] dt’
0

t
= 3 sin(Nz — N?t)

1
+— [COS(Nx — 3N?%t) — cos(Nz — N2t)]

16 N2
1
+W [Cos(3Nm — 3N?t) — cos(3Nz — 9N2t)]
3
~ N2 [cos(3Nm — 5N?t) — cos(3Nz — 9N2t)]

Therefore, setting ¥ = N9 cos(Nx) it follows that
1As(t, W) e 2 t N7 @

and from standard considerations (cf. [f]) the flow-map cannot be of class
C3 at the origin from H*(T) into H*(T) as soon as s < 0. Moreover, by a
direct induction argument it is not too hard to check that for any k > 4,

| Ag(t, cos(Nz))| s < Cj, N*®

Therefore, for any fixed integer K > 4,
K+2
H Z Ak(t,cos(Nx))HHs < Oge’N*
k=4
Now, taking as initial data oy = en cos(Nz) with 0 < eny < g9/2, we know
from ([[T7) that the associated solution uy can be written in L?(T) as

un(t,-) = Zalvak(t,cos(Nm))
k>1
For N large enough and s < 0, we thus have
lun(t,) = V() enllas = tex||sin(Nz — N%t)||gs — Cxe*N*
oo

~ EN

—C Y (=)Ao cos(Na)) | 2
€0
k=K+3

ted || sin(Na — N2t)||gs — Oy N® — Ceht3

s?’st (t — Cgen — CsﬁN*s>

VOV
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For any 0 < a < 1 and s < 0 fixed, we take K > 0 such that

1 <
— <«
K
Setting . s
aN:min(@,—, ( )%)
2 4CK’  4C

we infer that
teX N®
tex *N~|lon |35

ENTZ o |5

lun(t,-) = V(&)on | as

LV VRV

It follows that the flow-map (if it coincides with the standard flow-map on
H®(T)) cannot be of class C'*< at the origin from H*(T) into H*(T).

9 Appendix

9.1 Proof of Lemma [.1]

We separate the low and the high modes of h. To treat the high modes
part, we observe that by Leibniz rule for fractional derivatives (cf. [L]) and
Sobolev inequality,

|72 (@umy )|

Q)

< |

el o Il |72l
A

q 4
L —
A A

< |

J§+1/2fa/4Q1(h)‘

a/d «
2 el + [l V2

S (10ehllpz +11Pllzse)ll T gll e -

On the other hand, one can easily check that

|

Interpolating between this two estimates we obtain the desired estimate on
the low modes part.

()],

q
A
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9.2 Proof of Lemma

Clearly the low modes part of zv can be estimated directly by an Holder in-
equality. Now, using the nonhomogeneous Littewood-paley decomposition,
we get for ¢ > 8,

q—1i—2
Bo(z0) = 3 Bg(Bgmilz) D Ai(0)
|i]<2 §=0
q—i—2
+ Z Aq (Aq—i(v) Z AJ(Z)> + Aq< Z Z Al_j(U)AZ(Z))
ji|<2 j=0 i>q-2 [j|<1
Therefore,
Y P C PR £/ S -
q>8 q>4
Hiolz, (1A + D0 D 1Ak ) - (119)
T >4 T Sak>g—2 ’

The desired result follows since for k > 2,

1Ak <27z oo -
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