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Abstract

It is thought that one role of the basal ganglia is to
constitute the neural substrate of action selection.
We propose here a modification of the action selec-
tion model of the basal ganglia al.,
P0013{b) so as to improve its dynamical features.
The dynamic behaviour of this new model is as-
sessed by using the theoretical tool of contraction
analysis. We simulate the model in the standard test
defined in [Gurney et al., 2041b) and also show that
it performs perfect selection when presented a thou-
sand successive random entries. From a biomimet-
ical point of view, our model takes into account a
usually neglected projection from GPe to the stria-
tum, which enhances its efficiency.

Keywords: contraction analysis, action selection,
basal ganglia, computational model

Introduction

competing actions. Given sensory and motivational inputs,
the basal ganglia are thus supposed to arbitrate among these
actions and to allow the activation of the winner by disiriiib

ing the corresponding motor circuits.

Numerous computational models of the BG have been pro-
posed in the past (Gillies and Arbruthfott, 2000, for a neyie
in order to explain the operation of this disinhibition pess,
the most recent and complete model —in terms of anatom-
ically identified connections accounted— is the GPR model
proposed by Gurney etla[. (200fla,b). Beyond its generic se-
lection properties, explored if (Gurney e} fl., 2001b) dhe
ficiency of the GPR as an action selection device has been
tested in both robotic and simulated animats solving variou
tasks, involving execution of behavioural sequences igairv
and navigation|[(Montes-Gonzalez ef @l., 4000; Girard gt al.
2003 [2006).

The properties of the GPR were analytically studied at
equilibrium, however the stability of this equilibrium @n
thus the possibility to reach it) was not assessed. We peopos
to use contraction analysis (Lohmiller and Sldtihe, 1998) —
theoretical tool to study the dynamic behaviour of nondine
systems— in order to build a new model of the basal ganglia

The basal ganglia are a set of interconnected subcortieal nwvhose stabilit¥ can be formally established. By using récen

to cognitive ones (Mirk, 19

processes, from motor functionslata [Parent et -, 2400) concerning the projections oalba
&; Middleton and Stfi¢k, 1994). ganglia nucleus (the external part of the globus pallidws),

Theirroleis interpreted as a generic selection circuit,they  improve the quality of its selection with regards to GPR and
thus have been proposed to constitute the neural substrate then test this improvement in simulation. Finally, we dissu
action selectionliz_l\/li%kl, 1994; Krotopov and Etlinger, 1]999; the remaining biomimetic limitations of the proposed model
Redgrave et al|, 1999).

The basal ganglia are included in cortico-basal ganglia2 Nonlinear Contraction Analysis
thalamo-cortical loops, five main loops have been 'dem'f'edBasically, a nonlinear time-varying dynamic system will be

in primates [(Alexander et ., 1986, 1990; Kimura and Gray'caIIed contractingif initial conditions or temporary distur-

blel,_@ﬁ): motor, oculomotor, prefrontal (two of them)jan. bances are forgotten exponentially fast, i.e., if trajge®of

limbic loops. Within each of these loops, the basal gangllqhe perturbed system return to their nominal behaviour with
circuitry is organised in interacting channels, among Whic an exponential convergence rate. This is an extension of the
tse:‘(iectll?n Ozsursﬁc;rizehigil:teu'[ n#glt?]' ofr:tnheintt)aisnatlhg{inglla arﬁ/elI-knownstabiIityanalysis for linear systems with the great
onically active a ory, a us mainta engeets advantage that relatively simple conditions can still beegi

under sustained inhibition. Selection occuigdisinhibition . L o
: . i - o for this stability-like property to be verified, and furtineore
(Chevalier and Denigad, 1990): the removal of the inhibitiony -+ e property is preserved through basic system coasbin

exerteq by one Cha”’?e' on its spec_ific target circuit_ aIIOWstions. We also want to stress that assuming that a system is
the activation of that circuit. Concerning action se_lercnnﬂne contracting, we only have to find a particular stable trajggct
basal ganglia channels are thought to be associated to ba%: be sure that the system will eventually tend to this trajec

“The support of the BIBA project funded by the European Com-tory. It is thus a way to analyse the dynamic behaviour of a
munity, grant IST-2001-32115 is acknowledged. model without linearised approximation.




2.1 The basic brick Feedback Combination

In this section, we summarise the variational formulationConsider two contractin_ms and an arbitrary feedback

of contraction analysis of (Lohmiller and Slofirfe, 1p9&), t Cconnection between the h (Sofirfe, 2P03). The overallalrtu

which the reader is referred for more details. It is a waydynamics can be written

to prove the contraction of a whole system by analysing the d [ &z 5z

properties of its Jacobian only. This can be seen as the basic — ( 521 ) =F ( 5z1 )

brick of the theory, as in next sections we will often studg th dt 2 2

contraction of small components of the system and then desompute the symmetric part &, in the form

duce the global contraction of the system using combination

rules (see sectidn 2.2). Lip 4wy = Fi, G
Consider an-dimensional time-varying system of the 2 N Gl Fys

form:

(1) = £(x(t), ) (1) Whgrg by hypothgsist_he matricéss_ are uqifprmly negativg
’ definite. ThenF is uniformly negative definite if and only if
wherex € R™ andt € Ry andf isn x 1 non-linear vec- Fy, < GZ Ffsl G, , a standard result from matrix algebra
tor function which is assumed to be real and smooth in th€Horn and Johnson, 1985). Thus, a sufficient condition for
sense that all required derivatives exist and are contisiuuoucontraction of the overall system is that
This equation may also represent the closed-loop dynamic of

2 .
a neural network model of a brain structure. 07(Gs) < A(F1) A(F2) uniformly Vx, vt > 0
We now restate the main result of cpntraction analysis, seghere A(F;) is the contraction rate oF; ando(G,) is the
(Eohmiller and Slotink{ 1998) for details and proof. largest singular value . Again, the results can be applied
Theorem 1 Consider the continuous-time systeff (1). Ifrecursively to combinations of arbitrary size.
there exists a uniformly positive definite metric Contraction analysis on convex regions
M(x. 1) — O(x. )7 O(x. t Consider a c_ontrac_ting systemn = _f(x,t_) maintained in
() (x,1)" O, %) a convex regiorf2 (i.e. a region2 in which any shortest
such that the generalised Jacobian connecting line (geodes,iqj;‘l2 ||6x|| between two arbitrary
) . pointsx; andx, in Q is completely contained if2). Then all
F=(©+6J)6 trajectories irf2 converge exponentially to a single trajectory

(Lohmiller and Slotine} 2000). Furthermore, the conti@cti
rate can only be sped up by the convex constraint.

is uniformly negative definite, then all the all system tcaje
tories converge exponentially to a single trajectory witime

Vergence rateh,q.|, WhereA,,.q, is the largest eigenvalue of 2 3 Qur basic contracting system : the leaky
the symmetric part df'. The system is said to lsentracting integrator

In our model of basal ganglia, we will use leaky integrator
Remark. In many cases, if the system is not properly de-models of neurons. The following equations describe the be-
fined, the expected metric may be hard to find. Most often, ihaviour of our neurons whereis a time constani(t) is the
is possible to fall into a standard combination of contragti activation,y(t) is the output(¢) represents the input of the
systems just by rearranging the order of variables consitler neuron, andf is a continuous function which maintains the
whereas the original definition of the system did not stresgutput in an interval.
contraction properties.

Ta(t) = —a(t) + I(t)

2.2 Combination of contracting systems { y = fla)

We now present standard results on combination of contract- This kind of neuron is basically contracting since its Jaco-

ing systems which will help us in showing that our model ispjan is— 1 and the interval defined by the transfer function is
contracting by analysing first contraction of each nuclaus o 5 particufar convex region.

one side and then their relative combination. In the rest of this paper, we will use the family of functions

Hierarchies Jeimaa

The most useful combination is the hierarchical one. Con- 0 if x<e

sider a virtual dynamic of the form { x—e¢e |if e<z<mazr+e¢ 2
max  else

(o) = (e ) (50)

dt \ 0z For Fon )\ 022 3 Model description

The first equation does not depend on the second, so that eXhe basic architecture of our model is very similar to the GPR
ponential convergence of the whole system can be guaranteéfiy ). We use the same leaky-integrator model of neurons as

(Lohmiller and Slotine] 1998). The results can be applied rebuilding blocks, each BG channel in each nucleus being rep-
cursively to combinations of arbitrary size. resented by one such neuron. The input of the system is a
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input to each neuroiof the D1 and D2 sub parts of the stria-
tum is therefore defined as follow#/(being the number of
channels):
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The up-state/down-state of the striatal medium spiny neu-
Figure 1: Basal ganglia model. Nuclei are represented byons is modelled, as in (Gurney ef] dl., 2001b), by activa-
boxes, each circle in these nuclei represents an artificialon thresholds ,,, ande,,, under which the neurons remain
leaky-integrator neuron. On this diagram, three chanrrels a sjlent.
competing for selection, represented by the three neurons i The sub-thalamic nucleus (STN) is the second input of the
each nucleus. The second channel is represented by gregsal ganglia and receives also projections from the GPe. It
shading. For clarity, the projections from the second ck&nn glutamatergic neurons have an excitatory effect and prajec
neurons only are represented, they are identical for theroth the GPe and GPi. The resulting input of the STN neuron is
channels. White arrowheads represent excitations ané bla@iven by:
arrowheads, inhibitions. D1 and D2: neurons of the striatum
with two respective types of dopamine receptors; STN: sub- N
thalamic nucleus; GPe: external segment of the globus pal- TN = 5, —wiTY nype (5)
lidus; GPi/SNr: internal segment of the globus pallidus and J=1
substantia nigra pars reticulata.

The tonic activity of the nucleus is modelled by a negative
threshold of the transfer functian,,., .
The GPe is inhibitory nucleus, similarly as in the GPR, it

vector of saliences, representing the propensity of eaeh be . .
haviour to be selected. Each behaviour in competition is a receives channel-to-channel afferents from the striatodrea

sociated to a specific channel and can be executed if and onﬂ}ﬁuse excitation from the STN:
if its level of inhibition decreases below a fixed thresh@ld

N
An important difference between the GPR and our model is IGPe = _qGPeyD2 4 4yGPe Z yfTN (6)
the nuclei targeted by the external part of the globus palid =
(GPe) and the nature of these projections. The GPe progects t ) N )
the subthalamic nucleus (STN), the internal part of theggob _The GPiand SNrare the inhibitory output nuclei of the BG,
pallidus (GPi) and the substantia nigra pars reticulataYySN Which keep their targets under inhibition unless a charmel i
but also to the striatum. Our model includes the striatum proSelécted. They receive channel-to-channel projectiaos fr
ections, which have been documentfd (Staines|dt al.] 198ih€ D1 striatum and diffuse projections from the STN and the
Kita et al.,[I99p) but excluded from previous models. More-CPe:
over, the striatal terminals target the dendritic treeslengal-
lidal, nigral and subthalamic terminals form perineuraretb N
around the soma of the targeted neur 2000). IOF = —wyPl w3y
This specific organisation allows GPe neurons to influence =
large sets of neurons in GPi, SNr and STN (Parent kt al., N (7
PO0(), thus the sum of the activity of all GPe channels influ- Gpi GPe
ences the activity of STN and GPi/SNr neurons (eﬂqn. 5 and ~ Ware Zyj
f), while there is a simple channel-to-channel projectimn t
the striatum (eqrf]3 arfdi 4). This model keeps the basic off-centre on-surround select-
The striatum is one of the two input nuclei of the BG, ing structure, duplicated in the D1-STN-GPi/SNr and D2-
mainly composed of GABAergic (inhibitory) medium spiny STN-GPe sub-circuits, of the GPR. However, the channel
neurons. As in the GPR model, we distinguish the neuronspecific feedback from the GPe to the Striatum helps sharp-
with D1 and D2 dopamine receptors and modulate the inpuéning the selection by favouring the channel with the highes
generated in the dendritic tree hywhich here encompasses salience in D1 and D2. Moreover, the global GPe inhibition
salience and GPe projections. Lateral inhibitions areialso  on the GPi/SNr synergetically interacts with the STN excita
plemented, but their weights, ., ,, andw, . is keptwithin  tion in order to limit the amplitude of variation of the infb
the limits set the contraction analysis (see sedtioh 4.he T tion of the unselected channels.

j=1



4 Mathematical results

We first analyse the contraction of the GPR model before
showing under which weighting constraints our model is con-
tracting and which sufficient salience input conditionswll

it to perform “perfect selection” (output inhibition of ssited
channels equal t0).

4.1 Contraction analysis of the GPR model

While it is difficult to refute contraction of a system as the
metric in which it is contracting is not givespriori, we can
study contraction in particular metrics for the sake of firgdi
a contra-example which will demonstrate the non-contngcti
behaviour of the system.

First, remark that lateral connections on striatum @nd
D5) make the model non-contracting in the identity metric
when the weight of inhibitionv,,, > 1. Indeed, by comput-

ing directly the eigenvalues of the Jacobian

-1 —Wrat —Wrat
—Wp oy -1
J =
—Wrat
—Wrat —Wrat -1

we have\,,., < —1+4w,,,. Unsurprisingly, whem,,, = 1
the system has multiple points of stability and thus the rhode
is not contracting in any metric.

A typical example of multiple points of stability occurs
when two channels, say and j, have the same highest
saliencesS,,,, for input. We then have a continuum of
possible stable points in D1 and D2 covering the segment
a; + aj = Smaz With a;, a; > 0, while all the other channels
being fully inhibited.

Such a situation occurs when reproducing the basic selec-
tion test proposed ir| (Gurney etlgl., 20p1b). In this fivesste
test (fig.|2), no channels are excited during the first one, and
none of them is thus selected; then during the second one, the
salience of channel 1 is increased and this channel is conse-
guently selected; during the third one, channel 2 is pravale
larger salience than channel 1, channel 1 is thus inhibited a
channel 2 selected; in the fourth one, the salience of channe
1 is increased to a value equal to the salience of channel 2,
channel 1 is however not selected while channel 2 remains
selected finally the salience of channel 1 is decreased to its
initial level. Such a drawback can only be solved by reducing
wr,., to avalue strictly inferior to 1.

Second, suppose, .. is set under 1 to avoid this specific
problem, it remains to show that tii&Pe/ST N loop is con-
tracting. Using the feedback analysis with a scaling metric
that dilates the states space of the second system invaved (
key tool in the study of many feedbacks)

I 0
M(O aI>’a>0

makes us compute the maximum singular valugzgf(see

section[2):

a 1
U(Gs) = maz(§, 5(7awGPe + EwSTN))
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Figure 2: Simulation results (GPi/SNr inhibitory outpudy f
the first three channels of a 6-channels system, using the Gur

ney et al. (2001b) test on the GPR model. During the period
900ms < t < 1200ms, channels 1 and 2 have the same input
saliences, and channel 2 only is selected. Dashed lines-repr
sent the input salience of the channel and solid lines reptes

the output of the channel.



which gives rise to the following condition aN : 4.3 Analytical results

As our model is contracting, we only have to find a particular
(14 wit) solution to be sure that the system will eventually reach thi
) @g;; ) ) solution. But, because this contracting system is autonsmo
_ Analysed in the scaling metric, the contraction of the GPR(time-invariant), we know that this solution is an equilitm
is proven whenV remains below this bound, which corre- (Sioting,[200B). Thus, it just remains to show that this equi
sponds taV < 6 with the parameters used ih (Gurney t al., iprium performs the awaited selection.

P001b). This does not strictly demonstrate that the GPR Naturally, as for GPR, we can show that our modedris
model with lateral striatal inhibitons lower tharis not con-  der preservingand thaty""_, 57 is bounded. But more
J=U 77

tracting forN > 6, as there might be another metric in which ;e restingly, we can analytically study our model in itieal

the analysis would give a contraction result with a différen .ocawhen the stable state is one active neuron only,isay
dependence on, or even an independence ffénithowever i 1. and one inactive i P. (necessarily the samig). We
suggests that, even if the result is not conclusive, theieond 4| this situationideal caseas the selection is completely
tions of contraction of the GPR model probably depend OMherformed in theDs — STN — G P. loop and the rest of the
N, this is the main motivation for proposing a model whose,q el simply copies this selectioreL

contraction is proven for less restrictive conditions. Assuming that the salience input of the system leads to the
4.2 Contraction of the model this particular behaviour, we can obtain the following equa

The contraction of our model is demonstrated using the comions by solving the system of linear equations defined in sec

bination properties of contracting systems. '[IOHE, using that. = I for all neurons at equilibrium.

First, we see that every nucleus is trivially contractinghwi N
a ratel as no lateral connection is allowed except for the Zy'STN _
j=1

N <

ZyJSTNgﬁo (Sj + €STN)

D;’s which are contracting whea,,,; < 1 with rate | — ! 1+ act(N — 1w§Erwgty
1+ wp..p:| (S€€ sectiop 4.1). Dealing with thresholds of the o N
leaky-integrator transfer functions is transparent asjii$t a S, >e 4 Wsrn ySTN
particular case of contraction analysis on convex regises ( 0T T2 T gyGPe L
section2]). =t

Next, defining the system carefully leads to a hierarchical Si <ep, + Wrarp2(Siy — €p,)
system of trivially contracting systems except for the loop N
betweenSTN/GP, and D2/GP.. Thus, we only have to I Z STN i # i
master those loops thanks to the feedback combination anal- GPeTSTN = Yi 0

ysis to guarantee contraction of the whole system. )
whereact is the number of neurons of th&T'N whose

STN/GPe ) .. _ activation is larger tham,,. Remark that wher{ N —
Thanks to our reformulation of the GPe to STN projectionsy ), cre s " ¥, y;,_g'TN computes essentially the

(diffuse rather than channel-to-channel), this loop is con- J

: L " : mean of the active saliences.
tracting as it is a positive/negative feedback. In otherdyor 1546 equations give a range of saliences input for which
considering the metric

the model reacts ideally, as its equilibrium corresponds to

M — witV 1 0 “perfect selection”, where the selected channel is coraplet
! 0 wiie 1 disinhibited. Outside this range, the behaviour is more-awk
leads to the generalised Jacobian ward as the whole system is involved in improving the partial

selection made by thB, — ST N — GP. loop. It might con-
1 (w3TNwCrs )g 1 tinue to perform “perfect selection”, perform a less precis
F= ( SN apend GPe TSTN > selection or behave differently, hence the simulation af se
—(wgplwsry)? 1 -1 tion[5.2 in a wide set of input conditions.
and the feedback thus disappears as the symmetridal of
is simply —1I.. 5 Simulation results

D2/GPe Similarly to the simulations made iy Gurney e} al. (2001b),

The feedback is of the form negative/negative feedback andle used a 6-channel model. The parameters were set to
thus we can just try to minimise the impact of the loop bythe values summarised in talﬂa W, 0ip1s Wiarps, WEL®

D2

taking the average of each negative feedback. This is eghlis andw?22_ were set to values compatible with the constraints

by considering the metric needed to ensure the contraction of the systen] (spei422).
wSre I 0 andwg;), were set to values identical tof7, andwg7y re-
M, = 0 wi2, 1 spectively, for the sake of symmetry, whereas it is not manda

. . . tory with regards to contraction. Finally we sef’* to 1
which tells us that the system is contracting as long as rather than td).7 (aswS”*) in order to favour strong selec-

GPe, D2 D2

D2 Wepe < =1+ Weaips tive inhibitions over GPi and thus “perfect selections”.
The last equation is obtained by using feedback analysés, se The simulation was programmed in C++, using the simple
section 2 for more details. Euler approximation for integration, with a time steplafs.

w



Table 1: Parameters of the simulations.

Wraips | 0.4 | wSPe | 07 | 7 0.003s
Wiwips | 0.4 | wSP |1 | A 0.2
wli |1 | wSre | 035|e,, | 200
w2 |1 | wSri | 035|e,, |200
wsT™ | 0.35 Eury | -150
weri | 0.08

5.1 Reproduction of GPR basic selection

properties

We reproduced the selection experiment[of Gurney pt al.

(R001l), were the system is submitted a sequence of five dif-
ferent salience vectors. As we bounded the activity of our
neurons between 0 and 1000, while Gurney et al. had an up-
per limit of 1, we multiplied by 1000 the input saliences for
this test. Each vector is submitted to the system dubifg
before switching to the next one in the sequencelﬂfig. 3).

First, all saliences are null, and the system stabilises in a
situation where all channels are equally inhibited. Thhas, t
first channel receives a 400 input salience which results in
perfect disinhibition of this channej{f** = 0) and increased
inhibition of the others. When the second channel saliesice i
set to 600, it becomes perfectly selectgff{* = 0) while
the first one is rapidly inhibited to a level identical to the
one of the four last channels. During the fourth step, the
salience of the first channel is increased to 600, channels 1
and 2 are therefore simultaneously selected. Finallynduri
the last step of the test, the salience of channel 1 is reduced
to 400, which is then rapidly inhibited while the selectidn o
channel 2 is unaffected.

Our model passes this test in satisfactory manner, its re-
sults differ with the GPR in two ways. Firstly, it tends to
select channels in a sharper manner than the GPR, as it al-
ways reaches “perfect selectionf{”* = 0). Secondly, the
global level of inhibition in the unselected channels isjsab
to smaller variations, because of the regulatory effectadf b
ance between the GPe global inhibition and the STN global
excitation over the GPi.

5.2 1000 random vectors test

In order to test the ability of the model to perform “perfect
selection” in a wide range of salience inputs and without any
influence of its initial state (a property implied by contian

of the model), we fed a 6-channels system with a sequence
of 1000 randomly drawn salience vectors successively. The
saliences of each vectors are drawn uniformly in a 0 to 990
interval (discretisation step of 10), equal saliences atka
rised within the same vector. Each vector is presented durF
ing 0.3s, at the end of this period, the “perfect selection” of
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igure 3: Simulation results (GPi/SNr inhibitory outpuby f
the first three channels of a 6-channels system, using the

the channels with maximum salience is checked along Wit|b

urney et g. [(2001b) test. Dashed lines represent the input

the presence of perfectly selected channels correspotaling
other salience values. Then the next random vector is pr
sented without resetting the system. This test was conducte
with our model and with a GPR model for whiek ,,,; was

set to0.8.

salience of the channel and solid lines represent the oofput
&he channel.



The first result of the test is that for our model, the “perfectlection test proposed iy Gurney ef 4l. (2001b) and, aboye alll
selection” of the channels with maximum salience was noevaluated the quality of selection when it is given a seqeenc
completed in only two cases out of thousand. This occur®f 1000 random salience vectors. In both capesfect se-
when the maximum salience is too low to enable the activitylection was obtained, except in the rare cases where all the
in the striatal neurons to rise above the striatum thresholdcomponents of the salience vector are too low to elicit selec
€, = €5, = 200 and is thus unable to elicit selection, an tion. Moreover, the selectivity of the model in the secorsd te
expected result as these thresholds are thought to filter lowas better than the GPR.
level saliences. Concerning the GPR, processing the sameWe modelled the projections from GPe to striatum as hav-
1000-vectors sequence, “perfect selection” was not obtain ing a channel-to-channel selectivity. However, in theiidgt
in 54.6% of the cases, which is quite natural as the GPR isof five pallido-striatal neurons in ratp, Bevan e} al. (1998)
not designed to perform “perfect selection”. The inhibjtor showed that their primary target seems to be the GABAer-
output of the GPi/SNr of the GPR model is clos&) when  gic interneurons. First, given the limited extend of thisdst,
the input salience vector is null, in which case no channelve cannot exclude the possibility that GPe-striatum projec
should be selected. We thus chose a value ofttlgeshold  tions also concern striatum projection neurons. Secored, th
equal to that maximum. In that case, there is no selection iGABAergic interneurons inhibit the striatum projectiorune
29.3% of the cases. It seems that in this range of salienceons in a relatively diffuse manner, a regulatory effect tha
input, our model selects winning channels more efficientlydifferent from but not opposed to our selective and direat pr
than the GPR. jections: it controls the activity of the whole striatum acah

The second result of the test is that the model has a nicthus affect the contrast of the selection. An alternateionrs
property of contrast enhancement, as the maximum can ba&f our model derived from these results should be tested.
sorted out from its competitors even if they are quite close, We omitted two extra types of documented connections.
generating a perfect selection of the former and a strong inFirst, the STN projects to the GPe, GPi and SNr but also to
hibition of the latter. Indeed, simultaneous selectionhsf t the striatum|(Parent etla]., 2000). Intriguingly, the p@pioin
channel with maximum salience with one of its competitorsof STN neurons projecting to the striatum does not project to
happens only ir7.2% of the cases. Moreover, this only hap- the other targets, while the other neurons project to at leas
pens when the maximal salience value is high=¢ 907.5,  two of the other target nuclei. We could not decipher the role
o = T71.3) and when the difference between the maximalof this striatum-projecting population and did not incluitle
salience and the salience of the supplementary selected chan the current model. Its unique targeting specificity sigige
nel is low (45 selections with a difference of 10, 24 with ait could be functionally distinct from the other STN neurons
difference of 20, 2 with 30 and 1 with 40). We may thus infer This possibility should be explored in future work. The athe
that the limit of discrimination between two saliences of ou missing connections concerns the fact that D1 striatal neu-
model is probably inferior to a few percents. rons probably simultaneously project to the GPi/SNr and the

GPe [Wu et glf 2000), and the fact that lateral inhibitioisex
6 Discussion in GPe and SNr| (Park etla]., ;Q&Z; Jura.ska.{all al.,[1977; De-

niau et al.[1982). These additional projections were added
We proposed a new computational model of the basal garte the GPR in an improved implementatin (Gurney dt al.,
glia exploring how their intrinsic computations operate th ), where the lateral inhibitions of the striatum we®al
physiologically observed “selection by disinhibitiont{€va-  removed. We should add these connections and proceed to
lier and Deniau) 1990), which is thought to be a fundamenta similar test with our model, knowing that the D1-GPe pro-
neural substrate of action selection in vertebrates (Reggr jections would create a new D1-GPe loop and generate an
et al.,[1999). This model shares a lot of similarities with th additional constraint on the weights to ensure contraction
previously proposed GPR mod¢l (Gurney €t jal., 2p01b), as The GPe to striatum connections have the previously
its selection ability relies on two off-centre on-surrowsuth-  evoked functional advantage of enhancing the quality of the
circuits. However, it includes neglected connections ftben  selection, by silencing the unselected striatal neuromter
GPe to the Striatum. Moreover, it distinguishes global pro-estingly, the striatum is known for being a relatively stlan-
jections of the GPe to the STN, GPi and SNr on the one handleus 3), a property supposed to be induced by
and channel-to-channel ones to the Striatum on the other. the specific up/down state behaviour of the striatal neurons

We theoretically studied the dynamic behaviour of the net\When using simple neuron models, like leaky-integratars, i
work and proved its stability by showing that it is contract- is usually difficult to reproduce this with a threshold in the
ing and has an equilibrium point, and thus always convergesansfer function only: when many channels have a strong
exponentially fast to this equilibrium. The independente o saliences input, all the corresponding striatal neurond te
this contraction with regards to the number of channels rebe activated. Our model suggests thatin such a case, the GPe-
sults from the diffuse inhibitions from GPe to STN. We also striatum projections may contribute to silencing the stmna
showed that in andeal case implying conditions on the Finally, the basal ganglia are part of cortico-basal gangli
saliences values, this equilibrium corresponds tpedect thalamo-cortical loops and the quality of selection of tHeRG
selection(where the channel corresponding to the highesimodel was improved by the addition of the thalamo-cortical
salience is completely disinhibited and all others infeit)t componenty (Humphries and Gurhgy, 4002). We plan to ex-

In order to test the selection efficiency of the model in atend our model in a similar manner while trying to preserve
wider range of input conditions, we reproduced the basic seits contraction properties.
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