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The tensor components of the electric dipole polarizability at a wavelength of 632.8 nm, those of the magnetizability and the 
anisotropy of the static hypermagnetizability of furan, thiophene, and selenophene are computed using density functional 
theory ~DFT!. The polarizable continuum model ~PCM! is employed to describe the system in the condensed phase. We can 
thus compare the temperature dependence of the Cotton–Mouton constant for the three molecules, both in the gas and in the 
condensed phase, pure liquids, and solutions, with the results of experiment performed using a 17 T radial access Bitter magnet 
at the Grenoble High Magnetic Field Laboratory. This allows to analyze, in a direct interaction of theory and experiment, the 
performance of DFT and PCM in describing high order nonlinear mixed electric and magnetic effects in condensed phase.

I. INTRODUCTION

The history of the Cotton–Mouton effect ~CME! began
almost exactly a century ago with the first observation of
birefringence induced by a magnetic field on the radiation
traversing condensed media, pure liquids, or solutions.1,2 A
complete theory of magnetic field induced birefringence
came essentially in the mid-1950s, and it was due to Buck-
ingham and Pople.3 It was developed for ideal gases made of
rigid, diamagnetic, noninteracting linear molecules, and it
was accompanied by the first systematic measurements in
gases.4 It was only in the mid-1990s that progress in hard-
ware, computational resources, and algorithms made it pos-
sible to perform ab initio accurate calculations of the inten-
sity of the CME, essentially again in the gas phase—see Ref.
5 for a discussion of the field, both experiment and theory.

In spite of the fact that the experimental setup needed to
determine the magnetic field induced birefringence in the gas
phase is indubitably more complex—and the corresponding
measurement more difficult—than needed for studies in con-
densed phase, the meeting of theory and experiment in this
field has been quite rare. This is due, among other factors, to

the complications arising in the theoretical description of op-
tical properties in condensed fluids, as discussed by Buck-
ingham in Ref. 6 in the context of electric field induced
birefringence ~Kerr effect!. Properties measured in low-
pressure gases and those derived from measurements in the
liquid phase differ, as molecular interactions perturb the in-
trinsic polarizabilities, in the so-called solvent effect.

The state-of-the-art of the CME in liquids was discussed
in 1993 in a review by Williams,7 who refers essentially to
his work with Torbet8 as an example of experimental mea-
surements of the CME of liquid water and of several aqueous
solutions. That paper prompted, a few years later, interest in
the computational study of the effect in liquid water, result-
ing in the analyses of Refs. 9 and 10, both involving one of
the present authors ~A.R.!. In Ref. 9 a dielectric continuum
model—with the solvated molecule placed in a spherical
cavity and surrounded by a linear, homogeneous, polarizable
dielectric medium—was employed for the description of the
condensed phase. This led to an estimate of the Cotton–
Mouton constant of liquid water differing in sign and by a
factor of 8 in absolute value from that estimated by Williams
and Torbet.8 In Ref. 10 a semicontinuum model, where the
central molecule was surrounded by its first solvation shell,
was adopted. This improvement led to recovery of the cor-
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rect sign of the effect, and reduced the discrepancy between
absolute values to a factor of 3.

In the last few years it has been amply shown that con-
tinuum solvation models alone are not able to describe the
properties of the solute in systems where an important net of
hydrogen bonds ~as, e.g., in the above-mentioned case of
water in water! may be present.11,12 As the study of Ref. 10
shows, a quantum mechanical description of the solvation
cluster~s! may alleviate or eliminate the problem. The price
to pay is that the solute plus solvent cluster is most often too
large to be described appropriately at the high quantum me-
chanical level ~including averages on the cluster motions!
necessary for high order properties.

For these reasons we present here a CME study which
for the computational part is based again on a continuum
solvation model, applied however to systems in which no
hydrogen bonds are present. The solvent effect is accounted
for by resorting to the polarizable continuum model
~PCM!13,14 in its integral equation formalism ~IEF!

version.15–17 Peculiarities of this solvation approach with re-
spect to that used in Ref. 9 are ~i! the use of realistic mo-
lecular cavities; ~ii! the introduction of an apparent surface
charge to describe the solute–solvent electrostatic interac-
tion, and finally ~iii! the accounting of the changes on the
applied external field acting on the solute due to the presence
of the solvent. In the PCM-IEF method the system is com-
posed of two parts representing the system under study ~a
single molecule or an interacting cluster! and the environ-
ment. The system ~usually indicated as the solute! is de-
scribed as a quantum mechanical charge distribution within a
volume, the so-called solute cavity, modeled on the molecu-
lar shape of the solute, and the environment ~or the solvent!
as a continuum dielectric. The solute polarizes the dielectric
and the dielectric polarization in turn generates an electro-
static field at the solute, which modifies the original charge
distribution.

In this paper we perform a complete computational study
of the CME of furan, thiophene, and selenophene, both in
gas and in the condensed phases, pure liquids and solutions.
Dennis et al.18 have presented some results of measurements
of the infinite-dilution Cotton–Mouton constant of furan,
thiophene, and selenophene as solutes in cyclohexane at 298
K and 632.8 nm. The measurements were coupled with those
of the Kerr19 and electric field gradient induced ~EFGB!20

birefringence constants and the analysis was mainly centered
around the determination of molecular quadrupole moments.
The association of Kerr, EFGB and Cotton–Mouton mea-
surements aimed at determining electric and magnetic prop-
erties of molecules is a quite common occurrence not only in
the condensed but also in the gas phase. The temperature
dependence of the CME of furan and thiophene vapors has
been determined experimentally by Coonan et al.,21 in a
study of the frequency dependent electric dipole polarizabil-
ities where the authors compared the data obtained with
those estimated computationally at Hartree–Fock self-
consistent field or Møller–Plesset second-order level.

We compute the relevant molecular properties involved
in the process, i.e., the tensor components of the frequency
dependent electric dipole polarizability, a~v!, of the magne-

tizability, j, and the anisotropy of the hypermagnetizability,
Dh. A density functional theory approach that has proven to
be very successful in a recent study of the CME of a series of
di- and tri-atomic molecules in the gas phase22 is employed.
The effect has also been measured in the vapor ~furan!, in the
pure liquids and in a few selected solutions of the target
systems in common solvents, employing the state-of-the-art
experimental apparatus available at the Grenoble High Mag-
netic Field Laboratory and which is equipped with a 17 T
radial access Bitter magnet and a laser light beam operated at
the wavelength of 632.8 nm.

In Sec. II we will go through the theory of the CME,
giving emphasis to the aspect of solvent interactions and in
particular to the use of PCM to compute electric and mag-
netic properties in condensed phase. A section briefly de-
scribing the experimental apparatus and techniques and out-
lining the relationships between theory and experiment
follows. Computational details come next. We then present
our results, both for the gas and the condensed phases, dis-
cussing connections between experiment and theory. A brief
Conclusions section ends the paper.

II. THEORY

A. The Cotton–Mouton effect

When electromagnetic radiation of wavelength l goes
through a liquid or gaseous sample in a magnetic induction
field B perpendicular to its direction of propagation it ac-
quires an anisotropy of the refractive index induced by the
field, Dn(T ,l)5n i2n' , giving rise to an ellipticity. T indi-
cates the temperature. n i and n' are the refractive indices for
light polarized at 0° and 90°, respectively, with respect to the
direction of the applied field. The phase difference of the ray
emerging from the interaction area whose length is l can be
written as ~radians!

f52pCCM~T ,l !lB2
5

2plDn~T ,l !

l
. ~1!

This is the so-called Cotton–Mouton effect ~CME!, and Eq.
~1! introduces the Cotton–Mouton constant CCM(T ,l). The
‘‘molar’’ Cotton–Mouton constant is defined by the
relationship7,23,24

mC~T ,l !5

2lnCCM~T ,l !m~4pe0!

3~n2
12 !2d

, ~2!

where d is the density, m the molar mass, and n the refractive
index in absence of external magnetic induction. The depen-
dence of the refractive index n on the wavelength has been
neglected in Eq. ~2! for sake of simplicity.

For an ideal gas made of rigid, noninteracting, diamag-
netic molecules and for an uniform external field3

Dn~T ,l !5

27B2

2Vm~4pe0! mC~T ,l ! ~3!

5

pB2NA

Vm~4pe0!
@Dh~l !1Q~T ,l !# , ~4!
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mC~T ,l !5

2pNA

27
@Dh~l !1Q~T ,l !# , ~5!

Q~T ,l !5

1

15kT
@3aab~l !jab2aaa~l !jbb# . ~6!

Here, Vm is the molar volume at a given pressure, NA is
Avogadro’s number, k is the Boltzmann constant, and e0 is
the permittivity of vacuum. The remaining quantities enter-
ing the equations are the tensor components of the frequency
dependent electric dipole polarizability—a~l!, those of the
magnetizability—j—and the anisotropy of the frequency de-
pendent mixed electric and magnetic hypermagnetizability—
h~l!,

Dh~l !5

1

5 (
a ,b

Fhab ,ab~l !2

1

3
haa ,bb~l !G . ~7!

For a detailed discussion of the approximations made in de-
riving Eqs. ~3!–~7! above the reader should refer to Refs. 3,
5, and 25.

The elements of the hypermagnetizability tensor of rel-
evance for the Cotton–Mouton experiment, Eq. ~7!, can be
shown to be related to a combination of quadratic and cubic
frequency dependent response functions involving electric
and magnetic dipole operators.5 As for the frequency depen-
dent electric dipole polarizability a~l! and the magnetizabil-
ity j, they can nowadays be computed quite efficiently re-
sorting to modern analytic response theory25,26 employing
~multiconfigurational! self-consistent field wave functions.
On the other hand an analytic approach that can guarantee
magnetic gauge origin independence of the results for h is
not yet available. One can then resort to a mixed numerical-
analytic technique.22,27 If the molecular energy e in a mag-
netic induction ~B! and an electric ~E! field is expanded in
power series, the static hypermagnetizability h can be iden-
tified as one of the mixed fourth-order derivatives or, equiva-
lently, as a second derivative of either the magnetizability j
or of the electric dipole polarizability a,28

h52

]4e~B ,E !

]E2]B2 U
B ,E50

5

]2j~E !

]E2 U
E50

5

]2a~B !

]B2 U
B50

.

~8!

The next to last relationship defines the mixed numerical-
analytic technique which can be exploited to evaluate the
tensor elements of the hypermagnetizability. The frequency
dependence of h is then neglected and the hypermagnetiz-
ability is evaluated by numerical differentiation of the ana-
lytically calculated magnetizabilities. The technique was first
employed, in the context of CME, in Ref. 27 and used, in
conjunction with DFT, in Ref. 22.

The computational effort is thus restricted to the deter-
mination of frequency dependent electric dipole polarizabil-
ities a~l! and magnetizabilities j, the last ones with and
without the static electric field perturbation. To this end we
employ a coupled-perturbed DFT approach.29 Following the
results of our recent analysis of the CME in small bi- and
triatomic molecules in the gas phase,22 we use a B3LYP hy-
brid functional, which performed excellently in Ref. 22 and
which is the most widely used functional in the current lit-

erature. For a study of the performance of other popular den-
sity functionals the reader should refer to Ref. 22. Concern-
ing the application of coupled-perturbed DFT for the
calculation of frequency dependent electric dipole polariz-
abilities, see also Refs. 30–32.

Nowhere in this study do we attempt to determine or
discuss the effect of molecular vibrations on the properties
under study. The subject was discussed to some extent in
Ref. 25, see also Ref. 5 and references therein, and Ref. 33.

B. Theory of magnetic field induced birefringence
in solution: A PCM formulation

The ‘‘molar’’ Cotton–Mouton constant embodies the ef-
fects of the medium on the CME via the Lorentz–Lorenz
approximation, assuming that the local optical field E

l acting
at the solute site is related to the Maxwell optical field E by
a local field factor,

E
l
5

n2
12

3
E.

A more elegant and general formulation of the local field
problem involves the introduction of the concept of ‘‘effec-
tive’’ molecular response properties, describing the response
of the solute to the Maxwell field E.34–38 The approach re-
lates directly the microscopic response polarizabilities to the
macroscopic susceptibilities. Recently, we have proposed a
protocol for the evaluation of ‘‘effective’’ molecular response
properties within the framework of the PCM. It has been
applied to the evaluation of the molar contribution to the
refractive index and to nonlinear optical susceptibilities.39–41

The extension to the Cotton–Mouton effect can be described
as follows.

We define an ‘‘effective’’ molar Cotton–Mouton con-
stant as

mC8~T ,l !5mC~T ,l !
~n2

12 !2

9

5

2lnCCM~T ,l !m~4pe0!

27d

5

2n~4pe0!Vm

27

Dn~T ,l !

B2
, ~9!

Dn~T ,l !5mC8~T ,l !
27B2

2nVm~4pe0!
, ~10!

which eliminates the Lorentz–Lorenz local field factor which
enters Eq. ~2!. The effective molar Cotton–Mouton constant
mC8 can be directly related to the effective frequency depen-
dent effective dipole polarizability ã , the magnetizability j̃ ,
and the static hypermagnetizability h̃ by

mC8~T ,l !5

2pNA

27
@Dh̃~l !1Q̃~T ,l !# , ~11!

Q̃~T ,l !5

1

15kT
@3ãab~l !j̃ab2ãaa~l !j̃bb# , ~12!
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Dh̃~l !5

1

5 ( F h̃ab ,ab~l !2

1

3
h̃aa ,bbG . ~13!

The ‘‘effective’’ properties represent the solvent-modified re-
sponse of the solute to the macroscopic electromagnetic
fields E and B. Equation ~11! can be obtained starting from
the expression relating the squared refractive index n2 and
the effective electric dipole polarizability p̃(B) in the pres-
ence of the magnetic field B,

p̃5ã1
1
2 h̃B2

1¯

and following the treatment of CME given by Buckingham
and Pople in Ref. 3. In terms of p̃(B) we directly obtain the
response of the system to the Maxwell fields exactly as for
dilute gases, and thus avoid the introduction of scaling fac-
tors usually needed in previous treatments of response prop-
erties for condensed systems.42

In this paper the effective polarizability and all the other
quantities of Eqs. ~10!–~13! will be calculated within the
PCM-IEF continuum solvation model. The PCM-IEF theory
for the analytic calculation of both ã and j̃ has already been
presented in Refs. 39–41 and Ref. 43, whereas for h̃ we
resort to a mixed numerical-analytic technique exactly as for
the isolated system

h̃5

]2j̃

]2E
. ~14!

The calculation of the frequency dependent effective polar-
izability entering Eq. ~12! involves two important solvent-
specific aspects.

The first feature appears any time an oscillating external
field is applied: in this case the field originates in the solute
electronic charge distribution oscillations which may induce
a delay in the response of the solvent. When the time scales
of such oscillations are much shorter than the time scale of
the solvent inertial response a nonequilibrium solute–solvent
regime arises. In the PCM-IEF framework, the nonequilib-
rium is realized by evaluating the solvent charges in terms of
the optical dielectric constant instead of the static
analog.44–48

The second aspect is the modification of the external
field acting at the solvated–solute site due to the presence of
the solvent molecules ~the phenomenon is historically indi-
cated as a local field effect and it can be partitioned in ‘‘re-
action’’ and ‘‘cavity’’ field parts!.49,42 As said earlier, in the
PCM-IEF framework the problem is solved by introducing
effective quantities which, together with the reaction charges,
allow one to directly relate the response of the solute to the
external macroscopic field exactly as in gas phase but still
including the local field effects.39–41

In particular when the applied field is an oscillating elec-
tric field, the time-dependent perturbation V̂8(t) to be in-
cluded in the Hamiltonian can be represented as

V̂8~ t !5~m̂a1m̃a!Ea~e ivt
1e2ivt!, ~15!

where Einstein summation over repeated indices is implied
and m̂ is the electric dipole operator. The additional solvent-
induced dipole operator m̃ takes into account effects due to

the field generated from the response of the solvent to the
probing field once the cavity has been created ~the so-called
‘‘cavity field’’ part of the local field effect!.

In the density functional formalism for a one-
determinant wave function with orbital expansion over a fi-
nite basis set, the Fock matrix to be inserted in the corre-
sponding time-dependent Kohl–Sham ~TDKS! equation
becomes

F85F
sol

1(
a

@ma1m̃a~v !#Ea~e ivt
1e2ivt!, ~16!

where F
sol is the Fock matrix of the solute without the ap-

plied field but including the ‘‘reaction’’ field effects due to
the solvent. ma collects the integrals of the ath Cartesian
component of the dipole moment operator. m̃a(v) is the ma-
trix form of the cavity-field operator m̃a introduced in Eq.
~15! ~the exact definition of m̃ can be found in Refs. 39–41!.

By solving the corresponding TDKS equation

F8C2i
]

]t
SC5SCe ~17!

with the proper orthonormality condition, the density matrix
derivative R̃

b(v) with respect to any component of the ex-
ternal electric field E is obtained. In Eq. ~17! S represents the
overlap matrix, C the matrix collecting the MO coefficients,
and e the orbital energies.

Approximate solutions of the time-dependent equation
~17! can be obtained using the same algorithm formulated for
isolated molecules.50 Once R̃

b(v) is known, the effective
polarizability ã can be obtained as

ãab~2v;v !52Tr@maR̃
b~v !# ~18!

Note that ã is computed by considering, in the nonequilib-
rium framework, both the solvent response to the molecular
charge distribution and the solvent response to the external
electric field.

In the present work the continuous set of gauge transfor-
mations ~CSGT! formalism is applied51–53 to compute the
magnetizability j, the second-order function which describes
the response of the solute to an external magnetic field B. In
this approach the magnetic susceptibility is obtained in terms
of the first-order induced electronic current J(B). Gauge in-
variance is assured by performing an accurate calculation of
the induced electronic current with a gauge transformation
introduced at each point in space. J(B) is computed from the
first-order correction to the molecular orbitals through a spe-
cific coupled perturbed Kohn–Sham ~CPKS! scheme. The
calculation of the magnetizability within PCM-IEF in the
CSGT formalism has been presented in Ref. 43. In this case,
contrary to what happens for electric-field perturbations, the
PCM contribution explicitly affects only the unperturbed
equations, as no solvent dependent term appears in the first-
order correction. Here the external magnetic field is sup-
posed to be static, and thus an equilibrium solvent response
will be used. In addition, no magnetic cavity effects will be
considered.
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III. EXPERIMENTAL SETUP

A general introduction to experimental techniques em-
ployed to measure the CME can be found in Ref. 5.

The experimental setup used to measure the Cotton–
Mouton effect is made available to users by the High Mag-
netic Field Laboratory in Grenoble. The apparatus has been
operating since the early 1980s54 and it is described in detail
in Ref. 55, where it was used to demonstrate the existence of
a linear birefringence induced by the application of both an
electric and a magnetic induction field ~magnetoelectric bi-
refringence! in a liquid molecular sample. This optical effect
is essentially the same as that observed in the case of CME,
the main difference being that magnetoelectric birefringence
is bilinear in the two external fields, whereas the CME dis-
plays a quadratic dependence on the strength of the magnetic
induction field. The apparatus is essentially based on a HeNe
laser operating at a wavelength of 632.8 nm and whose light
beam is polarized and sent through a region where both a
transverse magnet field and the liquid sample are present.
The latter is placed in a 3-cm-long cuvette with low birefrin-
gence quartz windows. The magnetic field is generated by a
17 T radial access Bitter magnet. This strength is one of the
highest available in the Voigt configuration, i.e., designed for
measurements of birefringences such as those observed in
the CME. For the liquid measurements the field was homo-
geneous within 1% across the sample. The apparatus was
originally designed and is thus optimized for measurements
made in solids or liquids. With such an arrangement the
beam propagates in air before reaching the sample, placed in
the center of the magnet, where the temperature is measured.
For measurements made on the vapor the apparatus had to be
modified by adding windows at the extremities of the mag-
net, in order to allow for the whole magnet bore to be filled
with the gas at a known temperature and pressure. The cal-
culated field profile along the radial magnet bore was used to
convert the observed linear birefringence into the Cotton–
Mouton constant. The polarization of the light after the mag-
net was then analyzed by a polarizer crossed with respect to
the initial polarization of the beam. The use of a photoelastic
ellipticity modulator after the first polarizer allows the use of
a phase sensitive detection technique to measure the result-
ing birefringence. Calibration of the birefringence was per-
formed with a quartz Babinet–Soleil compensator. For our
measurements the field was swept between 0 and 17 T in
runs lasting a few seconds, while monitoring the ellipticity,
which is a linear function of the squared field amplitude. The
slope of this function is proportional to the CME. For mea-
surements in condensed phases a good reproducibility, cor-
responding to a few percent error bar, could be obtained.
This was not the case for the measurements made on the
vapor phase, probably due to the fact that the gas filling the
whole magnet bore ended up being directly in contact with it
and measurements were likely affected by temperature and
pressure gradients. The data obtained in the vapor phase, and
whose error bars include those of the values already existing
in the literature ~vide infra!, should be considered as ob-
tained in the calibration procedure of the whole apparatus.

The relationship between the molecular Cotton–Mouton
constant measured in solution CCM @definition in Eq. ~1!, we

drop here for sake of simplicity the explicit dependence on T

and l# and the molar mC Cotton–Mouton constant extrapo-
lated at infinite dilution were discussed by William,7 who
refers to the work of LeFèvre and co-workers.23,24 Here CCM
in solution was determined as the infinite dilution limit of a
series of measurements at different low concentrations of the
given solute in each solvent. For a mixture made of nsolute
moles of the solute and nsolvent moles of the solvent, assum-
ing ideal behavior and taking, in the limit of infinite dilution,
V (solution)'nsolventVm

(solvent) , the following relationship holds:7

CCM
~solution)'CCM

~solvent)
1csolute3Vm

~solvent!

3@CCM
~solute)

2CCM
~solvent!], ~19!

where CCM
~solute) indicates the Cotton–Mouton constant of the

solute at infinite dilution, CCM
~solvent) that of the pure solvent,

and csolute indicates the concentration ~number of moles per
volume! of the solute in the solution. Typical results of our
measurements of CCM

~solution) are shown in Figs. 1–3. In Fig. 1
CCM

~solution) is reported as a function of the molar concentration
for the case of solutions of furan in cyclohexane, CCl4 , and
acetone. Measurements were made at a wavelength of 632.8
nm and a temperature of 293.15 K. For the same wavelength
and temperature, Fig. 2 displays the results obtained for so-
lutions of thiophene in cyclohexane and in acetone, whereas
Fig. 3 shows the corresponding data for selenophene. In all
cases considered, a linear concentration dependence at suffi-
ciently low concentrations was observed, whereas for some
cases, deviations at high concentrations were observed, see,
e.g., Figs. 2 and 3.

For a given combination of solute and solvent, the slope
of the fitting line was divided, according to Eq. ~19!, by the
molar volume of the solvents, Vm

solvent , obtained as the in-
verse of the concentration of the solvents as pure liquid
(Vm

(solvent)
51/csolvent

pl ), and then added to the intercept
(CCM

~solvent)) to yield CCM
~solute) . Estimates of the concentration of

the pure solvent csolvent
pl were obtained from its molecular

FIG. 1. CCM @definition in Eq. ~1!# as a function of the molar concentration
for the case of solutions of furan in cyclohexane, acetone, and CCl4 at a
wavelength of 632.8 nm and a temperature of 293.15 K.
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weight and data for the density at 293.15 K taken from Refs.
56 and 57. In Secs. V B and V C the comparison between
experimental and ab initio results is made through the values
of Dn l(T ,l), which corresponds to the anisotropy, see Eq.
~10!, observed for the solute at infinite dilution in a magnetic
field induction field intensity of 1 T. To obtain Dn l from the
data of the experiment we employ

Dn l~T ,l !5lB2 CCM
~solute)uB51 T , ~20!

whereas the ab initio estimate is obtained exploiting @see
Eqs. ~10! and ~11!#

Dn l~T ,l !5

pNAB2

n~4pe0!Vm
solvent @Dh̃~l !1Q̃~T ,l !#uB51 T

5

pNAB2csolvent
pl

n~4pe0!
@Dh̃~l !1Q̃~T ,l !#uB51 T .

~21!

The highest concentrations in Figs. 1–3 correspond to mea-
surement made in the pure ~solute! liquids. They yield di-
rectly, through Eq. ~20!, the data for Dn l(T ,l) of pure liquid
furan, thiophene, and selenophene.

Systematic uncertainties of the measurements made in
solution can be estimated to be of the order of 5%. The
choice and the number of the gas and solution samples em-
ployed in the measurements was essentially determined by
the magnet time allocated to the experimentalists.

IV. COMPUTATIONAL DETAILS

All the calculations were performed at the DFT level
with the hybrid B3LYP functional and using Dunning’s cor-
relation consistent sets. For the calculations on furan in the
gas phase we have employed four sets ranging from the aug-
cc-pVDZ to the d-aug-cc-pVTZ, in order to study the con-
vergence of the properties with the increase of the basis. For
the calculations in the condensed phase, which are more
computationally intensive and involve several solvents, we
have limited our study to the d-aug-cc-pVDZ basis set for
furan and thiophene, and to the aug-cc-pVDZ set for sele-
nophene. Unless where explicitly stated ~see Sec. V! the ge-
ometries of all the systems have been kept fixed to the cor-
responding experimental values for the gas-phase systems,
see Ref. 58 for furan, Ref. 59 for thiophene, and Ref. 60 for
selenophene.

The polarizabilities and magnetizabilities were com-
puted by using a CPKS approach.29–32,22 For a coherent com-
parison with experiment the frequency dependence was ex-
plicitly taken into account in the calculation of
polarizabilities ~l5632.8 nm!.

Following our previous studies22,25 an electric field
strength of 0.007 a.u. was used to calculate the hypermagne-
tizabilities as numerical derivatives of the magnetizabilities
@see Eqs. ~7!, ~8!, ~13!, and ~14!#. This strength ensured a
good numerical stability of the results. Note that the ap-
proach involves several calculations with different field set-
ups, in most cases with symmetry lower than that of the
system in absence of an external field.

The PCM calculations were performed using molecular
cavities made of interlocking spheres centered on the heavy
atoms ~globally we have five spheres for each of the three
systems!. The radii of the spheres have been deduced from
the van der Waals radii multiplied by a cavity size factor of
1.2, namely Rx5RvdW31.2. In this scheme the radii centered
on the carbon atoms, and including an hydrogen atom, were
put equal to 2.28 Å, whereas those on the heteroatoms were
derived from Bondi’s RvdW .61 They are: RO51.824 Å, RS
52.16 Å, and RSe52.28 Å. The static ~e! and optical ~n!
dielectric constants employed in the calculations are given in
Tables III–VI.

FIG. 2. CCM @definition in Eq. ~1!# as a function of the molar concentration
for the case of solutions of thiophene in cyclohexane and acetone, at a
wavelength of 632.8 nm and a temperature of 293.15 K.

FIG. 3. CCM @definition in Eq. ~1!# as a function of the molar concentration
for the case of solutions of selenophene in cyclohexane and acetone, at a
wavelength of 632.8 nm and a temperature of 293.15 K.
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The CPKS calculations were performed using a develop-
ment version of the GAUSSIAN code.62

V. RESULTS

A. Gas phase

In Table I we report the B3LYP/d-aug-cc-pVDZ results
obtained for furan and thiophene in the gas phase. Data for
the anisotropy of the refractive index are given as Dnu(T ,l),
the anisotropy measured with a magnetic field induction field
intensity of 1 T and with the ~ideal! gas kept at a pressure of
1 atm.5 Existing experimental reference data are taken from
Ref. 21. For furan a new experimental value of the magnetic
field induced anisotropy and of the corresponding molar
Cotton–Mouton constant measured in the course of this
study is given. Again for the specific case of furan, Table II
shows the dependence of the properties on the basis set and
can be used to discuss the effect of optimizing explicitly the
geometry in vacuo. Let us turn our attention to this table first.

The tensor elements show a good stability with the
change of size and quality of the basis set for both the fre-
quency dependent electric dipole polarizability and the mag-
netizability. The increase in the cardinal number changes the
former by about 3% and the latter by roughly 1%. As far as
the electric dipole polarizability is concerned, augmentation
has an opposite effect on the double zeta and triple zeta sets,
respectively. d-aug-cc-pVDZ results are '0.5% to '1%
larger than the corresponding aug-cc-pVDZ results. The ef-
fect of double augmentation is more substantial ~'2.5% to
'3%! at triple zeta level, and opposite, leading to a decrease
of the magnitude of the tensor elements. The stability of the

magnetizability is rather remarkable: double augmentation
affects the tensor elements by a fraction of a percent,
whereas changes are on the order of a few ppm at triple zeta
level.

It is no surprise that the anisotropy of the hypermagne-
tizability shows a stronger dependence on the basis set: dou-
bly augmenting the basis at DZ level decreases Dh by
'15%. Increasing the cardinal number also decreases Dh, by
'10%. The calculation of the anisotropy, carried out as in-
dicated in Sec. II A via numerical differentiation of the mag-
netizability tensor elements in finite electric fields, becomes
rather expensive when employing the d-aug-cc-pVTZ set,
and it was not attempted. On the other hand, as is quite usual
in the study of birefringences, its contribution to the observ-
able at 292.15 K is very small, of 600–800 ppm with respect
to that of the Langevin term Q(T ,l), and thus inaccuracies
on Dh of the order of those likely to be associated with the
numbers in Tables I and II have no influence on the overall
observable.

In Table II a comparison is also made between the re-
sults obtained using the d-aug-cc-pVDZ basis set on two
different geometrical setups: the experimental arrangement
~employed as standard throughout the paper, see Sec. IV! and
the geometry resulting from a B3LYP/d-aug-cc-pVDZ opti-
mization in vacuo. The largest variation, occurring again on
the anisotropy of the hypermagnetizability, is of the order of
4%–5%, whereas on average the lower order properties
~electric dipole polarizability and magnetizability! do not
change more that '1%.

In Table I we report the results of the calculations on
furan and thiophene performed using the d-aug-cc-pVDZ ba-

TABLE I. Furan and thiophene. B3LYP/d-aug-cc-pVDZ and experimental gas-phase results ~in a.u., except
where otherwise specified!. Molecules on xz plane. l5632.8 nm.

Furan Thiophene

Calc. Expt. Calc. Expt.

axx 61.25a 59.262.5b 73.93 71.066.1b

ayy 36.06a 34.960.8b 45.66 44.262.8b

azz 55.21a 53.362.2b 80.37 79.564.9b

a iso
c 50.84 49.160.5d 66.65 64.960.6d

jxx2j iso
e 2.45 2.4160.01f 3.72 3.5560.09f

jyy2j iso 25.60 25.4460.03f
27.35 27.0360.11f

jzz2j iso 3.14 3.0260.01f 3.63 3.4760.08f

Dh 218.14 (3.461.0)3103 b 82.32 (6.068.4)3103 b

1017
3mC(292.15 K,l)g 9.91 9.5260.13h 18.81 18.161.0h

1162i

1012
3Dnu(292.15 K,l) j 5.58 5.3660.07h 10.59 10.260.6h

6.261.2i

aBest estimates at 632.8 nm from Ref. 63, coupled-cluster response: axx558.3(9); ayy535.1(4); azz

553.9(9).
bReference 21.
ca iso5

1
3(axx1ayy1azz).

dSee Ref. 21; cited as taken from data for the pure liquid, Ref. 18.
ej iso5

1
3(jxx1jyy1jzz).

fSee Ref. 21; cited as taken from Ref. 65.
gIn cm3 G22 mol21(4pe0).
hReference 21. From the data of P and Q given in Table III, p. 7303.
iThis work. Field induction of 1 T, pressure of 1 atm, temperature of 19°, l5632.8 nm.
jDnu(T ,l)5Dn(T ,l)uB51 T,P51 atm .
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sis set, as for these two molecules experimental literature
references exist both for the individual properties ~electric
dipole polarizability, magnetizability! and for the CME itself.
These are mainly directly taken from, or reported in, the
study by Coonan and co-workers of Ref. 21. We have also
carried out the calculation of the CME of selenophene em-
ploying the aug-cc-pVDZ basis set, obtaining ~for a wave-
length of 632.8 nm and assuming a temperature of 292.15 K!
the following results: a iso574.04 a.u.; j iso5213.82 a.u.; Dh
5191.14 a.u.; mC(292.15 K, 632.8 nm)520.59310217 cm3

G22 (4pe0); Dnu(292.15 K, 632.8 nm)511.59310212.
As no experimental data appear to be available for this mol-
ecule in the literature, the numbers were not included in
Table I and we do not discuss them any further.

The performance of DFT is excellent, as proven by the
agreement between our data for both the electric dipole po-
larizability and the magnetizability ~both tensor components
and averages! and the experiment, which in some cases are
derived from data taken from measurements made in the liq-
uid phase ~see Table I!. In all cases our polarizability tensor
components fall within less than three error bars of the ex-
periment. Experimental error bars are extremely tight for the
magnetizability, where nonetheless agreement remains more
than satisfactory, especially for thiophene. In Ref. 22 we
have already shown how satisfactorily B3LYP/DFT can per-
form in the calculation of the magnetizability tensor with
respect to other more expensive and delicate ab initio ap-
proaches, such as complete active space self-consistent field.

In the case of furan, we can also appreciate the effi-
ciency of B3LYP/DFT by comparing our results with those
of the sophisticated state-of-the-art calculation carried out by
Christiansen and co-workers,63 who performed a coupled
cluster calculation of the polarizability of furan, using a hi-

erarchy of models ranging up to coupled cluster singles and
doubles.

There is no need to spend too many words in discussing
the relationships between theory and experiment as far as the
anisotropy of the hypermagnetizability is concerned. The
huge error bar resulting from the extremely delicate infinite
temperature extrapolation attempted by experimentalists
leaves plenty of space for agreement in the case of
thiophene, whereas the computed datum for furan lies out-
side three times the error bar associated with experiment.
The important point is the excellent agreement between
theory and experiment for the overall observable, the
Cotton–Mouton constant or, more directly, the anisotropy of
the refractive index, Dnu(T ,l). For the latter we compute
Dnu(292.15 K, 632.8 nm)55.58310212 and Dnu(292.15
K, 632.8 nm)510.59310212, for gaseous furan and
thiophene, respectively, in both cases within or very close to
three times the error bars ~representing single standard de-
viations! of the experiment, both that of Ref. 21 and ~for
furan! our own. This is an extremely satisfactory result con-
sidering the numerous approximations ~see, e.g., the rela-
tively limited basis set, the in principle unsophisticated treat-
ment of electron correlation, the neglect of vibrational
contributions, the uncertainty arising from the neglect of in-
termolecular interactions in the theoretical treatment and that
inherent in the extrapolation made to zero gas density in the
experiment!.

B. Pure liquids

In Table III we report the results computed for furan,
thiophene, and selenophene as pure liquids and compare with
experiment. Here and in the following section the level of the

TABLE II. Basis set dependence of the gas-phase results in furan. B3LYP. Molecule on the xz plane. l5632.8
nm. Atomic units except where otherwise indicated.

aug-cc-pVDZ d-aug-cc-pVDZ aug-cc-pVTZ d-aug-cc-pVTZ d-aug-cc-pVDZa

axx 60.58 61.25 61.06 58.97 61.98
ayy 35.81 36.06 36.03 35.15 36.34
azz 54.93 55.21 55.10 53.63 55.86
a iso

b 50.44 50.84 50.73 49.25 51.40

jxx 26.62 26.61 26.62 26.62 26.63
jyy 214.63 214.66 214.83 214.83 214.69
jzz 25.91 25.93 25.97 25.97 25.97
j iso

c
29.05 29.07 29.14 29.14 29.09

@aj#d 361.30 365.98 370.63 356.24 372.79
1023

3Q(292.15 K,l) 26.03 26.37 26.71 25.67 26.86
Dh 221.15 218.14 219.00 219.00e

217.30
1017

3mC(292.15 K,l) f 9.78 9.91 10.03 9.64 10.09
1012

3Dnu(292.15 K,l)g 5.51 5.58 5.65 5.43 5.68

aGeometry optimized in vacuo.
ba iso5

1
3(axx1ayy1azz).

cj iso5
1
3(jxx1jyy1jzz).

d@aj#5@(axx2ayy)•(jxx2jyy)1(ayy2azz)•(jyy2jzz)1(azz2axx)•(jzz2jxx)#53@axx•(jxx2j iso)
1ayy•(jyy2j iso)1azz•(jzz2j iso)].

eAssumed equal to the value yielded by the aug-cc-pVTZ basis set, see the text.
fIn cm3 G22 mol21(4pe0).
gDnu(T ,l)5Dn(T ,l)uB51 T,P51 atm .
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calculations is B3LYP/d-aug-cc-pVDZ for furan and
thiophene and B3LYP/aug-cc-pVDZ for selenophene.

As far as the isotropic polarizability ã iso is concerned,
we note that an estimate for pure liquids can be derived from
the experimental data for the refractive index n by resorting
to the Lorentz–Lorenz formula

~n2
21 !5

NAd

e0M w

ã iso ,

where d again denotes the density of the liquid and M w is the
molecular weight. We obtain for ã iso estimates of 65.10 a.u.
for furan, 94.15 a.u. for thiophene, and 122.84 a.u. for sele-
nophene. This last estimate was obtained assuming for sele-
nophene a density at 20° of 1.423 g ml21, that of commer-
cially available selenophene.57 Our calculated results for
furan and thiophene are in excellent agreement with these
numbers, the difference between experiment and calculation
being less than 1%. The comparison is less favorable for
selenophene, with a difference of '13%. This is not surpris-
ing, since in this case we employed a singly augmented cor-
relation consistent basis set. The same holds for j iso , the
difference between calculated and experimental values being
less than 0.2% for furan and thiophene and '1.8% for sele-
nophene.

As far as Dn l(T ,l) is concerned, the calculated results
are quite good for furan but less satisfactory for thiophene
and selenophene. This different behavior can be ascribed to
the specific nature of the three systems. In particular, for

thiophene and selenophene possible aggregation effects, not
reproduced by the PCM theoretical model, which is based on
an average solvation, are likely to be responsible for the
disagreement. Further evidence comes from the deviation
from linearity observed for the molar Cotton–Mouton con-
stant of pure liquid thiophene and selenophene for the solu-
tions in Figs. 2 and 3. Furan’s behavior ~Fig. 1! is in this
respect very close to ideality, with no deviation from linear-
ity observable in our measurements. The fact that the com-
parison between computed and measured isotropic polariz-
ability and magnetizability is more satisfactory than seen for
Dn l(T ,l) strengthens the idea that the discrepancy is due to
specific ~aggregation! effects. This type of effect is indeed
much less important for isotropic quantities than for a prop-
erty like Dn l(T ,l), heavily involving anisotropic responses.

C. Solutions

Tables IV–VI display the results obtained for each of the
three homologues in solutions involving different solvents
~cyclohexane, CCl4 , THF, acetone, acetonitrile, and dimeth-
ylformamide!.

Looking at the trend of Dn l(T ,l) going from apolar to
increasingly polar solvents, we observe that the calculated
results reproduce with sufficient accuracy the observed
trends, even if the size of solvent effects is sometimes under-
estimated.

As far as the trend within the three homologues ~furan,
thiophene, selenophene! is concerned, the calculated results
correctly describe the increase of Dn l(T ,l) going from furan
to thiophene ~and selenophene!, see, for instance, in cyclo-
hexane: Dn l(293.15 K, 632.8 nm)51.0231029 ~furan!,
Dn l(293.15 K, 632.8 nm)51.9931029 ~thiophene!,
Dn l(293.15 K, 632.8 nm)52.1831029 ~selenophene! mea-
sured versus Dn l(293.15 K,632.8 nm)50.9831029 ~furan!,
Dn l(293.15 K, 632.8 nm)51.9231029 ~thiophene!,
Dn l(293.15 K, 632.8 nm)52.0231029 ~selenophene! com-
puted ab initio. The calculated results also allow for a more
detailed analysis of the increase in terms of variations in the
properties involved in the definition of Dn l(T ,l) @see Eqs.
~10!, ~12!, and ~13!#. In particular, they indicate that the larg-
est change going from furan to thiophene is in the compo-
nents of the effective electric polarizability on the molecular
plane (yy and zz), and in the component of the magnetiz-
ability along the principal molecular axis. These results indi-
cate that for furan and its homologues, thiophene and sele-
nophene, the electronic distribution exhibits a different
response behavior to the applied electric and magnetic fields,
respectively. The response is more sensitive on the molecular
plane for the electric perturbation and along the principal
molecular axis for the magnetic one.

In order to test the stability of the solvation model we
have repeated the calculations for furan in two solvents ~ac-
etone and cyclohexane! ~i! neglecting the cavity field effects
~see Sec. II B for details!, and ~ii! including solvent effects
on the geometry of the solute. The results can be discussed
with reference to Table VII together with Table IV. The fol-
lowing conclusions can be drawn.

TABLE III. B3LYP/d-aug-cc-pVDZ and experimental results ~a.u.! for fu-
ran, thiophene, and selenophene as pure liquids. Molecule on xz plane.
l5632.8 nm.

Furan Thiophene Selenophene

n2 2.02 2.337 2.496

e 2.95 2.76 2.6

ãxx 78.50 101.08 111.96
ãyy 49.48 67.63 77.92
ã zz 72.22 111.81 130.93
ã iso 66.73 93.51 106.94

ã iso(exp)a 65.10 94.15 122.84

jxx 26.62 28.36 210.02
jyy 214.66 219.44 221.10
jzz 25.88 28.42 210.27
j iso 29.05 212.07 213.80

j iso(exp)b
29.068 212.07 214.06

@ ãj#c 428.33 856.85 946.80
1023

3Q(293.15 K,l) 30.76 61.53 67.99
Dh 219.84 96.58 216.97
109

3Dn l(293.15 K,l)d 1.53 2.59 2.38

109
3Dn l(293.15 K,l)(exp)d 1.42 1.93 1.97

aEstimated from refractive index and density data using the Lorentz–Lorenz
formula ~see the text and Ref. 66! and the values of density given in Refs.
56 and ~for selenophene! 57.

bReference 56.
c@ ãj#5@(ãxx2ãyy)•(jxx2jyy)1(ãyy2ã zz)•(jyy2jzz)1(ã zz2ãxx)
•(jzz2jxx)]53@ ãxx•(jxx2j iso)1ãyy•(jyy2j iso)1ã zz•(jzz2j iso)# .

dSee the definition in Eq. ~20!.
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~i! As reported in Sec. II B and as already widely recog-
nized ~see Refs. 49 and 42!, the inclusion of the so-called
cavity field effects in the response properties of solvated
molecules is an important issue. In the present work we have
used the PCM reformulation of the problem which includes
cavity effects directly in the quantum-mechanical calculation
of the polarizability @see Eq. ~18!#. The data reported in
Table VII show that the cavity field effect accounts for 16%–
18% in the individual components of the polarizability ten-
sors in both solvents but only for 2%–3% in the value of
Dn .

~ii! In Table VII we also report a comparison between
results obtained at the experimental geometry and those ob-

tained at a geometry re-optimized in the solution. The effects
due to geometry changes are of the order of 1% on the indi-
vidual components of the polarizability, and of the order of
2.4% in cyclohexane, 2.8% in acetone when considering Dn .
This shows that relaxing the geometry in the presence of the
solvent induces an increase of Dn larger than that observed
allowing for geometry relaxation in gas phase ~'1%–2%!.
The increase of Dn can be explained in terms of a differen-
tial increase in the polarizability components ~around 1.5%
in the xx and zz components and only 0.6% in the yy com-
ponent! due to the larger bond lengths and larger angles on
the xz molecular plane in the presence of the solvent.

TABLE IV. B3LYP/d-aug-cc-pVDZ and experimental results for furan in different solvents ~results in a.u.!. Molecule on xz plane. l5632.8 nm.

Acetonitrile Acetone Tetrahydrofuran Cyclohexane Dimethylformamide CCl4

n2 1.806 1.841 1.971 2.028 2.046 2.129

e 36.64 20.7 7.5 2.015 36.7 2.228

ãxx 75.42 75.91 77.63 78.78 78.27 79.82
ãyy 47.87 48.20 49.33 49.40 50.14 50.30
ã zz 69.51 69.96 71.57 72.38 72.32 73.43
ã iso 64.27 64.69 66.18 66.85 66.91 67.85

jxx
a

26.62 26.62 26.62 26.62 26.62 26.61
jyy

a
214.66 214.66 214.66 214.66 214.66 214.66

jzz
a

25.83 25.84 25.85 25.89 25.83 25.89
j iso 29.04 29.04 29.04 29.06 29.04 29.05

@ãj#b 407.50 410.07 418.57 433.08 417.05 435.84
1023

3Q̃(293.15 K,l) 29.26 29.45 30.06 31.10 29.95 31.30
Dh 223.75 223.28 221.81 219.10 223.75 219.28
109

3Dn l(293.15 K,l)c 2.11 1.50 1.34 1.02 1.38 1.13

109
3Dn l(293.15 K,l)(exp)c 2.38 1.41 1.26 0.98 1.10

aSee also Ref. 18, cited as taken from Refs. 65 and 67: in cyclohexane, jxx527.0160.34; jyy5214.8660.34; jzz526.4260.34.
b@ ãj#5@(ãxx2ãyy)•(jxx2jyy)1(ãyy2ã zz)•(jyy2jzz)1(ã zz2ãxx)•(jzz2jxx)#53@ ãxx•(jxx2j iso)1ãyy•(jyy2j iso)1ã zz•(jzz2j iso)# .
cSee the definition in Eq. ~20!.

TABLE V. B3LYP/d-aug-cc-pVDZ and experimental results for thiophene in different solvents ~results in a.u.!. Molecule on xz plane. l5632.8 nm.

Acetonitrile Acetone Tetrahydrofuran Cyclohexane Dimethylformamide CCl4

n2 1.806 1.841 1.971 2.028 2.046 2.129

e 36.64 20.7 7.5 2.015 36.7 2.228

ãxx 92.69 93.33 95.62 97.07 96.51 98.47
ãyy 61.85 62.29 63.84 63.97 65.03 65.23
ã zz 102.58 103.29 105.80 107.03 107.00 108.70
ã iso 85.70 86.30 88.42 89.36 89.51 90.80

jxx
a

28.34 28.34 28.35 28.37 28.34 28.36
jyy

a
219.43 219.43 219.44 219.45 219.43 219.45

jzz
a

28.37 28.37 28.39 28.43 28.37 28.43
j iso 212.05 212.05 212.06 212.08 212.05 212.08

@ãj#b 792.33 797.39 815.62 840.67 813.26 846.58
1023

3Q̃(293.15 K,l) 56.90 57.26 58.57 60.37 58.40 60.79
Dh 104.16 103.99 102.59 93.06 104.16 94.25
109

3Dn l(293.15 K,l)c 4.12 2.92 2.62 1.99 2.69 2.19

109
3Dn l(293.15 K,l)(exp)c 3.67 2.63 2.31 1.92

aSee also Ref. 18, cited as taken from Refs. 65 and 67: in cyclohexane, jxx528.5260.27; jyy528.6160.25; jzz5219.1060.36.
b@ ãj#5@(ãxx2ãyy)•(jxx2jyy)1(ãyy2ã zz)•(jyy2jzz)1(ã zz2ãxx)•(jzz2jxx)#53@ ãxx•(jxx2j iso)1ãyy•(jyy2j iso)1ã zz•(jzz2j iso)# .
cSee the definition in Eq. ~20!.
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VI. CONCLUSIONS

We have presented the theory for the quantum-
mechanical calculation of the magnetic field induced bire-
fringence ~Cotton–Mouton effect! in the condensed phase
within the framework of the IEF polarizable continuum
model. Due to the definition of effective properties, this
theory allows for the direct comparison of experimental data
with the results of the quantum-mechanical calculation with-
out the need to use scaling parameters to account for the
local field effects.

We have performed an extensive study of the behavior of
the furan family of homologues ~furan, thiophene, and sele-
nophene! when subject to static magnetic fields and to elec-

tromagnetic radiation both in the gas phase and in solution,
by computing and at the same time in some cases measuring
the resulting CME. This has permitted on one side to put to
a test and evaluate the efficiency of theoretical models and
computational approaches such as DFT coupled to PCM, for
the accurate and cost effective determination of rather so-
phisticated molecular properties as electric dipole polariz-
abilities, magnetizabilities, and hypermagnetizabilities. On
the other side it has involved the factual interplay of theory
and experiment, with the exploitation of the capabilities of
the experimental apparatus available nowadays for routine
measurements of electromagnetic and optical properties in a
wide range of conditions.

TABLE VI. B3LYP/aug-cc-pVDZ and experimental results for selenophene in different solvents ~results in a.u.!. Molecule on xz plane. l5632.8 nm.

Acetonitrile Acetone Tetrahydrofuran Cyclohexane Dimethylformamide CCl4

n2 1.806 1.841 1.971 2.028 2.046 2.129

e 36.64 20.7 7.5 2.015 36.7 2.228

ãxx 100.59 101.19 103.86 105.28 104.89 107.01
ãyy 69.67 69.93 71.97 71.86 73.36 73.56
ã zz 117.65 118.36 121.45 122.80 122.82 124.90
ã iso 95.97 96.49 99.09 99.98 100.36 101.82

jxx
a

29.99 29.99 210.00 210.02 29.99 210.02
jyy

a
221.09 221.09 221.09 221.11 221.09 221.11

jzz
a

210.23 210.23 210.24 210.28 210.23 210.28
j iso 213.77 213.77 213.78 213.80 213.77 213.80

@ãj#b 860.36 868.82 886.50 917.75 882.82 922.11
1023

3Q̃(293.15 K,l) 61.78 62.39 63.66 65.91 63.40 66.22
Dh 237.62 236.56 231.80 211.23 237.64 213.55
109

3Dn l(293.15 K,l)c 4.48 3.19 2.85 2.18 2.93 2.39

109
3Dn l(293.15 K,l)(exp)c 2.81 2.02

aSee also Ref. 18, cited as taken from Refs. 65 and 67: in cyclohexane, jxx5210.460.5; jyy5210.560.4; jzz5221.260.5.
b@ ãj#5@(ãxx2ãyy)•(jxx2jyy)1(ãyy2ã zz)•(jyy2jzz)1(ã zz2ãxx)•(jzz2jxx)#53@ ãxx•(jxx2j iso)1ãyy•(jyy2j iso)1ã zz•(jzz2j iso)# .
cSee the definition in Eq. ~20!.

TABLE VII. B3LYP/d-aug-cc-pVDZ results for furan in cyclohexane and acetone ~results in a.u.! obtained with
full solvent response ~1!, with a reaction-field only model ~2!, and with optimized geometry ~3!. Molecule on xz

plane. l5632.8 nm.

Acetone Cyclohexane

~1! ~2! ~3! ~1! ~2! ~3!

ãxx 75.91 66.92 76.99 78.78 68.42 79.66
ãyy 48.20 39.58 48.53 49.40 39.57 49.67
ã zz 69.96 60.72 70.96 72.38 61.77 73.22
ã iso 64.69 55.74 65.50 66.85 56.59 67.52

jxx 26.62 26.62 26.63 26.62 26.62 26.63
jyy 214.66 214.66 214.68 214.66 214.66 214.68
jzz 25.84 25.84 25.90 25.89 25.89 25.94
j iso 29.04 29.04 29.07 29.06 29.06 29.08

@ãj#a 410.07 401.51 421.54 433.08 421.68 443.08
1023

3Q̃(293.15 K,l) 29.45 28.83 30.27 31.10 30.28 31.82
Dh 223.28 223.28 221.60 219.10 218.08 218.07
109

3Dn l(293.15 K,l)b 1.50 1.47 1.54 1.02 1.00 1.05

a
@ ãj#5@(ãxx2ãyy)•(jxx2jyy)1(ãyy2ã zz)•(jyy2jzz)1(ã zz2ãxx)•(jzz2jxx)#

53@ ãxx•(jxx2j iso)1ãyy•(jyy2j iso)1ã zz•(jzz2j iso)].
bSee the definition in Eq. ~20!.
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The agreement between theory and experiment is very
good both in the gas and in the condensed phases. The gas-
phase results in a way constitute a validation of the quality of
the expansion bases employed throughout this study, and fur-
ther confirm the noticeable capabilities of DFT in reproduc-
ing response properties which usually exhibit non-negligible
dependence on the electron correlation.

The comparison of computed and experimental data in
the pure liquids and in solution allows one to draw provi-
sional conclusions on the use of PCM as a model for the
description of the CME in the condensed phase. The combi-
nation of PCM and DFT yields excellent results for the ef-
fective isotropic electric dipole polarizabilities and magnetiz-
abilities. More important for the scope of this paper, the
present study seems to show that it is definitely possible to
correctly describe anisotropic electric dipole polarizabilities
and magnetizabilities and high order mixed electric and mag-
netic properties in solution exploiting a pure continuum
model. This statement applies to systems where the interac-
tion between the molecule whose property is under study and
the medium is weak. Among the cases analyzed here there
are instances ~see, e.g., liquid thiophene or selenophene!
where strong specific interactions appear, and where our ap-
proach appears to run into problems. It is on the other hand
fair to say that perspectives for the routine computation of
combined electric and magnetic properties in solutions ap-
pear to be bright.

APPENDIX: UNITS AND CONVERSIONS

Units and conversion factors are based on the recom-
mendation given by IUPAC,64 see also Ref. 5. Here we give
explicitly the specific factors entering some of the relevant
equations introduced in the body of the paper.

~1! Equations ~5! and ~11! ~i.e., Ref. 21!:

mC~T ,l !53.758 75310221@Dh~l !1Q~T ,l !#

53.758 75310221

3FDh~l !12.105 163104
3

@aj#

T
G

with the quantities within the square brackets given in atomic
units, gives the molar Cotton–Mouton constant directly in
units of cm3 G22 mol21 (4pe0). Above

@aj#5@~axx2ayy!•~jxx2jyy!1~ayy2azz!

•~jyy2jzz!1~azz2axx!•~jzz2jxx!#

53@axx•~jxx2j iso!1ayy•~jyy2j iso!

1azz•~jzz2j iso!#

and the same equation with effective properties can be em-
ployed for the condensed phase.

~2! Equations ~4! and ~10! @i.e., Eq. ~21!#:

Dnu~T ,l !5

pB2NA

Vm~4pe0!
@Dh~l !

1Q~T ,l !#uB51 T,P51 atm

5

pB2P

kT~4pe0!
@Dh~l !

1Q~T ,l !#uB51 T,P51 atm ,
~A1!

Dnu~T ,l !5

6.183 85310214

T
3@Dh~l !1Q~T ,l !#

with the quantities within the square brackets again given in
atomic units and T given in degrees kelvin.

Dn l~T ,l !5

5.074 31310215

n
3csolvent

pl

3@Dh̃~l !1Q̃~T ,l !# , ~A2!

which assumes once again that the quantities within the
square brackets are given in atomic units and csolvent

pl in
mol l21.

~3! Also

mC~T ,l !57.407 41310216
3l3CCM3n3

1

csolvent
pl

~A3!

with l given in nm, CCM given in m21 T22, and csolvent
pl given

in mol l21 gives again the molar Cotton–Mouton constant in
units of cm3 G22 mol21 (4pe0).
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