N
N

N

HAL

open science

Infinitely divisible distributions for rectangular free
convolution: classification and matricial interpretation

Florent Benaych-Georges

» To cite this version:

Florent Benaych-Georges. Infinitely divisible distributions for rectangular free convolution: classifica-
tion and matricial interpretation. 2005. hal-00015159v1

HAL Id: hal-00015159
https://hal.science/hal-00015159v1

Preprint submitted on 4 Dec 2005 (v1), last revised 17 Nov 2006 (v2)

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépot et a la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche francais ou étrangers, des laboratoires
publics ou privés.


https://hal.science/hal-00015159v1
https://hal.archives-ouvertes.fr

~version 1 - 4 Dec 2005

ccsd-00015159

INFINITELY DIVISIBLE DISTRIBUTIONS FOR RECTANGULAR FREE
CONVOLUTION: CLASSIFICATION AND MATRICIAL INTERPRETATION

FLORENT BENAYCH-GEORGES

ABSTRACT. In a previous paper ([]), we defined the rectangular free convolution @,. Here,
we investigate the related notion of infinite divisiblity, which happens to be closely related the
classical infinite divisibility: there exists a bijection between the set of classical symmetric in-
finitely divisible distributions and the set of @, -infinitely divisible distributions, which preserves
limit theorems. We give an interpretation of this correspondance in term of random matrices:
we construct distributions on sets of complex rectangular matrices which give rise to random
matrices with singular laws going from the symmetric classical infinitely divisible distributions
to their @,-infinitely divisible correspondants when the dimensions go from one to infinity in a

ratio .
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INTRODUCTION
In a previous paper ([B 1), we modeled the asymptotic behaviour of rectangular random

matrices with freeness with amalgamation. Therefore we defined, for each A € [0, 1], the rect-
angular free convolution with ratio A, denoted by m,. It is a binary operation on the set of
symmetric probability measures on the real line defined in the following way. Let us call the
singular law of a matrix M the uniform law on its singular values, i.e. on the spectrum of its
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2 FLORENT BENAYCH-GEORGES

absolute value |M| = (MM*)'/2. Consider p, v symmetric probability measures on the real line,
consider two sequences q1(n), gz2(n) of integers tending to oo such that

q1(n)
q2(n) n—oo

)

and consider, for each n, M(n), N(n) independent g;(n)xg2(n) random matrices, one of them
being biunitarily invariant (i.e. having a distribution invariant under the left and right actions
of the unitary groups) such that the symmetrization of the singular law of M (n) (resp. of N(n))
converges weakly in probability to p (resp. v). Then the symmetrization of the singular law of
M (n) + N(n) converges weakly in probability to a probability measure which depends only on
u, v, and A, denoted by um,v, and called the rectangular free convolution with ratio A of u and
v.

In the present paper, we study the notion of infinite divisibility for =,, which leads to a Lévy-
Kinchine formula for the rectangular R-transform (whose definition we shall recall in section [[):
a symmetric probability measure p is ®,-infinitely divisible if and only if there exists a positive
finite symmetric measure G (called its Lévy measure) such that the rectangular R-transform
with ratio A of p is given by the formula:

1+¢2

Therefore we can define a bijection Ay between the set of classical symmetric infinitely divisible
distributions and the set of @,-infinitely divisible distributions: Ay maps a symmetric *-infinitely
divisible distribution to the =,-infinitely divisible distribution with the same Lévy measure. This
bijection happens, like the one of Bercovici and Pata ([BPB99]) between - and s-infinitely
divisible distributions, to have deep properties. It is a semi-groups morphism:

Ax(pxv) = Ax(p)eAx(v),

and it preserves limit theorems: for all sequences (p,) of symmetric distributions and (k;,) of
positive integers tending to infinity, we have, for all probability measure p,

* kn
i — o= " — A\(p).
n—oo

n—oo
Ay will be called the rectangular Bercovici-Pata bijection with ratio .

In the section [], we characterize the image, by Ay, of the standard Gaussian distribution:
when A > 0, it has density

[4A — (22 — 1 = N3]
27\ |x|

on its support [—1 — A/2, —1 + A/2] U [1 — A/2,1 + A\/2]. An interesting interpretation of this
result is made in a forthcoming paper ([B-G9]) where we construct analogues of Voiculescu’s free
entropy and free Fisher information for operators between different Hilbert spaces, and where
the maximum of entropy and the minimum of Fisher information are realized for operators
which absolute value has this (symmetrized) distribution. Another consequence of this result is
a new formula for the moments of the Marchenko-Pastur distribution (which is closely related
to this distribution): for all a > 0, for all n > 1, the n-th moment of the Marchenko-Pastur
distribution with parameter a (see p. 65) is equal to ) a®(™) | where the sum is taken
over all noncrossing pairings of [2n], and where o(m) is the number of blocks of a partition 7
which first element is odd.
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In section ], we shall construct a matricial model for the =,-infinitely divisible laws and
present in a maybe more palpable way the Bercovici-Pata bijection with ratio A (whereas the
proofs of the other sections rely on integral transforms and complex analysis): we are going to
construct, in the same way as in [B-G04| and in [C-D04], for each d,d’ > 1, for each symmetric
x-infinitely divisible distribution p, an infinitely divisible distribution ]P’i o on the set of dx d
complex matrices such that for all u, v, Pg’ o *Phy = Pg:kd'f and such that the symmetrization of
the singular law of M (with M random matrix distributed according to ]P’g’ o) goes from p to its

image by the rectangular Bercovici-Pata bijection with ratio A when d,d’ — oo, % — A
In the last section, we shall give a representation of the image of the symmetric Poisson
distribution by the rectangular Bercovici-Pata bijection with ratio A as the distribution of the

absolute value of sums of rank-one matrices.

Aknowledgements. We would like to thank Philippe Biane, our advisor, for usefull discus-
sions. Also, we would like to thank Cécile Martineau for her contribution to the english version
of this paper.

1. PRELIMINARIES

In this section, we shall recall definition and basic results from [B-G1l|] about the rectangular
R-transform C), of a symmetric probability measure p.

Let us denote by z — z'2 (resp. z — /) the analytic version of the square root on
the complement of the real non positive (resp. non negative) half line such that 12 =1
(resp. v/—1 = i). Let us define the analytic function function on a neighborhood of zero

N 5 /2
U(z) = A H[()\;i\) 4] (when A = 0, U(z) = z). Then one can summarize the different

steps of the construction of the rectangular R-transform with ratio A in the following chain

el 0 [ 6 () oo vva ()

measure Cauchy transform

Cu(z) =U <H;(Z) - 1> :

rect. R-transf. with ratio A

where H is the inverse (for composition) of H,. Proposition [.J and theorem bellow,
which have first been established in [B-GI]], prove that such an inverse exists, give its domain,
and prove that for any tight set A of symmetric probability measures, the properties and the
domains of the functions H, L (u € A) are “uniform”.

Proposition 1.1. Let A be a set of symmetric probability measures on the real line. Then the
following assertions are equivalent

(i) A is tight,
(ii) for every0 <6 <m, lim %Hu(z) =1 uniformly in p € A,

—0
\argzz—wKG
(iii) lin%] 1H,(z) =1 uniformly in p € A.
xeg(vjoo,O)

Define, for a € (0,7), 3 > 0, Ay g to be the set of complex numbers z such that |arg z—7| < «
and |z|] < f.
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Let H be the set of functions f which are analytic in a domain Dy such that for all « € (0,7),
there exists 3 positive such that
Aaﬂ - 'Df.
A family (fa)aca of functions of H is said to be uniform if for all a € (0,), there exists g
positive such that
Ya € A, Aa’ﬁ C Dfa’

Theorem 1.2. Let (Hy)aea be a uniform family of functions of H such that for every o € (0,7),
H,(2)

lin%) =1 uniformly in a € A.
zZ—
|arg z—m|<a

Then there exists a uniform family (Fy)aca of functions of H such that for every a € (0,7),

F,
lim (2)

z—0 z
|arg z—m|<a

=1 uniformly in a € A,

and there exists (3 positive such that

Vac A, HyoF,=F,0H,=1;0nA,pg.

Moreover, the family (Fy)qca is unique in the following sense: if a family (Fa)aeA of functions
of H satisfies the same conditions, then for all o € (0,7), there exists 3 positive such that

Vae€ A, F,=F, on Aq g

Using the theory of cumulants in operator-valued free probability theory, we prove (equation
(42) of [B-GI])) the additivity of rectangular R-transform: for all p,v, symmetric probability
measures, we have

Cyp,v = Cu + Ch.

We shall mention here two other results, proved in [B-G]|. The second of them allows us to
claim that m, is continuous with respect to weak convergence.

Lemma 1.3 (Tightness and rectangular R-transform). Let A be a set of symmetric probability
measures. Then we have equivalence between :

(i) A is tight,
i) for any 0 < a < m, lim C,(z) =0 uniformly in p € A,
5 I
larg z—7r|<c
(iii) lin%] C,(x) = 0 uniformly in p € A.
x€(—00,0)

Theorem 1.4 (Paul Lévy’s theorem for rectangular R-transform). Let (i) be a sequence of
symmetric probability measures. Then we have equivalence between:

i) () converges weakly to a symmetric probability measure;
i kly ¢ tri babilit
(ii) there exists o, 3 such that
(a) lin%) Cy, (2) = 0 uniformly in n,
\argzrz_—>7r\<a
e sequence converges uniformly on every compact set of Ay 3 when n — 0o;
b) th Cy, forml t set of Aq 3 wh
iii) (a im x) = 0 uniformly in n,
iﬁ 0 C,. 0 uniformly i
z€(—00,0)
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(b) there exists B > 0 such that the sequence (C,,,) converges pointwise on [—f3,0) when
n — 00.

Moreover, in this case, denoting by p the weak limit of (un), for every a, there exists 3 such
that the sequence (Cl,,) converges uniformly to C,, on every compact set of A, g when n — oo.

2. LEVY-KINCHINE FORMULA FOR 8,-INFINITELY DIVISIBLE DISTRIBUTIONS

m,-infinitely divisible distributions are defined in the same way as *- and B-infinitely divisible
distributions:

Definition 2.1. A symmetric probability measure v is said to be m,-infinitely divisible if for
each n € N*, there exists a symmetric distribution v, such that v\ = .

As for *- and B-, we have the following characterization of m,-infinite divisibility.

Theorem 2.2. Let v be a symmetric distribution. Then v is m,-infinitely divisible if and only
if there exists a sequence (v,) such that v\ converges weakly to v.

Proof. If v is m,-infinitely divisible, it is clear. Assume the existence of a sequence (v,,) such

that vy " converges weakly to v. Consider £ > 1. Let us show that their exists a symmetric

probability measure ¢ such that ¢®»* = v. We have lim nC,, (y) = 0 uniformly in n, so
b<o

lim nC,,, (y) = 0 uniformly in n. So by lemma [[.J, the sequence <I/S€n> is tight. If the

y—0
y<0

symmetric distribution o is the limit of one of its subsequences, we have
Bk
B,k _ 1 Byn) AV . Bynk
o = lim (ukn > =limy, " =v.
d

Corollary 2.3. The set of m,-infinitely divisible distributions is closed under weak convergence.

Proof. If a sequence (u,) of @,-infinitely divisible distributions converges weakly to a distribu-
. . Hyn Hyn
tion pu, then if for every n, v,*" = up, the sequence (1,*") converges weakly to p. O

To prove the Lévy-Kinchine formula for m,-infinitely divisible distributions, we need the fol-
lowing lemma, which is the analogue of propositions 2.6 and 2.7 of [BPB99).

Lemma 2.4. Let (v,,) be a sequence of measures that converges weakly to 6y. Consider o €
(0,m). Then there exists > 0 such that on A, g,

C, () = <%G (%) _ 1) (14 vn(2))

where the functions vy, defined on A, g, are such that

(i) Vn,Vz, |lvn(2)| < 1/2 and lir%vn(z) = 0 uniformly in n,
(i) Vz, lim v,(z) = 0.

n—~o0
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Proof. First, note that unless v, = dp (in which case v, = 0 is suitable), for all z,
LG,,” (%) — 1 #0, so there is a function v,, on the domain of C,, such that

NG
Co (2) = (%G <%> _ 1> (14 va(2)).

To prove (i), we will only use the tightness of {v, ; n € N}. It suffices to show that
CVn (Z)

lim = 1 uniformly in n.
=0 1 (L)
|arg z—m|<a /zYn \ (/z

We have

1 1
li_r)% %Gyn <$> = 1 uniformly in n,

|arg z—m|<a

and when a complex number ¢ tends to 1, t — 1 ~ (At? + (1 — A\)t — 1)/(A + 1), so it suffices to

show that 1 1\O
lim M = 1 uniformly in n.
z—0 Hy, (2) -1
|arg z—7|<a z
We have
HVn (Z)

: ‘1:%@)(1%:(2))’

and we know, by lemma [[.3, that

lim
z—0
|arg z—m|<a

= 1 uniformly in n. (2.1)

HVn (Z)
z
So it suffices to show that
A+1)C,
A DCL()

2—0 - E

|arg z—7|<a Hup (2)

We know, by proposition [L.1] and by theorem [L.9, that

— 1 = 0 uniformly in n.

H Yz
lim A, ) = 1 uniformly in n, (2.2)
z—0 z
|arg z—7|<a
and the equivalent of U(z) in the neighborhood of zero is ALH So, since C),, = U (H_Zl( ) — 1>,
vn (%
it suffices to show that
Z
< — -1
lim % = 1 uniformly in n.
\argzz—w\<a - H,,(2)

Choose o € (a, 7). By theorem [[.9, there exists 3 > 0 such that for all n, H, ! is defined on
Aa’,2617 and

HVn(Aaﬂl) U Hu_nl(Aaﬁl) - Aa’ﬂﬁl‘
We have, for z € A, 3,,

P . zH,, (2) -
Mol _ () Hinl2) )
1-— m Hyn(Z) —z

1
. ' (£)d
e /[Z,HVM £1(6)de,
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where f,, is the function defined by
H Y(&H
fn(§) = #

But the lemma 2.4 of [BPB9Y] states that

_é"

liH(l) (H, 1Y (2) = 1 uniformly in n.
|arg§j7r|<a’

Hence, using also (B.1)) and (2.9) (which stay true if « is replaced by '), we have

%in}) £1,(€) = 0 uniformly in n.

|arg &—m|<a/
SO
_z
. H, (= . .
lim % = 1 uniformly in n.
z=0 e
|arg z—m|<a v (2)

So we know that there exists a sequence (v,,) of functions such that (A + 1)C,, (z) = H”#(z) -1

(which implies C),, (2) = (%Gyn <%> —1)(14wv,(2))) and lim v,(2) = 0 uniformly in n. Hence
we can choose (2 such that Vn,Vz € A, g,, |vn(2)] < 1/2.

Let us now prove (i¢). First, note that since v, — do, the sequence (G,, ) converges uniformly
to G, : 2 +— 1/z on every compact of the upper half plane (see [A61]] or section 3.1 of [HPO(]),
so, as in the proof of (i), it suffices to show that

i A+ D ()

n—oo Hyy (2) -1
z

=1.

The convergence of v, to dy implies too that (H,, ) converges to Hs, : z — z . So, since

n

HVn(Z) _1_ HVn(Z) 1_ z
2 2 H, (2))’
it suffices to prove that
lim ()\1—1—1)—02,,71(,2) = 1.
n—o0 — m

Furthermore, by theorem [L.4] there exists 43 < 32 such that the sequence C,, converges uni-
formly to Cs, = 0 on every compact of A, g,. So z/H, () = (ACy, (2)+1)(Cy, (2)+1) converges
uniformly to 1 on every compact of A, g,. So, since (A +1)U(z) is equivalent to z as z tends to
zero and since C),, = U (z/Hy_nl(z) — 1), it suffices to show that for all z € A, g,,
4
]
—1
lim e — =

n—oo | — —%—

HVn (z)

As in the proof of (i), let us choose 5 < (33/2 such that for all n, H,jnl is defined on A, g,
Hun(Aa,ﬁ) @] Hl,_nl(Aaﬂ) C Aa/’gg, and
H—l
lim L(Z) = 1 uniformly on every compact of A, 3.
n— oo z

By analycity of the H,, D’s. the last assertion implies that

lim (H,j_nl)/(z) = 1 uniformly on every compact of A, 23.
n—oo
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We have, for z € A, g,

z ZHVn(Z)
H,jnl(z) - 1 _ 1 _ H;nl(z) - HVn (Z) B 1
1-— m Hyn(Z) —Z

1 / ,
= T Fn(£)dE,
Hy, (2) = 2 Jiz,Ho (2) ©
where f,, is still the function defined by

H™H(§)H ()

fn(g) = H—l(z)

—¢.

[}, tends to zero as n tends to infinity, uniformly on every compact of A, 23, s0

_z
H,,'(2)
-

-1

tends to zero when n tends to infinity, and the result is proved. [

In the following, we shall refer to weak convergence for sequences of positive finite measures
on the real line: that is convergence for which the test functions are the continuous bounded
functions.

Theorem 2.5 (Lévy-Kinchine formula, part 1). Let u be a symmetric probability measure, (vy,)
be a sequence of symmetric probability measures and k,, a sequence of integers tending to infinity

such that vy Ak converges weakly to . Then there exists a symmetric positive finite measure G
such that

e sequence of positive finite measures n—22an t)) converges weakly to G,
1) th t t knteg

(2) the R-transform of u has an analytic continuation to the complement of the real non-
negative half line and is given by the formula

2
Culz) = = /]R %dG(t). (2.3)

Moreover, G is symmetric and is the only positive finite measure F such that

14t
= —dF(?).
Cue) == [ 17250F ()

Proof.

(1) The sequence (1) converges weakly to dy. Indeed, for every n, CVEE ykn = knC,,,, and by

theorem [[.4, we have
(a) limo knCy, (z) = 0 uniformly in n,

z<0
(b) There exists 3 > 0 such that the sequence (k,C,, ) converges pointwise on (—/3,0).
So
(a) limo Cy, (x) = 0 uniformly in n,

z<0

(b) there exists 3 > 0 such that the sequence (C,,, ) converges pointwise to 0 = Cjs, on

(_570)’
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(2) The sequence of positive finite measures (knli%dun(t)) is tight. Indeed, for y > 0,

2 2 2

/ e dv(t) < 2/ LAY W )
Cipipe L+t er Y 24t 1+¢t
= =2k, ((i/y)Gu, (ify) — 1)

Let v, be as in the previous lemma. For y > 0 small enough,

2
/ knt—zdun(t) < M()
—ipiple L+t 14 vn(—y?)

which tends to zero uniformly in n when y tends to zero, by tightness of the sequence

By kn
(")

(3) The sequence of positive finite measures (k‘n T dva(t )) is bounded. Indeed, if y > 0 is

< 41knCy, (7],

such that —y? is in the domain of the v,,’s of the previous lemma and lim k,C,, (—y?) =
n—oo

C(—y?), we have, for each n,

t2 5 t2
k‘ e ——dy,(t) < y . k‘nmdl/n(t)
= _y_2k7n((i/y)Gun (Z/y) - 1)
= —y % M
"1+ vn(—y?)
< 49_2 ‘knoun(_?ﬁ)‘ )

which is bounded uniformly in n.
(4) Let us now recall a few facts about the Poisson integral of positive measures on the real
line which integrate 1/(1+t2). If M is such a measure, for y < 0 and = € R, let us define

RON@ = [ o mam),

Then (z + iy) — P,(M)(z) is harmonic and determines the measure M ([D74], chapter
I1, theorem II).
Moreover, an easy computation shows that for each positive symmetric measure M on

the real line that integrates 1/(1 + t2), the Poisson integral P,(M)(z) is the imaginary

part of [ tz\f dM(t) (with z ¢ [0,+00), = + iy = 1/\/z, as it will be until the end of
this proof). Indeed, since M is symmetric,

vz NECYERRR Va(tyz +1) _
t22—1dM() R t2z—1 ftf+1(t—7)dM(t)_
[ dM(t) (t—z)+1y
‘/Rt—%‘/ﬂw—x) M0

Now let us compute the Poisson integral of the measures k,t?dv,(t). Let a, 3 > 0 and
(vn) be as in the previous lemma, z € A, 3. We have

P, (knt?dvn(t))(z) = %( / kM/Etzd%(t)).

Rt22—1
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But since v, is symmetric, we have
/2t t(1 t Wt
[ B )=k [ A=, [ L0
which is equal, by an easy computatlon, to
L (ARG, 1AE) -1
n \/E .
Cu,(2)
So Py (kyt*du, (t = -Q (k= —
0 y( v ( ))(.’L’) \S< \/E(l—l—vn(z))
—C\(2)/\/ %, because vk converges weakly to p and lim va(z) = 0.

) , which tends to the imaginary part of

The sequence (kn e dvp (¢ )), bounded and tight, is relatively compact in the set of

finite positive measures in the real line endowed with the topology of weak convergence
(i.e. the topology defined by bounded continuous functions). If two measures G, H are

the weak limit of a subsequences of (knli%dl/n(t)» then the measures (1 + t?)dG(t)
and (1 +t?)dH (t) have the same Poisson integral on /A, g. Indeed, for z € A, 3,

1412 kat?
Rylkndv (0)(o) = [ LI B
~———

Un(t)

continuous
bounded fct of ¢

tends in the same time to P,((1+¢?)dG(t))(z), to Py((1+t*)dH (t))(z), and to the imag-
inary part of —C),(2)/y/z. It implies, by harmonicity, that they have the same Poisson

integral on the lower half plane, which implies H = G. So the sequence (kn el dup(t ))

converges weakly to a measure G, such that the Poisson integral P,((1 + t2)dG(t))(z),
is equal to the imaginary part of —C},(z)/y/z. Thus, the functions

> 2
Co(x)/\/7 and /R %da(n

have the same imaginary part. For z € (—o00,0), it follows that

t2+1
CN(Z) and Z/Rde(t)

have the same real part, so, by analycity and since both tend to zero as z goes to zero,
they are equal.

2 +1
If F' is another positive finite measure such that C,(2) = 2 / i dF'(t), then

Rl—t22

241 241

z/ 2L ag) :z/ E L arw).
Rl—tZ Rl—t22

After division by —4/z and extraction of the imaginary part, this gives the equality of
the Poisson integrals of (1 + t2)dG(¢) and of (1 + t?)dF(¢), which implies G = F.

The previous theorem implies that for all m,-infinitely divisible distribution pu, there exists
a unique positive finite measure G such that C), is given by equation (P.J). G is symmetric
(as limit of symmetric measures) and will be called the Lévy measure of u. By injectivity of
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the rectangular R-transform, two different probability measures cannot have the same Lévy
measure.

Theorem 2.6 (Lévy-Kinchine formula, part 2). Every symmetric positive finite measure on the
real line is the Lévy measure of a m,-infinitely divisible distribution.

Before the proof of the theorem, let us state a result about the way dilation of probability
measures modify the rectangular R-transform. For ¢ > 0, let us denote by D, : x — cz. For any
distribution u, D.(u) is the push-forward of u by D, i.e. D.(p1) : B + u(c™ 1 B).

We have Gp.(y = %Gu(g)v
2
o Hogld) =5 (6 0) + NG = S @),
i.e. HDc(u) = D%? OHMODC2,
H;im = [E%oﬂglopa,
2
then Cp.(z) = U <% — 1> ,
that is Cpow(z) = Cu(c*2). (2.4)

Proof of the theorem. Let us denote by M the set of symmetric positive finite measures G
on the real line such that there exists a symmetric distribution p whose rectangular R-transform
is given by equation (B.J). We will show that M is the set of symmetric positive finite measures,
proving that c¢dy and ¢(d, + d_y) € M for all ¢,u > 0, that M is stable by addition, and that
M is closed under weak convergence. Note that once this result is proved, it will be clear that
any symmetric probability measure with rectangular R-transform given by equation (B.J) will
be m,-infinitely divisible. Indeed, denoting

142
(G) _
C9z) =2 /R TG (G e M),

we have C(G) = nC(%)

(1) For every ¢ > 0, c¢dy € M. Indeed, by equation (B4), if C(%) = C,,, then for every ¢ > 0,
C/(cd0) — Cy, with p/ = D_i/2(p), so it suffices to show that there exists a symmetric
distribution whose rectangular R-transform is C (%) This distribution will appear as the
limit in the rectangular free central limit theorem: the sequence D, —1/2 ((d1 + 6_1)/2)%r™)
converges weakly to a distribution with rectangular R-transform C(%). The proof is
an easy application of additivity of the rectangular R-transform, equation (P-4), and
theorem [.4. We will see in the following that it stays true if one replaces (J; + 6_1)/2

by any symmetric probability measure with variance equal to 1.
(2) For all ¢,u > 0, ¢(6y, + 6—y) € M. Indeed, we have

2 2\ (2 2
(euto-u)) () — 9o 2L+ U7) _ el +u”) (@2)(A+1%) o erisi46-1)) 1,2
¢ (2) = 2¢ 1—u2z 202 1 — (u2z) ¢ (),
where ¢ = 0(12+;L2> So, by equation (R.4), it suffices to show that for all ¢ > 0, there

exists a distribution whose rectangular R-transform is C(¢(®1+0-1)) Tt is the same to

prove that there exists a distribution whose rectangular R-transform is C (£(01+0-1)) " This
distribution will appear as the limit in the rectangular free Poisson limit theorem: the



12 FLORENT BENAYCH-GEORGES

sequence vy A with v, = (1 - %) 0o + 55 (01 4+ d_1), converges weakly to a distribution
with rectangular R-transform is C' (§(01+0-1))
2
Indeed, G,,(2) = %, so, if (vy) is a sequence of functions on A, g as in the
lemma P.4, we have

C, (2) = (%G <%> - 1) (14 vn(2)) = ﬁa +on(2)),

so for p, = vpm, - BV,
N ——’
n times

Ccz

Cy,(2) =nC,,(2) = T

(1 +vp(2)).
So by hypothesis on the functions v,,, we have both

lii% C,, (2) = 0 uniformly on n
|arg z—m|<a

and
- €z (6146
Vz € Aa’ﬁ’nh—?;o C,un(z) - T — F0+ 1))(Z).
So, by theorem [[.4, we know that there exists a distribution whose rectangular R-

transform is C(2(01+-1))

(3) M is stable by addition because C,, + C,, = Cya, .

(4) M is closed under weak convergence: let (G),) be a sequence of M that converges to a
finite measure GG. Then clearly, the sequence (C(G”)) converges pointwise to C(¢). So,
by theorem [[.4, to prove that G € M, it suffices to show that

lim C(“") () = 0 uniformly in n.

x—0
<0
For each n and z € (0,1), since G is symmetric, (@) (—z?) = — R %dGn(t),

2 {202 1) if 12 <t <1/'7
VteR,x +rat x(x+1) i Jrrt <t <1/t

1+t222 — |1 elseif.
So
‘c@n)(g;)‘ < 2(z +1)Gn(R) + Gy <]R — -1V, 1/3;1/2]) ,

which tends to zero uniformly in n when x tends to —oo, by boundness and tightness of
{Gp; neN}L

0

Both previous theorems together allow us to state the following corollary.

Corollary 2.7. A symmetric probability measure p is m,-infinitely divisible if and only if there

exists a sequence (vy,) of symmetric probability measures and a sequence (ky,) of integers tending

to infinity such that the sequence <VEE*I€") tends to .
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3. RECTANGULAR BERCOVICI-PATA’S BIJECTION

In this section, we will show that the bijective correspondence between classical symmet-
ric infinitely divisible distributions and rectangular free infinitely divisible distributions is an
homeomorphism, and that there exists a correspondence between limit theorems for sums of
independent symmetric random variables and sums of free rectangular random variables.

Let us recall a few facts about symmetric *-infinitely divisible distributions, that can be found
in [GK54] (or [F66], [P97] ... ). A symmetric probability measure p on the real line is *-infinitely
divisible if and only if there exists a finite positive symmetric measure G such that

: 2
V¢ € R, /tER e du(t) = exp </teR(cos(t£) - 1)%dG(t)> .

In this case, such a measure G is unique, and we will call it the Lévy measure of i, and a sequence
of symmetric *-infinitely divisible distributions converges weakly if and only if the sequence of
the corresponding Lévy measures converges weakly. Moreover, in this case, the Lévy measure
of the limit will be the limit of the Lévy measures.

We can then define the rectangular Bercovici-Pata bijection with ratio A, denoted by Ay, from
the set of symmetric *-infinitely divisible distributions to the set of @,-infinitely divisible distri-
butions, that maps a *-infinitely divisible distribution to the m,-infinitely divisible distribution
with the same Lévy measure. Let u, v be two x-infinitely divisible distributions with Lévy
measures G, H. Then the Lévy measures of u* v and of Ay(u)s\A)(v) are both G + H, so we
have

Ax(p*v) = Ax(p)e A (V).

Theorem 3.1. The rectangular Bercovici-Pata bijection with ratio X is an homeomorphism,
which means that a sequence of m,-infinitely divisible distributions converges weakly if and only
if the sequence of the corresponding Lévy measures converges weakly, and in this case, the Lévy
measure of the limit is be the limit of the Lévy measures.

Remark 3.2. Note that, for G symmetric positive finite measure, the function C(G)(z) can also

be written, by symmetry,
+ty/z
c©) (s :/Zith.
(2) r1—tyz *)

Proof. Since the rectangular R-transform C), with ratio 1 of a symmetric distribution p is
linked to its Voiculescu transform ¢, by the relation C,(2) = /z2¢,(1/\/z) (see paragraph 5 of
for the construction of the Voiculescu transform, and use the fact that for symmetric
distributions, the Lévy measure is symmetric to obtain C,(2) = /z¢,(1/\/%)), the previous
remark and theorem 5.10 of [BV93] shows that the map A; is the restriction of the “usual”
Bercovici-Pata bijection to the set of symmetric distributions. It has been proved in [|B 2
that the Bercovici-Pata bijection is an homeomorphism. So the theorem is proved in the case
where A = 1. But for every x-infinitely divisible distribution p, the formula of the rectangular
R-transform with ratio A of Ay(u) does not depend on A, so theorem [[.4 allows us to claim that
all Ay’s are homeomorphisms. [

The next theorem furthers the analogy between the free rectangular convolution and the
classical convolution of symmetric measures. As recalled in Theorem 3.3 of [BPB9Y], It is proved
in [[GK54] that when (1) is a sequence of symmetric probability measures on the real line and
(ky) is a sequence of integers tending to infinity, the sequence (uﬁk”) converges weakly to a *-

knt?
1+¢2

infinitely divisible distribution if and only if the sequence ( dl/n(t)> of positive finite measures
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converges weakly to its Lévy measure. By the theorem P.H, we know that it will be the case if the
sequence (I/EE Ak") converges weakly to the image of the *-infinitely divisible distribution by the

rectangular Bercovici-Pata bijection. The following theorem states the reciprocal implication.
So we have, for all #-infinitely divisible distribution g,

(V;k") converges to i <= (VE Ak”) converges to Ax () (3.1)

Theorem 3.3. Let (v,) be a sequence of symmetric probability measures on the real line and

(kn) be a sequence of integers tending to infinity. The sequence (V,’;k") converges weakly to an *-

infinitely divisible distribution if and only if the sequence (kak"> converges weakly to its image
by the rectangular Bercovici-pata bijection with ratio .
Proof. By what precedes, it suffices to prove that if the sequence (fj_—’;dun(t)) of positive

. . Hyn
finite measures converges weakly to a finite measure (G, then the sequence (l/n’\ > converges

weakly to the B,-infinitely divisible distribution with Lévy measure G. Assume the sequence

(ﬁ—iidu“t)) of positive finite measures to converge weakly to a finite measure G.

(1) The sequence (v,) converges weakly to dg:

Indeed, for all € > 0, as the function t — % is increasing on R™, we have
1+ &2 t2
4
VTL([_€76] ) < 2 /]R 1 +t2an(7f),

which tends to zero as n tends to infinity, because the sequence (fifz dyn(t)> is bounded.

(2) We have pointwise convergence of the rectangular R-transforms:
Let a, 3 and (vy,) be as in the lemma P.4. On A, 5, we have

O i (2) = knCo (2) = iy <%G (%) _ 1> (1+ vn(2)), (3.2)

but we have seen in the proof of theorem P.j§ that

1 1 2 +1 ke t2
kn —Gun <—> - 1) = Z/ - dl/n t),
<\/Z vz R 11—tz 1+t ®)

continuous
bounded fct of ¢

so, by pointwise convergence of the sequence (v, ) to zero, the rectangular R-transform
Akn

converges pointwise to z — [ fij;lz dG(t) on the set A, 3.

(3) We have lir%C' &, kn (—y?) = 0 uniformly in n:
y— Un

B
of vy,

y>0
By equation (B.3) and (i) of lemma .4, it suffices to prove that

lin%)k‘n((i/y)Gyn (ify) —1) =0 uniformly in n,
¥>0
that is, since v, is symmetric,

i / Y2+ 122 kt?

1 1%
y—0 Jgp 1+ t2y2 1 +2"
y>0

(t) =0 uniformly in n.
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2 2,2
When y < 1, t — Y2090 <1 is increasing on [0, 00), so we have, for every T' > 0,

1+t2y2 =
2 42,2 2 2 2 2,2 2
ye +ty” knt / knt y* + Ty / knt
duv,(t) < ——duv, (¢ duy,(t).
/R L+t2y2 1+ 12 valt) < -7 1+ 12 valt) + L+ T2%y% Jp1+1t2 va(t)
Now fix € > 0, choose T' > 0 such that for all n, f[—TT]c f_’;—gdun(t) < e. For y large

y? 242 k42
enough, TW stllp /R ﬁdun(t) is less than e, which closes the proof.

O

The following corollary could have been proved with the equation (R.4)), but the proof we give
is shorter and does not use any computations.

Corollary 3.4. The rectangular Bercovici-Pata bijection commutes with the dilations D., ¢ > 0.

Proof. Let pu be a x-infinitely divisible distribution. Let, for each n > 1, v, be a symmetric
distribution such that v = . We have

AyoD.(u) = AxoD, (nh_)ngo VZ")

— o (im Do)

= lim D.(v,)® "
n—oo

But from equation (R.4) and additivity of the rectangular R-transform, we know that
Vn > 1, De(v,)™" = D, (VSVL) ,

so, by continuity of D,,

Ay o Do(p) = D, ( lim VEA")

n—oo

which is D, o Ay(p) by equation (B.1)). O

So, if we define the m,-stable distributions to be the symmetric distributions whose orbit
under the action of the group of the dilations is stable under =,, the rectangular Bercovici-Pata
bijection exchanges symmetric *-stable and m,-stable distributions. Moreover, the index of any
«-stable distribution p (i.e. the unique o € (0,2] such that for all n > 1, p** = D 1 (n)) is

preserved, i.e. one has Ay (u)®A" = D 1 (Ax(w))-

Remark This remark could be called missed appointment for the Cauchy distribution. The
Cauchy type, {C; = %xécfﬂ ; t > 0}, is well known to be invariant under many transformations.
For example, this set is the set of symmetric *- and m-stable distributions with index 1 (C; has
Lévy measure tCy). But unless A = 1, the set of ®,-stable distributions with index 1 is not the
Cauchy type. Indeed, for ¢ > 0, the rectangular R-transform with ratio A of Ay (C;) is ity/2. On

the other hand, from the easy computation Ge,(z) = 1/(z —it) on the lower half-plane, one has
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He, (2) = zlzl(:tiw, and

Ct = A)\(Ct) ~ Zt\/g =U <7Hc_tl(z) — 1)
& (Nitvz+1)(itvz+ 1) =

y4
Hi'(2)

z

(Nit\/z + 1)(it\/z + 1)

He, <ﬁ> = z, where A(z) = (Nity/z + 1)(ity/z + 1)
1—(1=NitV(z) = A(2)((1 — itV (2))?, where V(z) = /2/A(2)
itV(2)(2A4(2) —1+)) = A(2) —t?2 — 1

& 224() — 1+ NP = AR)(AG) — 22 — 12,

i3

Hp'(z) =

re ¢

which can be easily verified using a formal calculus program, and which happens to be false
unless A = 1.

Question. Inspired by what happens in the cases A = 0 and A = 1, we ask the following question:
is there, for each A in [0, 1], a functionnal f) from the set of symmetric probability measures on
R to the set of probability measures on R such that for all u, v symmetric probability measures,
pm,v is the only symmetric probability measure satisfying

I(psyv) = fa(pafr(v) ?

Note that in the case A = 1, the functionnal fy(u) = p works, and in the case A = 0,
functionnal which maps a measure to its push-forward by the square function works.

4. RECTANGULAR GAUSSIAN DISTRIBUTION AND MARCHENKO-PASTUR DISTRIBUTION

In this section, we will identify the rectangular Gaussian distribution v, that is the image,
by the rectangular Bercovici-Pata bijection, of the Gaussian distribution with mean zero and
variance one. The corresponding Lévy measure is &g, so the rectangular R-transform is z. We
will show that unless A\ = 0, in which case v = (6_1 + 61)/2, v is the symmetric distribution
whose push forward by the function  — 22 has the density

[4X = (z — 1 = \)?]
2wz
where x stands for the characteristic function of the interval [(1—'/2)2, (1+A/?)2], which means

that for all n > 1, the 2n-th moment of v is 1/A times the n-th moment of the Marchenko-Pastur
distribution with expectation A (the Marchenko-Pastur distributions are presented page 65 of

[HPOd]).

Recall that the sequence (cop, ())n>1 of the free cumulants with ratio A of a symmetric proba-
bility measure p, defined in the very beginning of section 4.1 of [B-GJ]], are linked to the sequence
(myp(p))n>0 of its moments by the relation (proposition 3.5 of [B-GJ)):

Vn>1, mon(pw)= > X[ qviw), (4.1)

TENC’(2n) Ver

1/2

x(z),
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where NC’(2n) is the set of noncroissing partitions of {1,...,2n} in which all blocks have even
cardinality, and where e(7) denotes the number of blocks of 7 with even minimum.

The following lemma will be useful to study distributions coming from rectangular free prob-
ability theory. A function f defined on a conjugaison-stable subset of C is said to be commuting

with the conjugaison (abbreviated by c.w.c.) if f(Z) = f(z). Note that the function z — 2'/? is
c.w.c., whereas z — /2 is not.

Lemma 4.1. If the rectangular R-transform of symmetric probability measure p extends to an
analytic c.w.c. function in a neighborhood B(0,r) of zero in the complex plane and tends to zero
at zero, then the probability measure has compact support, and the expansion of C,(z) for small
z 1s given by the formula

+oo
Culz) = 3 can() 2. (4.2)
n=1

Proof. Let us define T'(z) = (Az + 1)(z + 1). Note that U is the inverse of 7' — 1. Since the
extension of C), tends to zero at zero, z/H 1(2) extends to a neighborhood of zero such that we
have, in this neighborhood,

m =T (Cu(2)),

and this function tends to 1 at zero. Thus H,, 1(2) is one to one in a neighborhood of zero, and
H,, extends to an analytic c.w.c. function in a neighborhood of zero such that

lim —H” (2)

z—0 z

So the function G, (1/y/2)/y/%, which is equal to

A= 14 [(1= N2+ 4\(Hu(2) /)]
2

if A > 0 and to H,(z) if A = 0, extends to an analytic c.w.c. function in a neighborhood of zero.
But since p is symmetric, for all z in the complement of the real nonnegative half line,

Gu(1\=z) 1 du(t) 1 / 1 1 / du(t)
I = + d/,l/ t - :G 1 z 9
VN S nmrarv -y A g ] AU S s
where p is the push forward of u by the function ¢t — t2. Hence the Cauchy transform of p

extends to an analytic c.w.c. function in a neighborhood of infinity. Thus, by the Stieltjes
inversion formula, p is compactly supported, which implies that p has compact support too.

=1.

1 has now been proved to be compactly supported. Then the second part of the lemma,
equation ([.Z), has been established in section 4.1 of [B-G1]. O

So v has compact support, and for all n > 1, co, (V) = 615,.
Let us first treat the case where A = 0. By ([t.1]), all even moment of v are 1, so v = (6_1+61)/2.
A > 0, by (1)), the moments of v are given by

o(m)
Vn > 1, mo,(v) = Z)\e(”) = )\"Z <§> )

™ ™

where the sums are taken over noncrossing pairings of {1,...,2n} (a noncrossing pairing is a
noncrossing partition where all classes have cardinality two, recall also that for = partition, e(7)
and o(7) are respectively the number of classes of © with even and odd minimum).
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Lemma 4.2. Let I ={z1 < - <z} and J={y1 < 21 < y2 < 29 < -+ < yp < 2z} be totally
ordered sets. There is a bijection m — i from the set of noncrossing partitions of I to the set of
noncrossing pairings of J such that for all w,

7| = o(#).

Proof. Let us first construct the map # — 7 by the induction on n, using the following well
known result : a partition m of a finite totally ordered set is noncrossing if and only if one of
its class V is an interval and 7\{V} is noncrossing (page 3 of [E9g]). Consider a noncrossing
partition 7 of I. If 7w has only one class, we define 7 to be

{{y17 Zn}? {217 y2}7 {227 y3}7 SR {Zn—layn}}'

In the other case, a strict class V of 7 is an interval, V' = {zy, zx11,...,2;}. Then we define 7
to be

& U {{yk7 Zl}? {Zk7 yk+1}7 {Zk+17 yk+2}7 veey {Zl—17 yl}}7
where & is the image (defined by the induction hypothesis) of the partition
o=m—{V}
of I — V (it is easy to see that the result does not depend on the choice of the interval V).

The relation |7| = o(7) follows from the construction of m — 7.

Let us now prove, by induction on n, that m — 7 is a bijection. If n = 1, the result is obvious.
Suppose the result to be proved to the ranks 1,...,n—1, and consider a noncrossing pairing 7 of
J. Let us prove that there exists exactly one noncrossing partition 7 of I such that # = 7. Con-
sider | € [n] minimal such that there exists k < [ such that {yg, 2z} is a class of 7 (such an [ exists

because it is the case of n). Then it is easy to see that {zk, yx+1}, {zk+1, Yks2}s- -, {z1-1, 41} are
classes of 7, and any partition 7w of I such that # = 7 must satisfy V := {z, xg11,..., 2} € T,
and

¢ =7~ {{ye, 2} {2k Y1 b {215 Y2 ds - {z-s i
where 0 = m — {V'} (partition of I —V'). Thus, by the induction hypothesis, there exists exactly
one noncrossing partition « of I such that 7+ =7. 0O

So the moments of v are given by

Vn > 1, mo,(v) =" Z (;)Iw‘

meNC(n)

But for all n > 1, > o) (1 /A)™ is the n-th moment of a distribution with all free cumulants

being equal to 1/\, i.e. of the Marchenko-Pastur distribution with parameter 1/\ (see [HPOd]
p. 65). Thus the push-forward of v by ¢t — 2 is the push-forward of the Marchenko-Pastur
distribution with parameter 1/\ by the map ¢ — At, and has density

[N — (z — 1 - X)2]"?
2Tz

where x stands for the characteristic function of the interval [(1 — A'/2)2, (1 4+ X\1/2)2]. Hence we
have proved the following result:

x(z),

Theorem 4.3. The rectangular Gaussian distribution v with ratio X\ > 0 has cumulants given
by
Vn > 1,C2n(7/) = On,1,
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and has density
[4X — (22 — 1 - 2)2]"?
27\ |x|
Its support is [—1 — A2 —1 4+ AV/2JU[1 — A2 1 + AV/2).

x(z?).

Note that when A = 1, it is the well-known semi-circle law with radius two.

Remark 4.4 (Moments of the Marchenko-Pastur distribution). Note that the fact that the free
cumulants of the Marchenko-Pastur distribution with parameter a (see [HPO(] p. 65) are all a
and the previous lemma give us a formula for its n-th moment: it is equal to ) a®™) | where
the sum is taken over all noncrossing pairings of [2n]. This formula, proved using a random
matriz approach, appeared already in an unpublished paper of Ferenc Oravecz and Dénes Petz.

5. A MATRICIAL MODEL FOR THE RECTANGULAR BERCOVICI-PATA BIJECTION

In the previous section, the proofs rely on integral transforms and complex analysis. We will
construct, in this subsection, a matricial model for the m,-infinitely divisible laws and present
in a maybe more palpable way the Bercovici-Pata bijection with ratio A.

In this section, d, d’ will represent dimensions of rectangular matrices, because n will be used
to another role. For any distribution P and any function f on a set of matrices, Ep(f(M)) denotes
[ f(M)dP(M). Let us recall that the singular law of a matrix M designs the uniform distribution
on the spectrum of |M| := (MM *)% Let us define the symmetrization i of a distribution p
on the real line: it is the distribution which maps a Borel set B to (u(B) + u(—B))/2. The
symmetrization of the singular law of a matrix M will be denoted by iz

We are going to construct, in the same way as in [B-G04] and in [[C-D04], for each d,d’ > 1,
for each symmetric *-infinitely divisible distribution p, an infinitely divisible distribution P’ ,
on the set of dxd complex matrices such that for all ju,v, ]P’g o *Pa = ]P’gti’f and such that
the symmetrization of the singular law of M (with M random matrix distributed according to
]P’g o) goes from p to its image by the rectangular Bercovici-Pata bijection with ratio A when
d,d — 0o, & — A

Let us introduce the heuristic argument that led us to choose the model we will present.
Consider a symmetric *-infinitely divisible distribution p, and two sequences (v,) (symmetric

probability measures), (k,) (integers tending to infinity) such that v**» tends weakly to pu.
Define, for each 1 < d < d' and each n > 1, and, to be the law of the dxd’ random matrix

U X8l 1cica V
1<j<d

where U (resp. V) is a uniform dxd (resp. d'xd’) unitary random matrix, X, 1,..., X, q are
distributed according to v, and U,V, X, 1 ... are independent.

Then if one fixes n and lets d, d’ go to infinity in such a way that % — )\, the symmetrization of
the singular law of My (vy,)+- - -+ M, (vy,) (with My (vy,), ..., M, (v,) independent and distributed

. Bk
according to Q") goes to v, ",

*kn
Moreover, if one fixes d,d’ and lets n go to infinity, the distribution <Q§"d,> of Mi(v,) +

-+« 4 M, (vn) converges weakly to a distribution P4 , on the set of dxd' matrices, whose Fourier
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transform is given by the following formula: for all dxd’ matrix A

Epe: , (exp (iR (Tr A"M))) = exp (E (dxth (R (< u, Av >)))) (5.1)

where 1, is the Lévy exponent of p, i.e. the unique continuous function f on R such that f(0) =0
and the Fourier transform of p is expof, < .,. > is the canonical hermitian product of C%, and
u=(u,...,uq), v =(v1,...,vq) are independent random vectors, uniformly distributed on the
unit sphere of respectively C¢, C%. The proof of this weak convergence, analogous to the one
of theorem 3.1 of [B-G04], uses the polar decomposition of dxd matrices and the bi-unitarily
invariance of the distributions QZ:Ld,. Note that for all u,v, ]P’g’ & ¥ ]P’a 7= Pg:l'f, and that when
w=N(0,1), ]P’iw is the distribution of a matrix [M; ;] with (RM; ;, SM; ;) 1<i<q i.i.d. random
1<j<d
variables N (0, o )-distributed i.i.d..

So the convergence of the symmetrization of the singular law of a IP’Z o -random matrix is
the expression of the commutativity of the following diagram:

n—oo

My(vp) + -+ Mp(vn) —— Pg,d’

d,d" go to oo d,d" go to co
d/d ~\ d/d' ~\
symmetrized n—o0 symmetrized
singular law: —————  singular law:
yBEAEn Ax(w)

To prove this result, we need a preliminary result about cumulants of =,-infinitely divisible
laws with compactly supported Lévy measure. First, note that by lemma [[-], such laws are
compactly supported. Recall that free cumulants with ratio A have been defined in the beginning

of section | by (E.1).

Theorem 5.1. Let u be a x-infinitely divisible distribution with compactly supported Lévy mea-
sure, and let, for n integer, uy, be a probability measure such that u;" = p. Then for each k > 1,
the sequence (nxmoy(ftn))n tends to the 2k-th classical cumulant ¢ (i) of p, which is equal to

car(Ax(1))-

Proof. Recall that classical cumulants of a probability measure v (whose moments of all orders
are defined) linearize the classical convolution and are linked to its moments by the formula

VE>1,mw)= > ] v

mePart(k) Ver

So one has

o) = S T evilu) = 3 e () = gl + ol1).
wePart(2k) Venr T*’_(/) mePart(2k)
v

Let us denote v, = pfA". By the line above, for all k, moy (11n,) = O(n™"), so car(pn) = O(n™1),
so cor(vn) = O(1), and mak(v,) = O(1). Moreover, by equation (B.1]), the sequence (vy,)
converges weakly to Ay(u). So the moments of v, tend to the moments of Ay(x) (cf [B6g]). But
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thanks to proposition 3.5 of [B-G1],
nxmog(pn) = n N TT (i)
Z H 14

mENC'(2k) VT ey (o)

=S T ),

TeNC’(2k) Ver
which tends to
> X6 T (M) = can(Aa(n):
TENC’ (2k) Ver
O
We will first prove the result when p has a compactly supported Lévy measure. We will work
with a sequence (d/;)4 such that 1 < d < d);, and d/d, tends to A € (0, 1] (even though the proof

can be adaptated to the case A = 0, we assume that A > 0 in order to simplify). To simplify
notations, d’ will stand for d,.

Proposition 5.2. Let u be a symmetric x-infinitely divisible distribution with compactly sup-
ported Lévy measure. Then for all integer k,

(@) lim Epu (ma(fijar) = mx (Ax(p) -

(b) The variance, under P} ., of my(fi|ar)) tends to zero as d goes to infinity.

Proof. For n integer, [n] will denote {1,...,n}, and NC(n) will denote the set of noncrosing
partitions of [n]. Recall that NC’(n) denotes the set of noncrosing partitions of [n] in which all
blocks have even cardinality.

(a) First, for every complex dxd matrix M, for all integer k, my (ﬂ| M‘) is null if £ is odd

k
and is equal to tr (M M*)?2 (tr denotes normalized trace) if &k is even. Ay (u) is symmetric, so it
suffices to show that for all £ € N*,

Tim B (tr (MM)) = ma (Ax(1)).
Let, for n € N*, pu,, be the probability measure such that p;" = p. Consider, for d > 1 and

n > 1, (Mc(llzl) Leie i.i.d. random matrices with distribution 57&" By definition, for every
) 77]771 )

d > 1, the sum of the Méz’s (1 =1...n) converges in distribution to de, when n goes to oco.
We know, by theorem f.1] that for all k¥ € N*, the sequence (nxmy(i,))n is bounded, and so
(see [B6Y]) for all k,d € N*,

n n k
Bou (mak (far)) = lim E tr<(zM;f;> (ZM;Q;» | 52)
' i=1

i=1

Let us fix k € N*.
We are going to use the formula (f.9).
Let, for d,n > 1,
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From now on, we do not write anymore the index d in Méi) We denote, for [, n non-negative

integers, by Al the number of one-to-one maps from [I] to [n], i.e. n(n —1)---(n —1+ 1). For
7 partition of [2k], for 1 < < 2k, we denote by 7(l) the index of the class of [, after having
ordered the classes according to the order of their first element (for example, 7(1) = 1; 7(2) =1

if 1 £ 2 and 7(2) =2 if 1 % 2). Then we have

b = (B[ MYOMPCI e
fe{l,...,n}?*

= (B[ 3 AlMEO M O L (R

n n n n
wePart(2k)

But E | MspD oD | =B | a0 | = o,

n n n n
2] 4+ 1 alterned factors 20 + 1 alterned factors
Wy | G
E Mn Mn T Mn = gmﬂ(ﬂn)ld’y

2l alterned factors

E | MOMO* MO | = 0y () L.

2l alterned factors
So, using many times the fact that a partition 7 of a finite totally ordered set is noncrossing
if and only if one of its class V is an interval and 7\{V'} is noncrossing (page 3 of [594]) and
integrating successively with respect to the different independent random matrices, one has

d 6(71')
e N uk (M 2 ) () T
Bem

= (pn)

m € NC(2k)\NC’(2k) = tr E <M,(L’T(1))M,(f(2))* S M};T@’f))*) = 0.
But Alrzr I~ nl7l, so, by the preceding theorem, the limit, when n goes to infinity, of

tr | E S AT @) )
wePart(2k)

)e(w) my (1), which tends to Z N (1) = mog (Ax(zt)) when d goes to
7eNC'(2k)

: d
18 ZnENC’(Zk) (E
infinity.

So it suffices to prove that

b= > AT E { MO M@ @) (R

mePart(2k)
T¢NC(2k)
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vanishes when n, and then d, go to infinity. Let us expand the trace: b/n, 4 is equal to

DS AJ'E“MSLW(U)L ] agenr) }
1,J2 2,J3 2k>J1

ncPart(k)  je[d']?F
©¢NC(k) Vr'odd, j,<d

Using the fact that ( M (2) are independent copies of a matrix with distribution Q4™,, we
8 1<i<n d,d

deduce (with the notatlon Jok+1 = J1)

1
bél,n = E Z A‘J' Z HEQdd/ H Mjrvjr+1 H M;T’jf'Jrl

wePart(k) jed)?* Bem reB reB
T¢NC(k) Vr odd, jr<d r odd T even

1 Al

- d Z il Z

mePart(k) jeld?k
T¢NC(k) Vr odd, jr<d

H nE Z H u]ryl'rvlr,]r+1 nlr H /Ulr,jr nlru‘]’,«+1,lr 9

Bem B TEB reB

odd r even
where U,V, X, 1,..., X, 4 are independent, with respective distribution the Haar measure on

the group of dxd unitary matrices, the Haar measure on the group of d'xd’ unitary matrices,
and pp,.

For all B C [2k], for all j € [d']?* such that for all » odd, j, < d, summing over the partition
generated by [, one has

nk Z H u]rylrvlrvjr+1 H Ulr Jr nlru]r+lylr

le[d|B reB reB
€ld] r odd T even

1—|o — —
> Z e [H "] “”)] LR [ [T | A

c€Part(B) l€[d] Beo reB reB
r odd r even
which tends, according to theorem p.J, to
d
E :CIBI(N)E H gy 1V iy H ULy Ujpys L
=1 reB reB
r odd r even

Which is equal, by invariance of uniform distributions on unitary groups by permutation of rows
and columns, to

dXC‘B‘(,U/)E H ujrvjr-+1 H ﬁj'r’ajrdrl ?

reB reB
r odd T even

. . . U
where u, v are independent uniform random vectors on the unit spheres of C¢ C? .
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So the limit, when n goes to infinity, of by, is

é Z Z H dXC|B|(M)E H Uj, Vg iq H T)jrajr‘ﬂ ’

n€Part(k) je[d)?¢ Ber reB reB
T¢NC(k) Vr odd, jr<d r odd  even

which absolute value is less or equal, by invariance of the distributions of u and v under permu-
tation of coordinates, to

é Z d/‘ﬂ—l—h'cw(ﬂ) H E H Uj,. Vi iy H ’l_}jrﬂjf'+1

m,7€Part(k) Bem reB reB
7¢NC(k) r odd T even

Moreover, by invariance of the distribution of u under the action of unitary diagonal matrices,
for every pair (m,7) of partitions of [2k], if

I[TE| IT woyvresny 11 @reanyTren

Bem reB reB
r odd r even
is non zero, then for every class B of m, there exists ¢, permutation of B, which maps odd
numbers to even numbers and vice versa, such that for all » € B, 7(r) = 7(¢(r) + 1). It implies,
by lemma 4.4 of [B-G04], that || + |7| < 2k. So one has, using the Holder inequality and
equation (4.2.11) of [IP0Q],
lim b, ; =O0(d™"),

n—~o0

which closes the proof of (a).

One notes that the proof of (a) is a very closed adaptation of the proof of Proposition 4.1
of [B-G04], by adaptation of the arguments to the context of non hermitian and non square
matrices. Using again the same adaptation, the proof of (b) is along the same lines as the proof

of Proposition 5.1 of [B-G04]. O

To conclude this section, we have to state its main theorem. The proof of the theorem is
similar to the one of Theorem 7.6 of [B-G04], based on the previous proposition and on an
approximation by compound Poisson laws. The only modification is to work with products of
the type M M™ rather than M*M.

Theorem 5.3. Let pu be a symmetric x-infinitely divisible distribution. Let, for d > 1, My be a
random matriz with distribution ]P’g &

Then the symmetrization finr, of the singular law of My converges in probability to U(p).

Remark 5.4. In the case where u is a normal law, one recovers the well known result about
asymptotic spectral distribution of Wishart random matrices.

6. RECTANGULAR SYMMETRIC POISSON DISTRIBUTIONS AS LIMITS OF SUMS OF RANK-ONE
MATRICES

Let us define the symmetric Poisson distribution with parameter a > 0 to be the x-infinitely
divisible distribution with Lévy measure §(d1 + 0_1). It can also be seen as the law of X — Y,
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where X, Y are independent random variables with (unsymmetric) Poisson law with parameter
¢/2, or as the weak limit of

*n

((1 - —) 5o + —(5 1+51))

Note that rectangular analogues of Gaussian distributions have been identified to subsection i,
but rectangular analogues of symmetric Poisson distributions are still not characterized, whereas
free analogues of (unsymmetric) Poisson distributions are Marchenko-Pastur laws. But the
computations for symmetric Poisson laws are harder than for the unsymmetric ones (even for
free analogues of symmetric Poisson distributions, the densities are not possible to express).
Nevertheless, we have the following characterization of the rectangular analogue of symmetric
Poisson distributions.

Proposition 6.1. Consider X\ € (0,1|, and ¢ > 0. Then the image, by the Bercovici-Pata
bijection with ratio X\, of the symmetric Poisson distribution with parameter c is the limit, for
convergence in probability, of the symmetrization of the singular law of the random matriz
d//
d d/ d// : Zud Ud/

when
d d//

d — o0, E—))\’ = C (6.1)
where ug(k), vy (k) (k > 1) are independent uniform random vectors of the unit spheres of C4, C*
(considered as column matrices).

Remark 6.2. Note that when X\ = 1, the image, by the Bercovici-Pata bijection with ratio A,
of the symmetric Poisson distribution with parameter ¢ is T @7_, where T4 is the Marchenko-
Pastur distribution with parameter c¢/2, and T7_ is the push-forward, by the function t — —t, of

T+.

Proof. Let us denote by u the symmetric Poisson distribution with parameter ¢, and by o the
push-forward by ¢t — t2 of its image by the Bercovici-Pata bijection with ratio A. As explained
in the beginning of the proof of theorem 4.6 of [B-GIl], it suffices to prove that for each & > 0,
the probability of the event

> }

1
{ sup [=TrR. (A(d,d',d")) — G,(z)
Jz>1
A(d,d',d"y = M(d,d',d"\M(d,d ,d")*.

d
tends to zero as d,d’, d” tend to infinity as in (6.1]), where

Fix € > 0. It can easily be seen that P/ da 18 the distribution of

X(cd
N(d,d'): Z k)va (k)*,
where X (cd) is a random variable distributed accordlng to an (unsymmetric) Poisson distribution
with parameter cd, and X (cd) is independent of the ugy(k)’s and of the vy (k)’s. Thus by the
previous theorem, with the notation B(d,d') = N(d,d )N (d,d')*, the probability of the event

1
sup |— > €
Fz>1

g Tr R, (B(d,d')) — Gs(z)
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tends to zero. Thus it suffices to prove that the probability of the event

sup 1T1" (R. (B(d,d)) —R. (A(d,d',d")))| > ¢

Jz>1
tends to zero. But for all hermitian dxd matrices A, B, for all z such that Sz > 1, we have
R.(B) — R:(A) = —R.(B)(B — A)R.(4),

whose normalized trace is not more than its norm times its rank divided by d. Moreover,
[|R,(B) —R.(A)|| <2, and the rank is not more than the one of B — A. So it suffices to prove
that

érg (B(d,d') — A(d,d',d"))

converges in probability to zero. B(d,d') — A(d,d’,d") can be puten in the form
(. )N(d,d') = M(d,d',d"))* + (N(d,d') — M(d,d,d"))(...),
$O
%rg (B(d.d) — A(d,d',d")) < %rg(N(d, &) — M(d,d,d") < §|X(cd) _d,

which converges in probability to zero, by the weak law of great numbers. [
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