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the future infimum of positive self-similar Markov processes and for increasing self-similar Markov
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guments due to Chaumont and Pardo [9]. These results extend laws of the iterated logarithm for the
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1 Introduction and main results

An IR, -valued Markov process X = (X;,t > 0) with cadlag paths is a self-similar
process if for every k > 0 and every initial state x > 0 it satisfies the scaling property,
i.e., for some o > 0

the law of (kXjy-as,t > 0) under P, is Py,

where P, denotes the law of the process X starting from x > 0.

We will refer to positive self-similar Markov processes as pssMp. We will also denote by
X @ for the pssMp starting from 2 > 0. Well-known examples of this kind of processes
are: Bessel processes, stable subordinators and stable Lévy processes conditioned to
stay positive.

In this paper, we are interested in the class of processes which drift towards +oo. Let
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X @) be a pssMp starting at > 0 which drifts towards +00. We introduce the so-called
future infimum of X® by
Jt(x) ‘D inf X (@), for ¢>0.

s>t

Note that the future infimum process J@ = (J™*) t > 0), is an increasing self-similar
process with the same scaling coefficient as X ®). Tt is clear that when the pssMp X ®)
starts from z = 0, the process J(© starts also from 0. When the pssMp X ®) starts from
x > 0, the future infimum J® starts from the global infimum, that is from inf;>o Xt(x).
In both cases, the future infimum process J® tends to +o0o as t increases.

We are interested in describing the upper envelope at 0 and at +oo of the future
infimum process for a large class of pssMp through integral tests and laws of iterated
logarithm. As we will note later, the same integral tests will also allow us to describe
the upper envelope at 0 and 400 of the pssMp X (@ in the increasing case.
Khoshnevisan et al. [11] studied the asymptotic behaviour of the future infimum of
some stochastic processes, in particular the case of a Bessel process with index d > 2.
They obtained the following integral test:

Let ¢(t) = Vtp(t) be nondecreasing in t > 0 and assume that ¥ (t) diverges to +oc as
t goes to +oo. If

+oo d—2
/ (w(t)) exp {—¢*(t)/2} dt < +o0,
then, for all € >0
Py (J; > (1 +€)o(t), i.0., ast — +o0) = 0.

They also obtained the following law of the iterated logarithm,
Ji

limsup ——— =1, Py — a.s.

t—+oo /2t loglog(t)
In this paper, we will give integral tests for J in the general case.
Our arguments are based in the following representation of self-similar Markov pro-
cesses well-known as Lamperti representation. Lamperti studied in detail the pssMp
in [12]. In his main result, Lamperti proved that any pssMp starting from a strictly
positive state is a time-change of the exponential of a Lévy process. More precisely,
let X® be a self-similar Markov process started from z > 0 that fulfills the scaling
property for some o > 0, then there exists £ = (§;,¢ > 0) a Lévy process possibly killed
at an independent exponential time, such that

X =wexp{&em ) 0<t<anI©), (11)

where

T, = inf{s >0: (&) > t}, I(¢) = /OS exp{a&,}du and I(§)= lim I,(¢).

t—+o00

Lamperti raised the question of whether one can make sense of X®) started from 0+.
This problem was first solved for the increasing case by Bertoin and Caballero [2], this
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is when its associated Lévy process is a subordinator. In the same work, they also
computed the entrance law at 0 which will be written below. Later, Bertoin and Yor
[4] studied and computed the entrance law in a more general case, when ¢ satisfies the
following condition

(H) 0<E(&) <E(|&]) <oo and & is not arithmetic.

It was proved in [4] that under condition (H), the process X® converges in the sense
of finite dimensional distributions. If we denote by Py its limit law then the entrance
law can be expressed as follows: for every measurable function f : IR, — IR, and

every t > 0, )
Eo(f(X0)) = —E(I1E)7F(t1(&) ™)) (1:2)

where m = E(&;) and £ = —¢. Recently Caballero and Chaumont [7] gave necessary
and sufficient conditions for the weak convergence of X®) on the Skorokhod’s space.
In the mentioned study , they give a path construction of X©.

In this paper, we suppose that the limiting process X© exists in the sense of weak
convergence on the Skorokhod’s space and that it satisfies that lim; Xt(o) = +00
which is equivalent, according to [7] to the fact that ¢ satisfies condition (H). Let D
denote the Skorokhod’s space of cadlag paths with real values and defined on [0, +00)
and P a probability measure defined on D. We denote by P,, for x > 0 the law, under
PP, of the process X ®) defined above in (1.1) and by Py the law, under P, of the limiting
process X whose entrance law is given by (1.2). With this notation we have that
(X,P,) = (X@ P) for z > 0. Throughout this work we will suppose that ¢ is a Lévy
process satisfying condition (H).

Note that from the scaling property, the process (X% P,), for x > 0 is a pssMp whose
scaling coefficient is equal to 1. Henceforth, without loss of generality we can assume
that o = 1.

Some general results for the lower envelope of X(®) have been established by Chaumont
and Pardo in [9]. These results are based on the study of the last passage times of the
process X ®). Since its future infimum process J®) can be seen as the right inverse of
the last passage times of X® it is not difficult to deduce that we can replace X * by
its future infimum in all their results. In other words, we will obtain the same integral
tests for the lower envelope of J®) at 0 ( when z = 0) and at +oo ( for all z > 0).
Motivated by the above and based on the study of the last passage times for the pssMp
by Chaumont and Pardo, we will describe the upper envelope of its future infimum
process.

For x > 0, we consider X (@) the dual process of the pssMp X with respect to the
Lebesgue measure. From Bertoin and Yor [4], we know that X®) has a Lamperti
representation and is given by

where
%t:inf{520:13(5)>t}, Is(é):/sexp{ét}dt and 1(¢) = lim_L(€).
; Jm
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Note, that x1 (é) is the first time at which the process X®) reaches the state 0, that is
2I(€) = inf{t : X" = 0}.

For y > 0, we define T, = inf{t : & > y}, the first passage time of the process £ over
the state y, and U(y) = sup{t : Xt(o) < y} the last passage time of the processes X
below y. Since the processes & and X (© drift towards +oo, both random times are
almost surely finite.

The following lemma proved by Chaumont and Pardo [9], gives a path decomposition
of the process X reversed at time U(z), for # > 0, and also determines the law of

U(z). This path decomposition consists in splitting the path of (X ,0<t<U(x))
at its last passage times.

Lemma 1 Let I' = X(O() = Then, the process time-reversed at its last passage time

below z > 0, X =& (X((g)( -, 0 <t < U(x)) can be described as

X = <Fexp {é%(t/p)},o <t< U(JU))a

where T and € are independent. Moreover, let (zn) be a decreasing sequence which
tends to O and such that Ty = 1. If we define S = 1nf{t X, < y} fory >0, then we

can describe the process X between the passage times S,; and anﬂ as follows:

(Xe 00 <t 80 =80 ) = (Tuexp {0 o) JOSE<HL), n=1,

7

where the processes é("), n > 1 are independent between themselves and have the same
law as & and

7 = inf{s L (M) > t}, (1.3)
T (log(zn+1/T'n)) .
H, = rn/ exp {5§”>}ds, (1.4)
0
T,.1 = [, exp {é gt ) } n>1, T,=T, (1.5)
T — inf {t : ftn < z}. (1.6)

For each n > 1, T, is independent of €™ and

@, (1.7)

x T,
where the latter equality means that both variables have the same distribution.
As a consequence, we have that for all n > 1,

T (log(zk+1/Tx)) .
S| o {40}ds. as 8

k>n



On the other hand, since

A

(X 0 <t < U) = (K, 1000 << Ulwn) = ()

. L

where €™ has the same law as é and 7 is the inverse of the exponential functional
I,(€™). Then we also have that almost surely

Uz, = Fnl(g(”)) < xnl(f(”)), where ](f(”)) = /00 exp {Et(”)}dt, (1.10)
0

and, T',, and €™ are independent.

Note that the process (ét("), 0 <t<T™(log(xns1/Tn)) is the same as the process £
killed at T (log(#n11/T)), where ™) (z) = inf{t : £&™ < z} for z < 0. In fact, the
process €™ can be described as follows,

(&M ifteo, o]
§rtl, ifte 2, 2],

=
g =4 (1.11)
S(n+k) : (n) s(n)
gt—zi") ift € [Ek ) Ek+1[u

\ -

where BV = SN 70 and 76 = T0) (log(541/T))).
Chaumont and Pardo proved in the same work that we have the same properties for
x large (see Corollary 3 in [9]). This will be very useful to establish our asymptotic
results at +oo0.

It is important to note that the law of #7'T is related with the upward ladder height
process 0 = (0y,t > 0) associated to & (see Bertoin [1] for a proper definition). In fact,
its law (see for instance Lemma 1 in [9]) is the same as that of exp{—UZ}, where U
and Z are independent random variables, U is uniformly distributed over [0, 1] and the

law of Z is given by

P(Z >u) = E(al)_l/ sp(ds), u >0,

(u,00)

where p is the Lévy measure of o. In particular, we can deduce that for all y < zq,
P(I' > y) > 0.
The following result gives us integral tests at 0 for the upper envelope of J®. This
theorem means in particular that the asymptotic behaviour of J© only depends on
the tail behaviour of the law of ¥I(£) and this of I(€£), where v is independent of I(€)
and has the same distribution as z;'I". Note that the support of the law of v is the
interval [0, 1].
Let us define

F() @ P(vI(é) <t) and F(t) < P(1() <t)

and denote by Hy the totality of positive increasing functions h(t) on (0, co) that satisfy

5



i) h(0)=0, and

t
ii) there exists § € (0, 1) such that sup — < co.
t<p h(t)

Theorem 1 Let h € H,.
i) If

then for all € > 0

P (Jt > (1+€)h(t), i.o., ast — O) = 0.

i) If

then for all e > 0

IPO(Jt > (1 - e)h(t), i.o., ast — o) ~ 1.

For the integral tests at +o00, we define H, the totality of positive increasing functions
h(t) on (0,00) that satisfy

i) limy o h(t) = oo, and

t
ii) there exists 5 > 1 such that sup — < 0.
>3 h(t)

Then the upper envelope of J*) at +o0 is given by the following result.
Theorem 2 Let h € Hy.

i) If

then for all e > 0 and for all x > 0,

+Ji > (14+€)h(t), 2.0., ast — +oo | = 0.
P, (i > (1+ )h(t) )=0

[ #Gw) T

then for all e > 0 and for all x > 0

i) If

P, (Jt > (1 —¢)h(t), i.o., ast — +oo> =1.



The rest of this paper is organized as follows. In section 2, we state two Theorems
that describe the lower envelope of the last passage time process U at 0 and at 400,
respectively. In section 3 we prove Theorems 1 and 2. Sections 4 and 5 are devoted to
the “regular” case and “logreqular” case respectively and some examples. In section 6,
we study the case of transient Bessel processes and finally in section 7 we discuss the
upper envelope of the increasing self-similar Markov processes.

2 The lower envelope of the last passage times
Let us recall the definition of the last passage time of X (),
U(x):sup{tZO:Xt(O)gx} for z > 0.

From this definition, we see that U = (U(xz),z > 0) is also an increasing self-similar
process whose scaling coefficient is the inverse of the scaling coefficient of X(®. Since
the process X (© starts at 0 and drifts towards +oo, we deduce that the process U also
starts at 0 and tends to infinity as  increases.

In this section, we are interested in the study of the behaviour of process U at 0 and
at +00. As we will see in the following section, the asymptotic behaviour of process U
is related to the asymptotic behaviour of the future infimum of X©. In fact, we will
see that the lower envelope of the last passage time process U determines the upper
envelope of J(©).

The following result will give us integral tests at 0 for the lower envelope of U.

Let us denote by H,* the totality of positive increasing functions h(z) on (0,00) that
satisfy

) A(0) = 0, and

i) there exists 3 € (0,1) such that sup,_z 2~ 'h(x) < co.
Theorem 3 Let h € H,".

i) If

then for all e > 0
]P’(U(x) < (1 —¢€)h(x), i.0., as x — O) =0.
i) If

then for all e > 0

P(U(m) < (1+4+¢€)h(x), i.o., as x — 0> = 1.



Proof: We first prove the convergent part. Let (z,,) be a decreasing sequence of positive
numbers which converges to 0 and let us define the events A,, = {U(zn+1) < h(zy)}.
Now, we choose x, = r", for r < 1. From the first Borel Cantelli’s Lemma, if

> . P(A,) < oo, it follows
Ut > h(r") P-— as,
for all large n. Since the function h and the process U are increasing, we have
U(z) > h(x)  for " <z <™

From (1.10), we get the following inequality
SB(U(m) < () < / P(rvI(€) < h(r") )ar
- 1

L R (Me) e
logr J, x x

From our hypothesis, this last integral is finite. Then from the above discussion, there
exist x( such that for every x > xg

U(x) > r’h(x), forall r <1

Clearly, this implies that
P(U(x) < 7r?h(z), i.0., as ¥ — 0) =0,

which proves part ().

Now we prove the divergent part. First, note that when & has no positive jumps the
process U is like the ones considered in Watanabe’s work, that is U is an increasing
self-similar process with independent increments, but in the general case the process
U does not have this property. The decomposition (1.8) and the a.s. equality in (1.10)
will allow us to extend the arguments used by Watanabe to our case.

Now, we assume that h satisfies

()%
ot x x
Let us take, again x,, = r" for r < 1, and define the events

C, = {U(:U) < r72h(z), for some z € (0, 7“”)}
Note that the family (C),) is decreasing, then

C= ﬂ C, = {U(m) <7 ?h(x), i.0., as ¥ — 0}.

n>1



If we prove that lim P(C,,) > 0, then since X is a Feller process and by Blumenthal’s
0-1 law we will have that

P(U(I) <r~?h(z), io., as x — 0) =1,

which will prove part (i7).
In this direction, we define the following events. For n < m — 1,

Dmy = {rj“j:(jJerH) > h(r?), foralln < j <m — 1},
and forr<k<landn<m-—2

E(n,m—l) = {Tj—’—lj(j_i_l,m) + Tj+1R(j+1,m)j(m,m+1) Z h(?“j), for all n S j S m — 2} and

E((Z)mfl) = {rj“I_(jH,m) + rj“R(jH,m)I_,(f) > h(r?), foralln < j <m — 2},
where

i TUHD (log(rm™1 /T 411)) _.
Tiitmin) = / exp {£§J+1)}d8,

0

B T(m) (log(rm+1 /krm)) _

I® = / exp {fém)}ds and
0

F(G+1)
Rjt1,m) = exp {gT](H”(log(T"L/FHI))}’

and for n < j <m—1, U is a Lévy process defined as in (1.11).
From the definition of £U+Y) we can deduce that for j < m

gm) — (§<j+1> _gutD) P> 0) and

T (log(r /Ty 41))+t  STUHD (log(rm /Ty41)) ¥ =
Ly =T exp {érgfj(jﬂ)(log(rm/rm))},
then it is straightforward that
TUH) (log(r™!/T;41)) = TV (log(r™/T;41)) + inf {t > 0, < log(rm! /rm)}.

The above decomposition allows us to determine the following identity

Istmen) = Lgarm) + Riatm Tmm)- (212)

In the same way we can also get that,

TED) = Tgrme + RigamenT(E™HY). (2.13)

By Lemma 1 and the decomposition (1.11), it follows that [ (5 (m“)) is independent of

(f(j+1,m+1)a R(j41,m+1)) and distributed as I(é)
From (2.12) and since

{Tmf(m,mH) > h(rm_l)} C AT, > r™H,
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we conclude that

Dinmy = Bt [ 1 Tommsny = hr™ )} () {Tm > ™'}

Now, forn < m — 1,

we define

H(n,m) = BB, " I = b 1), Ty > 17k).

(n,m—1)’

On the event {I',, > "k}, we have that L(n) < I(mm+1)- Hence since k > r, we deduce

that P(D(mm)) > H
For our purpose, we
such that 0 < n; <
infinity. In this dire

(n,m).

will prove that there exist (n;) and (my;), two increasing sequences
my — 1, and n;, m; go to oo and H(n;,m;) tends to 0 as [ goes to
ction, we define the events

B, = {r”“[(f("“)) < h(r”)}.

If we suppose the contrary, this is that there exists 6 > 0 such that H(n,m) > § for

all sufficiently large

e[

m=n+1

- Z[{D(m
m=n+1

integers m and n, we see from identity (2.13) that

)= (=0 (00))

+1[ F(m+1) ) < h(r™), ﬂl {T]-i-l[(é(]-&-l ) > h(rg)}>

Jj=n

> Z P (,,,m+1[(§(m+1)) < h(r™)) P(Dgmy)

m=n+1

> i P(rm+11(§<m+l>) <h(rm)>H(n,m)25 i P(rmHI(é) <h(rm)),

m=n+1

m=n+1

but this last sum diverges, since

o0

m=n+1

Hence our assertion
Next, we denote P(I

S BGU(E) < h(™) > / P(r1() < hrh)

n+

is true.
() € dz) = p(dx) and P(I,, € dz) = p(dx) for k& > r, where

I = f Fos(r/k) exp{&, }ds, and we define

Pry,my (33) =P (

my;—2
ﬂ {Tj+1[_(j+1,mz) + Ry > T_lh(rj)}a Lony > krml> ,

Jj=nq

10



and .
mp—
G(ny,my) = P < N {rj+11(5<j+1>) > h(ﬂ)},rml > k:rml> .
Jj=mn
Note that py, m, () is increasing in x.
Hence, H(n;,m;) and G(n;,m;) are expressed as follows

H(ny,my) = / ) ()P () and

P R(rm)

G (1, my) = / ) () P o ().

rT b (rm

The equality for H (ny, m;) is evident since the random variable I is independent from
{le, G+tm)s Birimyime < <my — 2) } To show the second one, we use (2.13) in
the following form

](g(j+1)) = (i1 + R(j+1,mz)1(§(ml))7

and the independence between I(g(ml)) and {le, (I_(jﬂ,ml), Rijpimy;m <7 < ml—2)}.
In particular, it follows that for [ sufficiently large

oo

H(ny,my) > pnl’ml(N)/ a(dx) for N >rC,
N

where C' = sup, 32~ h(x).

Since H(n;,m;) converges to 0, as [ goes to +0o and fi does not depend on [, then
Pny.my (V) also converges to 0 when [ goes to +o0, for every N > rC.

On the other hand, we have

Gt m11) < Py (N) / u(da) + / " (),

N

then, letting [ and N go to infinity, we get that G(n;, m;) goes to 0.
Note that the set (), satisfies

P(Cn) > 1 =P (P I(EUTD) > h(r?), for all my < j < my — 1)
and it is not difficult to see that
P (er[(f(J'“)) > h(r?), for all iy < j <my —1) <P(Tp, < kr™) 4+ G(ny,my).

Then,
(le > kr™) — G(ng, my),

and since P(T,, > krml) = IF’(F > kr) > 0 (see Lemma 1 and the properties of I' in
Section 1), we conclude that limP(C),) > 0 and with this we finish the proof. u

For the integral test at +o0o, we define H! the totality of positive increasing func-
tions h(z) on (0, 00) that satisfy
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i) lim, o h(z) = 400, and
ii) there exists G > 1 such that sup,. sz~ 'h(z) < co.
Theorem 4 Let h € H!.

i) If

then for all e > 0

P(U(x) < (1 —=e¢)h(z), i.0., asx — —|—oo> = 0.

O

P(U(x) < (1+€e)h(x), io., asx — +oo> =1

ii) If

then for all e > 0

Proof: The proof is very similar to that in Theorem 3. First, note that we have the
same results as Lemma 1 for x large (see Corollary 3 of Chaumont and Pardo [9]), then
we get the integral test following the same arguments for the proof of (i) and (i) for
the sequence x,, = r", for r > 1, and noticing that if we define

C, = {U(x) < h.(z), for some z € (r", —I—oo)}
= {Jt(o) > h'(t), for some t € (U(T”),+oo)},

where h,.(t) = r2h(t), then the event C' = N,>;C, is in the upper-tail sigma-field
ﬂta{Xéo) s >t} which is trivial. [ |

3 Proof of Theorems 1 and 2

Proof of Theorem 1: Let (z,) be a decreasing sequence which converges to 0. We define

the events A, = {There exists ¢t € [U(zn41), U(,)] such that JO > h(t)}. From the
fact that U(z,) tends to 0, a.s. when n goes to +00, we see

{Jt(o) > h(t), i.o., ast — 0} = limsup A,,.

n—-+4o0o

Since h is an increasing function and Jéo()xn) > x, a.s., the following inclusions hold

{xn > h(U(mn))} c A, C {xn > h(U(an))}. (3.14)

12



Now, we prove the convergent part. We choose x,, = r", for r < 1 and h,.(t) = r=2h(t).
Since h is increasing, we deduce that

SP(r > n (UGT)) < - ! /OTIP’(t > h(U(t)))%.

log r

Replacing h by h,. in (3.14), we see that we can obtain our result if

/TP<t > h(U(t)))% < oo.

From elementary calculations, we deduce that

. y h=i(r) dt
/O P(t > h(U(t))>7 =E (/O H{t/r<uz(£)<t/h(t)}7) ’

where h™'(s) = inf{t > 0, h(t) > s}, the right inverse function of h. Then, this integral

converges if
) . £\ dt
PvI(§) < —) — < 0.
IACORTE
This proves part (7).
Next, we prove the divergent case. We suppose that h satisfies

17 (i) =

Take, again, x,, = r", for r < 1 and note that,
B, = U A,, = {There exist ¢ € (0,U(r")] such that JO > h.(t)}

= {There exist z € (0,7"] such that U(z) < h, ' (z)}

where h,(t) = rh(t) and h, ! its right inverse function. Hence, by analogous arguments
to the proof of Theorem 3 part (i) it is enough to prove that limP(B,,) > 0 to obtain
our result. With this purpose, we will follow the proof of Theorem 3.

From inclusion (3.14) and the a.s. inequality in (1.10) we see

P(B,) >1-— [P’(Tj < rh(rjf(ﬁ(”)), foralln <j<m-— 1),

where m is chosen arbitrarily m > n + 1.
Now, we define the events

Co={rm = (i) )

and we will prove that ) P(C,,) = oco. Since the function h is increasing, it is straight-
forward that

ZIP’(Cn)2/O+OOIP>(7~t>h<rt](é)>>dt:—loér/olp<t>h(tl(f))>%.

n>1
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Hence, it is enough to prove that this last integral is infinite. In this direction, we have

that )
r ) di Rl dt
/0 P(t ~ h<ﬂ(5)>>? =k (/0 H{t/ml(é)«/h(t)}?) '

On the other hand, we see that

/OhI(T)P(I(§)<%)%:/Oh1(T)P(;<[(é><%)%

and since e 17} < I(€) a.s., then

h=1(r) —
[ (e <5) <m0
0 r) i T
-1
<1+logt hT(ﬂ +E (| 1ogfly) ,

which is clearly finite from our assumptions. Then, we deduce that

hil(’f‘) dt
E | R — | =
(/0 {t/r<1@<t/nw} > 0

and hence Y P(C,,) = oc.
Next following the same notation as in the proof of Theorem 3, we define the following
events. Forn <m —1

Dnmy = {rj < rh(r'Im), foralln < j<m-— 1}7

and, forr <k <landn <m —2

Eym-1= {Tj < Th(?”jf(j7m_1) + rjR(Lm_l) (m—l,m))7 foralln <j<m— 2} and
o) = {rj < rh(rjl_(j,m,l) + rjR(Lm,l) [tk 1), foralln <j<m— 2}.

n,m— m—

Again, we have that

D(n,m) = E(n’m,l) ﬂ {’l“m_l <rh (Tm_ll_(m,Lm))} ﬂ {Fm—l > ka‘}

Now, for n < m — 1, we define

H(n,m) = P(E(k) ),rm_l < rh(rm_lf(m_lm)),I‘m_l > ka‘).

(m,m—1

Since k > r, we deduce that P(D, ) > H(n,m). Then similarly as in the proof of
Theorem 3, we will prove that there exist (n;) and (m;), two increasing sequences such

14



that 0 < n; < my — 1, and n;, m; go to +oo and H(n;, m;) tends to 0 as [ goes to
infinity.

We suppose the contrary, i.e., there exist 6 > 0 such that H(n,m) > § for all sufficiently
large integers m and n, hence

121@( U Cm>2 > P<Cmﬂ(ﬁcg>>

m=n+1 m=n+1

> _OO P(rm > rh(rm](g(m))))P(D(n,m))

m=n+
> i B(r™ > rh(r1(§) ) ) H(n,m) = 6 i P(Cy),
m=n+1 m=n+1

but since Y P(C,,) diverges, we see that our assertion is true.
Next, we define

m;—2
ot = ( A {Tj <rh(r Igm-1) + TjR(j,mfl)x)}a Loy1 > krmlJ)

J=n

and

G(ny,my) =P (mhl {Tj < Th(rj](f(j))> },le_l > krml_l) )

Jj=nq

Since h is increasing, we see that p,, ., (z) is increasing in x.
Again, we express H(n;,m;) and G(n;, m;) as follows

+oo
Hlowm) = [ RNy @) and

+oo
Glnsom) = [ D, sy @)

In particular, we get that for [ sufficiently large

+o00
Hnimi) > pogn (V) / (D) pmm (@) for N >rC,
N

where C' = sup, 5 x/h(z). Hence following the same arguments of the proof of Theorem
3, it is not difficult to see that G(n;, m;) goes to 0 as [ goes to infinity and that

lim 1— IP’(er < rh(rj“](g(j“))), for all ng < j <my; — 1) > 0.

l—4o00

Then, we conclude that imP(B,,) > 0 and with this we finish the proof. [ ]

Proof of Theorem 2: We first consider the case where x = 0. In this case the proof of
the tests at 400 is almost the same as that of the tests at 0. It is enough to apply the

15



same arguments to the sequence x,, = r", for r > 1.
Now, we prove (i) for any z > 0. Let h € H,, such that f+oo F, (h(t)) is finite. Let

x>0and S, =inf{t >0: Xt > x} and note by p, the law of sz . Since clearly

tee t dt
F,l ——m | — < o0,
/ <h<t - sx>> 2
from the Markov property at time S,, we have for all € > 0

IPO(Jt > (1+e)h(t—S,), i. o, as t — oo)

:/ IP’y(Jt > (1+e)h(t), i. 0., as t — OO)ux(dy) _o (3.15)
[z,+00)

If = is an atom of y,, then equality (3.15) shows that
P(Jt(x) > (1+h(D), i 0., ast — oo) —0

and the result is proved. Suppose that z is not an atom of p,. Recall from Section 1,
that log(x'T') is the limit in law of the overshoot process §T x, as x — +00. S0, it

follows from [7], Theorem 1 that X L(%) @) 2z
for any a > 0, p,(z, 2 + «) > 0. Hence (3

and since P(I" > z2) for z < z, we have

T?
.15) shows that there exists y > x such that

P(Jt(y) > (1+€)h(t), i. 0., as t — oo) =0,

for all € > 0. The previous allows us to conclude part ().
Part (i) can be proved in the same way. [ |

In some cases, it will prove complicated to find sharp estimations of the tail proba-
bility of vI (§ ), given that we will not have enough information about the distribution

of v. However, if we can determine the law of 1 (f ) then, by (1.2) we will also determine

the law of Xl(o) and sometimes it will be possible to have sharp estimations of its tail
probability. For this reason, we will give another integral test for the convergence cases
in Theorems 1 and 2, in terms of the tail probability of X 1(0)

Let us define

Corollary 1 i) Let h € Hy. If

then for all e > 0

IP’(Jt(O) > (14 ¢€)h(t), io., ast — 0) = 0.

16



i) Let h € Hoo. If

then and for all e > 0
P(th) > (14 ¢€)h(t), i.o., ast — oo> = 0.

Proof: The proof of this Corollary is consequence of the following inequality. By the
scaling property,

F,(t/h(t)) = P(U(1) < t/h(t)) = P(JV > h(t)/t) < Py(X, > h(t)/t),

and then applying Theorem 1 part (i), we obtain the desired result. [ |

In the same way, we can obtain another integral test for the convergence cases in
Theorem 3 and 4, in terms of G.

Corollary 2 i) Let h € Hy'. If

then for all e > 0

IP’(U(J:) < (1= e€)h(z), io., asx — O) = 0.

i) Let h € H!. If

then for all e > 0

IP’(U(&:) < (1 =e¢e)h(x), i.o., as x — oo> = 0.

4 The regular case

The first type of tail behaviour of I (f) and v[ (f) that we consider is the case where
F and F, satisfy

ct“L(t) < F(t) < F,(t) < Ct*L(t) as t—0, (4.16)

where a > 0, ¢ and C are two positive constants such that ¢ < C and L is a slowly
varying function at 0. An important example included in this case is when F' and F),
are regularly varying functions at 0.

The “regularity” of the behaviour of F and F,, gives us the following integral tests.

17



Theorem 5 Under condition (4.16), the lower envelope of U at 0 and at +oco is as
follows:

i) Let h € Hy', such that either lim, .o h(z)/z = 0 or liminf, o h(z)/x > 0, then
]P’(U(x) < h(zx), i.0., as x — O) =0 orl,

according as

_ d
/ F (—) & is finite or infinite.
0+ xXr X

i) Let h € HZ!, such that either lim, ., h(z)/z = 0 or liminf, . . h(z)/x > 0,
then
IP’(U(J:) < h(x), i.0., as x — oo) =0 orl,

to _(h d
/ F <ﬂ) ad is finite or infinite.

i T

according as

Proof: First let us check that under condition (4.16) we have
by A
_ (h d _ (h d
/ F, (ﬂ> & <00 if and only if / F (ﬁ) &< . (4.17)
0 T T 0 T T

Since vI < I a.s., it is clear that we only need to prove that

A A
/ F (@) d—z < oo implies that / F, (@> d_x < 00
0 x x 0 x x

From the hypothesis, either lim, .o h(x)/z = 0 or liminf, .o h(z)/x > 0. In the first
case, from condition (4.16) there exists A > 0 such that, for every x < A

() <o () 2o (2 o(2)

Since, we suppose that fo/\ F (@) 42 i finite, then

A «
[ () e
0 x x x
and again from condition (4.16), we get that fo/\ F, (@) 4 js also finite. In the second
case, since for any 0 < § < oo, P(I(é) < 6) > 0, and liminf, o h(z)/z > 0, we have
for any y

0<P (1(5) < lim inf @) <P (1(5) < M) . (4.18)

z—0 Yy

18



Hence, since for every ¢t > 0, F(t) < F,(t), we deduce that

/AF(M>@:/AFV<M)%:

Now, let us check that for any constant 5 > 0,

//\F (@) dz < oo if and only if /AF (ﬁh(x)) de < 00, (4.19)
0 x x 0 x x

Again, from the hypothesis either lim, .o h(x)/x = 0 or liminf, o h(z)/z > 0. In the
first case, we deduce (4.19) from (4.16). In the second case, from (4.18) both of the
integrals in (4.19) are infinite.

Next, it follows from Theorem 3 part (i) and (4.17) that if [, F ( hiz) ) d;’“" is finite, then

foralle > 0, P(U(xz) < (1—€)h(t), i.0., as t — 0) =0. If [, F ( $)> 42 diverges, then

from Theorem 3 part (i) that for all e > 0, P(U(z) < (1 + €)h(t), i.0., as t — 0) = 1.
Then (4.19) allows us to drop € in this implications.
The tests at 400 are proven through the same way. [ |

Similarly, we get the following result for the upper envelope of the future infimum.

Theorem 6 Under condition (4.16), the upper envelope of the future infimum at 0
and at +00 is as follows:

i) Let h € Hy, such that either limy_ot/h(t) =0 or liminf, .qt/h(t) > 0, then
P(Jt(o) > h(t), i.0., ast — 0) =0 orl,

according as

/0+ F (%) % < 00 1s finite or infinite.

ii) Let h € Hoo, such that either lim;_ ;o t/h(t) =0 or iminf, ., t/h(t) > 0, then
forallz >0

]P’(Jt(x) > h(t), i.0., ast — oo) =0 orl,

according as

/+00 F o ﬁ < 00 s finite or infinite
ht)) t '

Proof: We prove this result by following the same arguments as the proof of the previous
Theorem. [ |

An example of such a behaviour will be given in section 7 (Example 3).
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5 The log regular case

The second type of behaviour that we shall consider is when log F' and log F,, are
regularly varying at 0, i.e

—log F,(1/t) ~ —log F(1/t) ~ MPL(t), ast — +oo, (5.20)

where A > 0, > 0 and L is a slowly varying function at +o0o. Define the function

(def) t
o= inf{s L 1/F(1)s) > \logt\}’ t>0, t#L (5.21)

Then the lower envelope of U may be described as follows

Theorem 7 Under condition (5.20), the process U satisfies the following law of the
iterated logarithm:
lim inf Ulx) =1, and liminf Ulx) =1
@) P D)
Proof: This Theorem is a consequence of Theorems 3 and 4, and it is proven in the
same way as Theorem 4 in 9], we only need to emphasize that we can replace log F),
by log F', since they are asymptotically equivalent. [ |

a.s.

Similarly the upper envelope of the future infimum may be described as follows.
Define the function

(def)

¢(t) = tinf{s:1/F(1/s) > |logt|}, t>0, t#1.

Theorem 8 Under condition (5.20), the future infimum process satisfies the following
law of the iterated logarithm:

)

7"
limsup — =1, almost surely.
P o(t) Y
ii) For all x >0,
g
limsup — =1, almost surely.
t——+00 Cb(t)
Proof: As the previous Theorem, the proof of this result follows from Theorems 1 and
2, and we use exactly the same arguments of the proof of Theorem 4 in [9]. [ |

In the following section, we obtain sharp estimates for log F' and log F,, which will
give us an important application of this case.
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5.1 The case when ¢ has finite exponential moments

Throughout this section we will suppose that the Lévy process & associated to the
pssMp X ®) by its Lamperti representation, has finite exponential moments of arbitrary
positive order. This condition is satisfied, for example, when the jumps of £ are bounded
from above by some fixed number, in particular when £ is a Lévy process with no
positive jumps. Then, we have

E(e*) = exp {t(\)} < +o0 t,A>0.

From Theorem 25.3 in Sato [15], we know that this hypothesis is equivalent to assume
that the Lévy measure II of £ satisfies

/ M (dr) < 400 for every A > 0.
[1,00)

Under this hypothesis, Bertoin and Yor [5] give a formula for the negative moments of

~

the exponential functional (&)

E(1(€)™") = m@/’(l)('é '_I”Y;_ Do k>, (5.22)

where m = E(&;) and with the convention that the right-hand side equals m for k =
1. Moreover they proved that if £ has no positive jumps, then 1/7 (é) admits some
exponential moments, this means that the distribution of I (é) is determined by its
negative entire moments.

From the entrance law of X(® at 0 (see (1.2)), and the above equality (5.22), we get

the following formula for the positive moments of X 1(0)

EO(X{“):M for k> 1. (5.23)

’

Now, if we suppose that the Laplace exponent 1) is regularly varying at +oo with index
B e (1,2),ie (x) =2°L(z), where L is a slowly varying function at +oo; then from
equation (5.22), we see

E(I(é)_k) =m((k = 1)) L) Lk — 1),

and from (5.23),
Eo(XF) = (k1)°7'L(1) - L(K).

In consequence, we can easily deduce that
E(exp {)\]_1 (é)}) < 400 and Eo<exp{)\X1}> < +oo forall A > 0.

This allows us to apply the Kasahara’s Tauberian Theorem (see Theorem 4.12.7 in
Bingham et al. [6]) and get the following estimate.
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Proposition 1 Let I(é) be the exponential functional associated to the Lévy process &.
Suppose that 1, the Laplace exponent of &, varies reqularly at +oo with index § € (1,2).
Then

—logPy(X, > 2) ~ —log P (1(€) < 1/2) ~ (5 - VH(z) as @ — 400, (5.24)

where

P

H(x) :inf{s >0, Y(s)/s > a:}

Recall that if the process £ has no positive jumps then the fact that the Laplace
exponent 1 is regularly varying at oo with index § € (1,2) is equivalent to that &
satisfies the Spitzer’s condition (see Proposition VIL.6 in Bertoin [1]), this is

I 1

Proof: As we see above, the moment generating functions of (f )" tand X 1(0) are well
defined for all A > 0. We will only prove the case of I (é)’l, the proof of the estimate
of the tail probability of X 1(0) is similar.

From the main result of Geluk [10], we know that if ¢ is a regularly varying function
at +00 with index o € (0, 1), then the following are equivalent

(i) (E (1(5) ‘”) /m) e /é(n)  asn — +oo,

(ii) log]E(exp {)\I(é)l}) ~ ag()\) as A — +00,

where ¢ () = inf {s >0, ¢(s) > A
If we have (ii), then a straightforward application of Kasahara’s Tauberian Theorem
gives us

P

_log]P)(](é)_l >x> ~ (1 —=0)p(x) as & — 400,

where ¢ is the asymptotic inverse of s/¢(s). Therefore, it is enough to show (i) with
é(s) = s%/1(s) to obtain the desired result.

Let us recall that if ¢ is regularly varying at oo with index (3, it can be expressed
as Y(x) = 2°L(z), where L(z) is a slowly varying function. By the formula (5.22) of
negative moments of [ (é ) and the fact that 1 is regularly varying, we have

3\>—‘

(E(I(é) ")/n!)l/n =m" () =0 (L) Lin — 1)),

due to the fact that (n!)"/™ ~ ne~! for n sufficiently large, then

<E<I(§)_”)/n!>l/n~ (ne )" exp{ ZlogL ——logL( )}

22



On the other hand, from the proof of Proposition 2 of Rivero [14] we have that
1 n
— E log L(k) ~ log L(n) as n — +oo.
n
k=1

This implies that

(2(1@) ")m) =)

n2

This last relation proves the Proposition. [ |

Since the tail probability of I (é )~tand X 1(0) have the same asymptotic behaviour, it

~

is logical to think that the tail probability of (¢1(£))~! could have the same behaviour.
The next Corollary confirms this last argument.

~

Corollary 3 Let I1(&) be the exponential functional associated to the Lévy process .
Suppose that 1, the Laplace exponent of &, varies reqularly at +o0o with index § € (1,2).
Then

—logIP’(VI(é) < 1/x) ~ (8- 1)]?(x) as x — 400,

where a
H(z) = inf{s >0, ¢(s)/s > x}

~ ~

Proof:  Since vI(§) < I(§) a.s., then

—logP(yl(é) < 1/x> < —log]P’(I(é) < 1/x>

On the other hand, from the scaling property and since X 1(0) > Jl(o) a.s., we see

—1og19>(y[(é) < 1/x> = —logP(U(1) < 1/z) > —log Po(X; > z).
Hence, from the estimate (5.24) we have that
—logIP’<VI(€) < 1/x> ~(B—1)H(z) as x— +o0,

and this finishes the proof. [ |

These estimates will allow us to obtain laws of iterated logarithm for the last passage
time process and for the future infimum process in terms of the following function.
Let us define the function

log | log t|
h(t) = ———=
)= log Tlog )

By integration by parts, we can see that the function ¢(\)/\ is increasing, hence it is
straightforward that the function th(t) is also increasing in a neighbourhood of co.

for t>1, t#e.
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Corollary 4 If 1) is reqularly varying at +oo with index 5 € (1,2), then

.. Ulr) _ -1
11£cniglf () (B—-1) almost surely (5.25)
and,
U
lim inf (z) = (B—1)1 almost surely. (5.26)

z—+o0 xh(x)

Proof: Tt is enough to see that for t sufficiently small and ¢ sufficiently large the
functions th(t) and 1 (t) are asymptotically equivalent, but this is clear from (5.20).
Now, applying Theorem 7 we obtain the desired law of the iterated logarithm. |

Let us define
_ ¢(log |logt|)

t) = fi t>1, t .
1) log | log t or t>1, tfe

Corollary 5 If 1) is reqularly varying at +oo with index 5 € (1,2), then

. Ji
lim su = (f—1)"1 almost surel 5.27
DS (8—-1) Y (5.27)
and,
: J(t) (58—
lim sup = (f—1)"6B-Y almost surely. 5.28
msup (6-1) (5.28)
Proof: This proof follows from similar arguments of the last Corollary and using The-
orem 8. ]

Example 1 Let Xt(o) be a stable Lévy process conditioned to stay positive with no
positive jumps and with index 1 < o < 2, (see Bertoin [1] for a proper definition).
From Theorem VII.18 in [1], we know that the process time-reversed at its last passage

time below z, (x — X((g)(x)ft),,O <t < U(x)), has the same law as the killed process at
its first passage time above z, (&,0 <t < T,), where ¢ is a stable Lévy process with
no positive jumps and with the same index as X(©).

From Theorem VIIL.1 in [1], we know that (7,2 > 0) is a subordinator with Laplace
exponent ®(\) = A/« Hence by the previous argument, we will have that X© drifts
towards +oo and that the process (U(z),z > 0) is a stable subordinator with index
1/a. Hence an application of the Tauberian theorem of de Brujin (see for instance

Theorem 5.12.9 in Bingham et al. [6]) gives us the following estimate

B 1 /1\ YD
—log F'(x) ~ - (—) g7V as 2 — 0.
a \o

Note that due to the absence of positive jumps v =1 a.s.
Then applying Theorems 7 and 8, we get the following law of the iterated logarithm.
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Corollary 6 Let X be a stable Lévy process conditioned to stay positive with no
positive jumps and o > 1. Then, its related last passage time process satisfies

a—1
U log |1
lim inf (:c)( og | oga;\) = l (1 _

z—0 x «

1 a—1
—) , almost surely.
Q@

The same law of the iterated logarithm is satisfied for large times.
The future infimum process of X also satisfies

JO o
lim sup t = a(a— 1)_71, almost surely,

t—0 tl/a(log | log x\)l_l/a a

and for all x > 0,

J(x) o
lim sup ¢ = a(a— 1)771, almost surely.

t—+oo t1/e(log|log x\)lfl/a

Example 2 Let us suppose that & = (Y;+ct,t > 0), where Y is a stable Lévy process of
index (8 € (1,2) with no positive jumps and ¢ a positive constant. Its Laplace exponent
has the form

E(e) = exp{t(\’ + cA)}, fort >0, and A > 0,

where ¢ > 0. Note that under the hypothesis that Y has no positive jumps, v = 1
a.s. Let us define by X® | the pssMp associated to ¢ starting from x and with scaling
index « > 0, then when x = 0 its last passage process U satisfies

e = a (B —1)*P=Y  almost surely.

We have the same law of the iterated logarithm at +oo.
The future infimum process J®) satisfies that

) Jt(o) B8 R
lim sup , 7y = aa(f—1)" o, almost surely,
=0 ta(log|logt]) «
and for all x > 0
J(CU) B
lim sup ! = ag(ﬁ — 1)’%, almost surely.

) B-1
=+ ¢a(log|logt|)
Note that when o = (3, the process J has the same asymptotic behaviour as &, this is

&

limsup — — = B(8 — 1)_%, almost surely,

t—0(or +00) t3 ( log |log t|) 4

see Zolotarev [17] for details, and also the same asymptotic behaviour of Y, the stable
Lévy process conditioned to stay positive with no positive jumps (see Corollary 3).
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6 Transient Bessel process.

In this section we will suppose that & = (2(B; + at),t > 0), where B is a standard
Brownian motion and a > 0.

We define the process Z = (Z;,t > 0), the square of the §-dimensional Bessel processes
starting at = > 0, as the unique strong solution of the stochastic differential equation

t
Zy =1+ 2/ V| Zs|dBs + dt, for >0, (6.29)
0

where [ is a standard Brownian motion.
By the Lamperti representation, we know that we can define X®) a pssMp starting at
x > 0, such that

th)(g) =zexp{&} for t>0.

Then, applying the It6’s formula and Dubins-Schwartz’s Theorem (see for instance,
Revuz and Yor [13]), we get

zI:(€)
XGg=o+2 [ VXA 4 20+ Dal ).
0

Hence it follows that X(®) satisfies (6.29) with § = 2(a + 1) and therefore X is the
square of the d-dimensional Bessel processes starting at x > 0. From the main result of
Bertoin and Yor [4], we may define X (@) at 2 = 0, and we can computed its entrance
law by (1.2). Since, we suppose that a > 0, we deduce that X (* is a transient process
and that § > 2.

From the formula of negative moments (5.22) of the exponential functional [ (é ), we can
deduce (see Example 3 in Bertoin and Yor [5]) the following identity in distribution

1
29,

/OO exp{ — 2(B, +as) }ds @ (6.30)

where 7, is a gamma random variable with index a > 0. In fact, we can also deduce
that Xl(o) is distributed as 27y,41.
We recall that the distribution of ~, for a > 0, is given by

1 x oo
P(y, <z) = —/ e Yy* 'dy, where T(a)= / e Yy tdy. (6.31)
0 0

I'(a)
It is important to note that due the continuity of the paths of X, we have that v = 1
almost surely.
The following Lemma will be helpful for the application of our general results to the
case of transient Bessel processes.

Lemma 2 Let a > 0, then there exist ¢ and C, two positive constants such that

Cla—1)

[ee]
ce Tl < / e’yya’ldy < Ce *z ', for x>
z Cc-1
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From this Lemma, we deduce the following integral tests.
Theorem 9 Let h € Hy*, then:
i) If
= dx
/ (x/?h(:r)) exp{ — $/2h(x)}— < 00,
o+ x

then for all e > 0
P(U(l’) < (1= e€)h(z), i.o., asx — O) = 0.

i) If »
/0+ (x/?h(a:))T exp { - :E/Qh(x)}d—x = 00,

x
then for all e > 0

P(U(m) < (1+e)h(x), io., asx — 0) = 1.

Proof. The proof of this Theorem follows from the fact that
P(I < z) =P(ys-2)2 > 1/2z) for x>0,

and an application of Theorem 3 and Lemma 2.

Theorem 10 Let h € HZ}, then:

i +00
/ (2/20(x)

then for all € > 0

6—4

’ exp{ - x/2h(:€)}i—x < 00,

P(U(x) < (1 —¢€)h(x), i.0., asx — +oo> =0.

i) If . -
/ (:c/2h(x))?exp{ —90/2]1(:6)}d—917 = 00,

x
then for all € > 0

IP’(U(:B) < (1+4+e€)h(x), i.o., asx — —|—oo> =1

27
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Proof: The proof of these integral tests is very similar to the proof of the previous
result, it is enough to apply Lemma 2 and Theorem 4 to equality (6.32). [ |

From these integral tests, we get the following law of iterated logarithm.
2log |1 2log1
logllog] _ 1 4 Jiminf U(x) 21081087
s T—+00 xXr

lim iglf Ul(x) =1 almost surely.

Note that we are also in the “logregular” case and we can apply Theorem 7 to get the
same law of the iterated logarithm.

For the upper envelope of the future infimum process, we have the following integral
tests.

Theorem 11 Let h € Hy, then:
i) If

6—4

/0+ (hr/2e) ™ exp { ~ nty/2e} 5 < oo,

then for all e > 0
P(Jt(o) > (14 ¢€)h(t), io., ast — O) = 0.
i) If »
= dt
/0+ (hty/2r) T exp { — hin/2r} S = o0
then for all € > 0

P(J,f“) > (1 - e)h(t), i.o., ast — o) ~ 1.
Proof: We get this result applying Theorem 1 and Lemma 2 to the equality (6.32). W

Theorem 12 Let h € Ho, then for all x > 0:
i) If
+o00 d—4
/ <h(t)/2t> ’ exp{ - h(t)/Zt}% < 0,

then for all e > 0

P(Jt(x) > (1 +€)h(t), i.0., ast — +oo> = 0.

ZZ) If . .
/ (h(t)/2t) ™ exp{ - h(t)/zt}% ~ o,

then for all e > 0

]P’(Jt(x) > (1 —e¢)h(t), i.o., ast — +oo> =1.
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Proof: The proof of these integral test is similar to the previous Theorem. We only
replace Theorem 1 by Theorem 2. [ |

From these integral tests, we get the following law of iterated logarithm,

J(O) J(x)
limsup—————— =1 and limsup———— =1 almost surely,
t—0  2tlog|logt| t—to0o 2tloglogt

for x > 0. Here we can also obtain the same law of the iterated logarithm applying
Theorem 8.

7 The upper envelope of increasing self-similar Markov
processes.

From the Lamperti representation (1.1), we know that increasing pssMp are related
to subordinators and by the main result of Bertoin and Caballero we can define this
processes at 0. In this section we suppose that £ is a subordinator.

Since the pssMp X ®) is increasing, we know that its supremum , its past infimum and
its future infimum are the same. Moreover, its first passage time over the level y > 0 is
the same as the last passage time below y. Therefore, with our previous main results
we can describe the upper envelope of X@) at 0 (when 2 = 0) and at +oo (for all
x > 0) and also the lower envelope of its first passage time defined by,

S, = inf {t : Xt(o) > y}, for y > 0.

From Proposition 2.1 in Carmona, Petit and Yor [8] provided that m < oo, we know

~

that the law of I(£) admits a density p which is infinitely differentiable on (0, +00).
Moreover, from (1.2) the entrance law has also a density and is described as follows

o(z) = %p (i) for 2 € (0, 00). (7.33)

~

Generally speaking, we cannot estimate the tail probability P(1(£) < t) for ¢ sufficiently
small, so we will now give some examples in which we can obtain an estimation.

7.1 Examples

Example 1 Let £ = N be a standard Poisson process. From Proposition 3 in Bertoin
and Yor [5], we know that

—1og1P>(1(é) <t) ~ %(log 1/t)%, ast—0,

and also that 1
—log p(z) ~ i(log 1/z)?, as z — 0.
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From (7.33) we get that

1
—log p1(z) ~ §(logx)2, as r — +00.

Now, applying Theorem 4.12.10 in Bingham et al. [6] and doing some elementary
calculations, we obtain that

+00 1
- log/ p1(y)dy ~ §(log r)? as r — +00.
These estimations allow us the following laws of the iterated logarithm. Let us define
f(t) =texp { —+/2log | logt\}.

Corollary 7 Let N be a Poisson process, then the pssMp X®) associated to N by the
Lamperti representation satisfies the following law of the iterated logarithm,

xXOft
lim sup t—Qf() =1, almost surely.
t—0
For all x > 0,
X ft
lim sup tt—Qf() =1, almost surely.
t—+o00

The first passage time process S associated to X©) satisfies the following law of the
iterated logarithm,

lim inf i =1, and liminf i =1 a s
) e 7(@)
Proof: The proof of this Corollary is consequence of the previous estimations and

application of the divergent parts of Theorems 1, 2, 3 and 4, and Corollaries 1 and 2.
|

Example 2 Let ¢ be a subordinator with zero drift and Lévy measure II(dz) =
abe~*dz, with a,b > 0, i.e. a compound Poisson process with jumps having an ex-
ponential distribution. Carmona, Petit and Yor showed that the density p of I (5) is
given by

al—i—b

px) = m

The pssMp associated to & by the Lamperti representation is the well-know generalized
Watanabe process. From (7.33), we get that

zbe 9%, for x > 0.

baltt 1y bl
]P)O(Xl > y) = m/o z (& dz.
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On the other hand, It is clear that

IP’(I(&) < y) = Fgl—jrbb) /Oy 2P dx

Elementary calculations give us the following inequality,

b+1 T 1 — e
e m < / edz < xbw.
b+1 0 a

Hence for x sufficiently small, there exists ¢, a positive constant such that

CL1+b

P(I(g) < x) ~ C(,mxlﬂrleiaz,

and for y sufficiently large there exist Cj, such that

ql+b b o)
Po(X1 > y) ~ Corrs (1) ™/,
olX1>Y bF(1+b)(/y)e
Then applying the divergent part of Theorems 1, 2, 3 and 4 and Corollaries 1 and 2, we
get the following laws of the iterated logarithm for the generalized Watanabe process
and its first passage time. Let us define

g(t) = a 'tlog|logt|.

Corollary 8 Let & be a compound Poisson process with jumps having and exponential
distribution as above, then the pssMp X® associated to &€ by the Lamperti representa-
tion satisfies the following law of the iterated logarithm,

XVg(t
lim sup %ﬂ =1, almost surely.
t—0
For all x > 0,
Xyt
lim sup tt—2g() =1, almost surely.
t—-+o0

The first passage time process S associated to X©) satisfies the following law of the
iterated logarithm,

Sy Sy
liminf — =1, and liminf——=1 a. s.
=0 g(x) 20 g(x)
Example 3 Let £ a subordinator with zero drift and Lévy measure
[I(dz) = pe dz,

Il =g)(er = 1)1+~

with 3 € (0,1). The pssMp X® associated to ¢ is the stable subordinator of index (3
(see for instance Rivero [14]).
From Zolotarev [18], we know that there exists k a positive constant such that

Po(X, > z) ~ kz™" x — +o00.
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It is well-known that the law of Xfo) has a density p; with respect to the Lebesgue
measure and that this density is unimodal, i.e., there exist b > 0 such that p;(x) is
increasing in (0,b) and decreasing in (b, +00) (see for instance Sato [15]). Hence p;
is monotone in a neighborhood of +o0, then by the monotone density Theorem (see
Theorem 1.7.2 in Bingham et al.[6] page 38) we get

pr(z) ~ kpz P! T — 400.
From (7.33), we can easily deduce that
p(x) ~ mkBa’ x — 0,
and it is also easy to see that
P(I(é) < m) ~ mkBz" x — 0.

Hence, we can apply Theorems 5 and 6, and deduce the following results.

Corollary 9 Let & be a subordinator without drift and such that its Lévy mesure 11
satisfies

fe”
D1 = B)(er — 1)1

The lower envelope of S, the first passage time of the pssMp X O, at 0 and at +oo is
as follows:

[I(dx) = dz.

i) Let h € Hy', such that either lim,_oh(x)/z = 0 or liminf,_oh(x)/z > 0, then
IP’(SI < h(z), i.0., asx — O) =0 orl,
according as

B+1
/ (M> d_:r; 18 finite or infinite.
0+ z

T

i) Let h € HZ!, such that either lim, ., h(z)/x = 0 or liminf, ., h(z)/z > 0,
then
IP’(S;B < h(zx), i.0., as z — oo) =0 orl,

+00 h B+1 d
/ (ﬁ> s finite or infinite.

T i

according as

Corollary 10 Let & be a subordinator as in Corollary 8, the upper envelope of X®) at
0 (x=0) and at o0 (x > 0) is as follows:
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i) Let h € Hy, such that either lim;_ot/h(t) = 0 or liminf, ot/h(t) > 0, then

P(Xt(o) > h(t), i.o., ast — O) =0 orl,

B+1
/ (i) de is finite or infinite.
o+ \ () x

according as

ii) Let h € Hoo, such that either limy_, o t/h(t) = 0 or liminf, . t/h(t) > 0, then
forallxz >0

P(Xt(z) > h(t), i.0., ast — oo) =0 orl,

400 B+1
/ T d_x s finite or infinite.
h(zx) x
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