N

N

Infinite non-causality in active cancellation of random
noise

Emmanuel Friot

» To cite this version:

Emmanuel Friot. Infinite non-causality in active cancellation of random noise. Journal of Sound and
Vibration, 2006, 290 (3-5), pp.597-618. hal-00014091

HAL Id: hal-00014091
https://hal.science/hal-00014091
Submitted on 18 Nov 2005

HAL is a multi-disciplinary open access L’archive ouverte pluridisciplinaire HAL, est
archive for the deposit and dissemination of sci- destinée au dépot et a la diffusion de documents
entific research documents, whether they are pub- scientifiques de niveau recherche, publiés ou non,
lished or not. The documents may come from émanant des établissements d’enseignement et de
teaching and research institutions in France or recherche francais ou étrangers, des laboratoires
abroad, or from public or private research centers. publics ou privés.


https://hal.science/hal-00014091
https://hal.archives-ouvertes.fr

ccsd-00014091, version 1 - 18 Nov 2005

Infinite non-causality in active cancellation of randomsw®oi
Emmanuel RIOT
CNRS - Laboratoire de Mécanique et d’Acoustique,
31 chemin Joseph Aiguier, 13402 Marseille, France
e-mail: friot@Ima.cnrs-mrs.fr
Tel.: +334 91 16 40 84

Fax: +33 491 16 40 80

22 pages of text - 19 figures

Abstract

Active cancellation of broadband random noise requiresi#tiection of the incoming noise
with some time advance. In an duct for example this advancs brilarger than the delays in
the secondary path from the control source to the error setrsthis paper it is shown that, in
some cases, the advance required for perfect noise carmeliatheoretically infinite because
the inverse of the secondary path, which is required forrohntan include an infinite non-
causal response. This is shown to be the result of two mesimaniin the single-channel case
(one control source and one error sensor), this can arisube®f strong echoes in the control
path. In the multi-channel case this can arise even in frégdimply because of an unfortunate
placing of sensors and actuators. In the present paper aptedforward control is derived
through analytical and numerical computations, in the tamd frequency domains. It is shown
that, in practice, the advance required for significant@attenuation can be much larger than the
secondary path delays. Practical rules are also suggesteder to prevent infinite non-causality

from appearing.



1 Introduction

Active Noise Control (ANC) can help in reducing broadbanud@m noises such as road noise inside
cars (see.g. Refs. [1-3), fan noise travelling in ducts (Ref] [4]) or noise inducadthe boundary-
layer pressure fluctuations around aircraft fuselagess(i&efg). However, in the broadband random
case, the noise arriving at the minimization microphonenastly unpredictable, and the constraint
of causality, which applies to the control filters, can raistthe performances of ANC (cf. Ref] [7]).
Therefore, in practice, ANC set-ups often rely on feedfads@ontrol which involves one or several
reference sensors detecting the incoming noise beforaéhes the minimization microphones. In
the single-channel case of noise travelling along one filmecthe constraint of causality is easy to
interpret in terms of acoustic propagation: the primarysaagnust be detected before it reaches the
minimization sensor, with a time advance larger than thpagation time from the control source to
the minimization microphone. The time advance must alsgoamsate the electrical and computation
delays in the control processing unit. However, in more demjgases, it is not easy to link the
causality constraint to propagation delays. Indeed, nideasile guarantees the causality of perfect
noise cancellation without effective computation of théiropl control filters.

In this context, this paper shows that perfect noise caatomti can require control filters with an
infinite non-causal response, which means that perfectdaedrd control can require the detection
of the incoming noise with an infinite time advance. Analgticomputations on simple ANC set-ups
show that this infinite non-causality is the theoreticatitesf two mechanisms: in the single-channel
case of one control source and one minimization microphibisghe consequence of strong echoes in
the secondary path. In the multi-channel case, it can avise ia free field because of an unfortunate
geometrical arrangement of the actuators and sensors.elpaper, the performance of causally-

constrained ANC is also investigated through numericalpatations. It is shown that, in practice,



achieving a significant noise attenuation can require tiectien of the incoming noise with a very
large time advance.

The study presented in this paper was motivated by the uontegadlifficulties encountered when
implementing multi-channel broadband ANC in a large roonbMiA. Although many successful
experiments of random noise control in enclosures had begorted (see.g. Refs. [8] and [P]), it
appeared that efficient control in the LMA room required fagahe reference signal to the control
unit with a time advance of several seconds (see Rdf. [L0BviBus papers have reported that the
response of optimal control filters could include a very long-causal componerg.g.in Refs. [11],
[L2] and [1B]), but, although a link between non-minimum ghaesponses and reverberation had
been observed earlier (see REf][14]), this has been sebr oohtext of ANC as a purely algebraic
problem. The present paper is an attempt to give an acouastipretation of control non-causality
in order to derive design guidelines for ANC set-ups.

In section[R of this paper, the causality of ANC is studiedhia single-channel case. After recalling
the case of noise cancellation in an infinite duct, it is shdwai one echo in the secondary path can
lead to infinitely non-causal control. Optimal non-causahteol and causally-constrained control
are then derived for the case of a single monopole source aimthie pressure microphone in the
corner of two rigid walls. Numerical simulations in the fremcy and time domain show that, in
some cases, the incoming primary noise must be detectechwihy large time advance for efficient
control. Finally it is shown that a slight change in the atduand sensor locations can relax the
causality constraint, which suggests guidelines for tregeof ANC set-ups not prone to infinite
non-causality.

In section[B, ANC causality is investigated in the multihel case. Optimal non-causal con-
trol is derived analytically for a free-field set-up incladi two monopole sources and two micro-

phones, and some arrangements are shown to lead to infindekzausal noise cancellation. The



performance of causally-constrained control is evaluaibedugh numerical simulations involving
a Filtered-Reference Least Mean Square (FXLMS) algorithim.this 2x2 case it is shown that
non-causality is critical when the condition number of thatrx of secondary paths is high at low-
frequency.

The inversion of acoustic paths, which is required for teak ANC, is also needed in devices for
"virtual acoustics” which aim at a sound reproduction cgfing accurate information such as the
location of the recorded noise sources (see Reff. [15]). éSsound reproduction is not a real-time
process, the non-causality arising from the acoustic patbrsion is usually not critical. However
this paper shows that care must be taken for this inversiem & the context of virtual acoustics,
because the additional advance required for causal imvecsin be much larger than the delays in the

direct path.

2 Non-causality in the single-channel case with reflections

2.1 Feedforward control without reflections

Figure[l displays a standard feedforward set-up for caatoatl of random noise travelling at low-
frequency in a duct (see Ref] [7]). The duct is assumed togiekaind either infinite or with anechoic
terminations. A directional microphone detects the ineamioise (and not the secondary noise from
the control source). An adaptive controll&ffilters this reference signal to generate appropriate input
u at the control source to minimize noise at the error senselovBthe first cut-off frequency of the
duct, the noise at the error sensor can be ideally written in the frequencyalp as the sum of the

primary and secondary noises:
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wherec is the speed of soundy the air density,S the cross-sectional area of the duct anthe
loudspeaker volume velocity. If the loudspeaker dynansggeglected so thagis directly the output

of the control filter, the noise at the error sensor will be cancelled if:
2S .
g=Wx=—FH Ix= —a:e*”*’('-*')/cx )

It appears that the volume velocitywhich cancels noise is the causal filtering of the signilthe
reference sensor is locatagstreanof the loudspeaker (i.&. > 1). In practice however the secondary
pathH, which has to be inverted for perfect control, includes theasnics of the loudspeaker and
the delays inherent to anti-aliasing and reconstructider$lin a digital adaptive controller. The
detection sensor must therefore be located further upstiraorder to provide a reference signal
with an advance larger than tlgerall delay in the secondary path. The purpose of this paper is to
show that this classical result, which can be found in théotsoks on ANC (cf. Ref.[J7]), does not
apply to single-channel cases involving noise reflectimrdmmulti-channel cases even in free field:
sometimes the detection sensor must provide a referencal sigth an infinite advance for perfect

control.

2.2 Feedforward control with one reflection

In this section it is supposed that the transfer functibtbetween the control source and the error
signal is the sum of direct propagation, with defayand arbitrary magnitude 1, and of one echo
with delayt, (t2 > 11) and complex magnitude resulting from one (possibly non-rigid) acoustic

reflexion or from the combination of several reflexions angvsimultaneously at the error sensor :
H(w) = e /9% 4 qe™ 1o ©)

If the direct sound is louder than the echa|(< 1), the inverse of the transfer functidh~! can be



expanded as:

H = !
e jut | ge-jur

= el |1 qe 19T 4 g2e2i0n) ] (4)

Therefore, in the time domaird 1 has an Infinite Impulse Response including a non-causal part
with finite lengthty. As in the infinite duct case, the optimal control filteF H ~* will be fully causal

if the transfer functior= from the reference sensor to the error sensor includes & thatger than
the propagation time from the control source to the erroseen/Nhen the primary noise is a pulse,
the infinite time length oH ! can be interpreted in a similar way to that applicable to statk
cancellation (cf. Ref[[15]): the expansion i (4) showst titie primary noise is cancelled by the
direct sound resulting from a pulse in the control source, that the echo of the control pulse is in
turn cancelled by the direct sound of a second control palsd;so on (the echo of th# control
pulse is cancelled by the direct sound ofre- 1) control pulse). Since the direct sound is louder
than its echo, an infinite but converging series of pulsesdsired to achieve perfect cancellation.
However the echo can beuderthan the direct soundd| > 1). This may seem unlikely at first sight
but a simple acoustic set-up with this feature is shown itieef.3. The inverse transfer function

H~1 can then be expanded as:

1 ajor
H-1— L_Z — leiwfz 1— Eeim(Tszl) + i@iw(frfl) - (5)
1+ ée—lw(Tl—Tz) a a a?

In this case it appears thiat-! has an infinite non-causal response, such that causal raviseltation
requires detection of the primary noise with an infinite tiagvance. With a pulse as primary noise,
the theoretical non-causality of control can be intergtétem the expansion iff|(5): the primary noise
is cancelled by the echo of a counter-pulse in the contraicegand the direct sound of this counter-
pulse is pre-cancelled by the echo of a previous pulse, amthsén the end an infinite converging
series of control pulses in the past is required for noiseaation of a single primary pulse.

The simple analysis above shows that ANC is infinitely nonsedas soon as the echo is louder than



the direct sound in the response. However equafipn (5) alswdstrates that, if the echovsry
muchlouder, coefficientr is large and the series ifil (5) converges quickly. In this taseon-causal
terms for large negative times may be neglected. Eventaalhtrol may be critically non-causal

especially when the echo is slightly louder than the direansl.

2.3 Optimal non-causal control in a corner

Figure[2 shows an ANC set-up where the secondary path ireladescho louder than the direct
sound: two infinite rigid planes define in 3D a corner with adiional detection sensor, an omni-
directional error sensor and a control source in the bisggilane. With the notations from figufle 2
and if the control source can be seen as a 3D monopole, whitfe isase of a loudspeaker at low
frequency, the secondary transfer functidrirom the loudspeaker volume acceleratipto the error

signale can be computed by taking image sources into account:

g Jjwli/c g Jjulz/c a-juwls/c
2

H(w) = P

. 6
41t L1 + L, + L3 ( )

with Ly = L, L3 = (Ly +1)2+ 1?2 andLz = L; + 2. If Ly is less than R; then the first echo in
the secondary path is louder than the direct path. It can berslhat this condition amounts to
L > ”Tﬁl. Figure[B displays the secondary path as a function of freguevhenc = 340m/s,

L =1m and = 0.8m (in fact these distances have been slightly adjusteceisibsequent numerical
simulations so that noise propagation oteand| takes an integer number of samples). Figure
B displays the corresponding exact Impulse Response amtigital approximation computed by
Inverse Fast Fourier Transform for a sampling frequency6d8fHz and a frequency resolution of
&sHz

When the incoming primary noise is a plane wave propagatimgahe bisecting plane, as sketched
in figure[2, the transfer functioR from the directional reference sensor (detecting the aighlane

wave only) to the omnidirectional error sensor (detectimg incidentand reflected waves) is given



for the primary noise by:
efjm(L+I)/c_|_e+jm(L+l)/c
F(w) = Sl(2L110)/c (7)

In this equatiom denotes the distance between the reference sensor andahsegrsor, as shown in
figure[2. Without taking the dynamics of a real loudspeakes account, perfect noise cancellation
at the error sensor will be achieved if the input to the cdrdonirce is equal to the reference signal
filtered by the optimal filtewV:

4 e—jw(L-i—A)/c e—jw(3L+2l+A)/c
W=_H1F=_"2" * ®)

p e-jwli/c 2e—jwlp/c e—ij3/c
Ly Lo L3

With two echoes in the secondary path, no series expansiufasto that of equation[|5) can easily
express the causality of the optimal control fitt However the Impulse ResponseWfcan be
computed numerically by IFFT. Figuf¢ 5 displays the ImpuResponse ofV whenA = Om for a
sampling frequency of 1638z and a frequency resolution ‘?iroH Z In the case without reflections,
A > 0 would have enforced the control causality but, in the coihe response includes a very long
non-causal component, with significant coefficients at tiegdmes much larger than any propaga-
tion time between the elements of the set-up in figlire 2. Tikeama that noise cancellation could be
achieved only by moving the detection sensor far away froenctirner (i.e. by enforcing >> 0),

which may not be possible in practice (e.g. if the primaryse@ource is not far away).

2.4 Optimal causally-constrained control in a corner

In the previous section it has been shown {etfectnoise cancellation can require very long non-
causal filters. In practice however, the aim of ANC is only toyide significantnoise attenuation.
To this intent the performance of causal control must beraeited as a function of the advance with
which the reference signal is provided to the feedforwamtrodier.

As afirst try, the quantitative effect of the causality coaisit can be assessed by computing the noise



attenuation achieved with the causal control filter obtidscarding the non-causal coefficients in
the time response of the optimal filter. For the set-up shawfigure[? withL = 1m andl = 0.8m,
figure [ displays the noise attenuation achieved with thissally-truncated filter, whe = Om,

A = 136m andA = 1700m, which amounts to providing the reference signal waithadvance of
respectively Os, @s and 5s. Figurlg 6 shows that a huge advance in the referignegis required to
achieve substantial active noise reduction with a causallycated control filter.

However the causal truncation of the non-causal optimatrobfilter is not the optimal causally-
constrained control filter. The causality constraint doatsrastrain the control performance as much
as figure[p suggests. The optimal causal filter depends onréukctability of the primary noise.

Following Ref. [16], it can be written in the case of white s@as:

1 F
W__Hmin{H—all}+ (9)

whereH = HpinHa is the factorization of the secondary path FREnto minimum-phase and all-

pass componentdmin andHg, and{} . means that the non-causal component of the quantity en-
closed by the braces is discarded. As in the previous seétidenotes the transfer function from the
detection sensor to the error sensor for the primary noidéHatine secondary path transfer function.
Figure[Y displays the noise attenuation achieved with thisally-constrained optimal control fil-
ter when the reference signal is provided with an advanceso{%%‘l: 0.03125s and @s, which
amounts respectively td = Om, A = 10.625m andA = 136m. For this figure the factorization of

H into minimum-phase and all-pass components was performdiki frequency domain with the
complex-cepstrum method (cf. Ref.]17]). For a given adeaincthe reference, the optimal causal
filter performs much better than the causally truncated caarsal filters: with a @s advance, op-
timal causal control leads to a large noise reduction asdérc#ise of causally-truncated non-causal

control with a 5s advance. However the reference signal stilsbe provided with a very large



advance for efficient control. Figuf¢ 8 displays the ImpiRssponse of the causal filter far= 0m
andA = 136m. ForA = Om it shows that the optimal causal filter is very differernfr the causal
truncation of the optimal non-causal controller, but foe= 136m it confirms that, with a very large
advance in the reference, the response is close to the kiifteesresponse of the optimal non-causal
controller (displayed in figurf 5).

In practice ANC implementations very often rely on adaptiransverse control filters whose co-
efficients are optimized recursively in the time-domainhatihe Filtered-reference(X) Least-Mean
Square algorithm (cf. Refl][7]). Figuf& 9 displays the naittenuation achieved with a 1024-tap con-
trol filter continuously updated with an FXLMS algorithm fa.e= Om,A = 10.625m andA = 21.25m,
and primary white noise. The propagation time aet 21.25m corresponds to the whole length of
the control filter impulse response. The FXLMS converged sowly for these results. Even after
selecting the best convergence coefficient, several seasack typically required before achieving
noise attenuation, and leakage (cf. REf] [16]) did not inapreonvergence. Fdx = 10.625m the at-
tenuation is of the same order of magnitude as for the optienadal filter computed in the frequency
domain. The zeroes in the attenuation are at the same fregjasrthe zeroes of the secondary path
H or of the reference signal spectruf|2. At these frequencies the FXLMS converges with diffi-
culties (cf. Ref.[1p]). It could be expected that detectihg reference signal at a distance larger
thanA = 10.625m improve control performance, as for the causally-raimed filters derived in the
frequency-domain. However the poor result shown in figlirerq\f= 21.25m means that the opti-
mum advance of the reference signal does depend on the lehtth filter response in the case of
FXLMS control; the best control performance is not achiewétth the largest pre-delay when the
control filter impulse response is too short.

Figure[ID shows the impulse response of a FIR control filteainbd when the adaptation process is

frozen after minimization of the error signal. Figyré 11piys the noise attenuation theoretically



achieved with this specific control filter. The computatisrperformed in the frequency domain for
purely white primary noise. The attenuation fve= 10.625m is clearly worse than the attenuation
displayed in figur¢]9 for a continuously adapting controéfilfTherefore the permanent adaptation of
the control filter helps in ensuring good performance of FX&kbntrol, even after the residual error
has apparently converged; a linear control FIR filter withnpenent coefficient adaptation is in fact
a non-linear control filter which sometimes performs muctidosghan any stationary linear control

filter (see Ref.[[18]).

2.5 Precautions against non-causality

The series expansion in equatidh (5) suggests that costmitically non-causal when the echo in
the secondary path response is only slightly louder thamliteet sound. For the set-up of figude 2
the first echo is as loud as the direct sounid 4 ”Tﬁl ~ 1.2153. With | = 0.8m this limit amounts
to L ~ 0.9722m, which is close to the vallie= 1m chosen for the numerical simulations.

Figure[IP displays the impulse response of the non-causiahalfilter W = —H ~F for L = 0.95m.
The control filter has a very long response with only a reddyivshort (but non-zero) non-causal
component. Figur¢ 13 displays the impulse responseé fer1.05m. In this case the non-causal
response decays more rapidly than for the daselm. These figures show that a small change in
lengthL can dramatically affect the causality of optimal controbn@ol is highly non-causal only
for the values of. which lead to a first echo slightly louder than the direct sbun

In practice ANC set-ups often involve secondary paths withhglicated time response including
many echoes. It is not easy to detect without measurememtg\vién set-up gives rise to non-causality
because of reflections, even if, as the previous simulagaggest, this will be critical only for very
specific arrangements. One simple step towards preventiimifé non-causality in the single-channel

case with reflections is to move the control source and the eemsor as close as possible to each



other. In this way the direct sound is maximized. Furtheemeducing delays in the secondary path
improves the convergence of adaptive algorithms such asXhéVS (cf. Ref. [I§]). However in

practice other constraints may impose a minimum distand¢bkdarsecondary path. For example the
error sensor must usually be in the far-field of the contralree to achieve noise reduction over
more than a very narrow area. In the end infinite non-caysalitst be remembered as a theoretical

possibility in active control of broadband noise.

3 Non-causality in the multi-channel case in free field

3.1 Optimal Control in a 2x2 case

Figure[I}t shows a set-up for ANC in free field with two secopdaurces and two omnidirectional
minimization microphones. The incoming primary noise isussed to be a plane wave. The loud-
speakers are idealized as monopoles with volume accelesaii andd,. The microphone #1 is
taken as the reference sensor for feedforward control. &betfack from the control sources to the
reference signat will not be considered in the derivation of optimal contrbi. practice this can be
done if the controller has an Internal Model Control streetincluding cancellation of the feedback
path (see Ref[[]19]). Itis also assumed that the output obfilters Wy, W, with input x are directly
the volume acceleratiortg, ¢, of the control sources, the dynamics of the loudspeakerstitaken
into account.

With the notations from figur JL4 and with= w/c, the total noises,, p, at the minimization

microphones can be written as:

— jkd — jkd:
P 1 e e W
= x4 20 @ & X (10)
B . 4n — jkd —jkd,
— Jkds cosd gl gl
p2 € ds ds sz

Noise can be cancelled at both error sensors and at all inegpgeif d;d, # d,d3. The optimum



control filtersWy, W, are then given by:

o ikdg o ikdy
Wy B 411 d,d>d3d, ds T 1 (11)
- on — jk(d1+d4 — jk(d2+d3 ‘ ‘
Wo Po dzdze”! e )_d1d4e Ik(d2+d3) g lkdg g lkd @ Ikdscosd
ds di

It can be assumed, without loss of generality because tlex@sdcan be switched, thaid, < d,ds.
After introducinga = dids/d>d3 and D = dy + d3 — dy — ds, equation [(7]1) can be re-written and

expanded as:

W 41y d i i
_ p1 4 (1+ae—1kD_aze—Jsz+m)
0

W,
ejkdl B ejk(d1+d4fd2) 1
G ® (12)

_ elk(dy +dg—dg) elkdg g jkdscosd
d3 dl

The causality of perfect noise cancellation can be discusen this expression. Firstlyg1kdscosd

is a time delay if co8 > 0, that is if the primary noise is impinging the reference noptione before
all the minimization microphones. In the opposite cas&%<°® denotes a finite time advance equal
to the propagation time of the primary noise between theeafee microphone and the minimiza-
tion microphones which receives it first. Secondly, the mair equation [1R) includes finite time
advances. ID > 0 one hagl; + ds — d» < d3 andd; + d4 — d3 < dy, which means that these time
advances are always smaller than the largest propagati@niti the secondary path. In this case
whereD > 0, the series expansion in equatipn] (12) will also be fullyszd. Therefore, iD > 0, the
single-channel result without reflections of secfior} 2.degelizes: noise cancellation is causal if the
incoming primary noise is detected before it impinges ttet firinimization microphone, with atime
advance larger than the largest propagation time in thenslacy path. However, iD < 0, the series
expansion in equatiof ({12) gives rise to an infinitely-lommtausal impulse response for optimal
control. This can occur indeed, for example in the ahse 2.8m,ds = 8.8m, andd, = d3 = 5m. By

inspecting the casd d, > d»ds, it finally appears that noise cancellation will be infinjtelon-causal



in the general case if:

(d1d4 — dzdg) (dl +ds—dpr— d3) <0 (13)

Figure[1p displays four arrangements with increasing oégtad; andd,. At first sight itis not easy to
detect significant differences between the arrangememtsteording to equatiorf ({L3), the arrange-
ments of figurd 45(a) ar{d]15(b) lead to infinitely non-causdser cancellation. Figure]16 displays
the Impulse Responses of the optimal control filters, coaghty IFFT with a sampling frequency
of 16384Hz, when the primary noise is a plane wave with inugeangled = 0°. The response for
case[J5(a) is non-causal but it decays rapidly for negaiimest Cas¢ 15(b) leads to a very long
non-causal response, which illustrates the non-causaflitie series in equatign]12. The response
for casd 15(c) has a finite short-length non-causal compdnerthe causal component is very long,
which would be a problem for practical implementation, vezerthe response for cgdsé¢ 15(d) should
pose no problem in practice.

The criterion given in equatigh [L3 can be interpreted by iclemismg active control in the 2x2 case as
the combination of control with two individual single-chra devices and of cross-talk cancellation.
Firstly, paramete = d;ds/d>d3 can be seen as the averaged magnitude of the cross-talk at the
minimization sensors. It quantifies the average ratio betwtbe "direct” sound received by each of
the sensor by the corresponding single-channel sourcehanttitoss-talk” sound coming from the
other source; if the arrangement of sensors and actuatiod/isymmetric {.e. dy = d4 andd, = ds),

o exactly measures this ratio at the two sensors. SecondigmeterD/c = (dy+d3 —d; —ds)/C
measures the averaged difference between the times dadlafithe "direct” and "cross-talk” sounds
at the minimization microphones. df < 1 andD > 0, in average the "direct” sound is louder than the
cross-talk and it reaches the minimization microphonereefida < 1 andD < 0, the cross-talk is not
louder but it has to be cancelled before the direct sound;twtgiquires an infinitely long non-causal

response. Ifx > 1, the indexes of the sources can be switched for interpyataut, alternatively,



the cross-talk can be seen as an echo louder than the dirgad D > 0, and the discussion of
section[2]2 on control of an echo louder than the direct saypmties. Although there is no acoustic
reflection in the free-field set-up of figure] 14, the crosk-tan eventually be seen as an echo whose
control implies non-causality if it is louder than the direoise, as in the single-channel case with

reflections.

3.2 Causally-constrained control in a 2x2 case

Figure[1} displays the noise attenuation achieved withatgusuncated control for the arrangement
of figure[Ih(b). For these simulations in the frequency doimtiie reference signal was fed to the
controller with the additional time advances- d; /c = 8.24ms,T = 1s andt = 2s. Figurd 17 shows
that very large advances are required for large attenuatidhe finite advance = d; /c is the mini-
mum advance required for the secondary noise to reach athitienization microphones before the
primary noise; it compensates the finite time advances wdpgear in equatiorf ({L2). If optimal con-
trol were not infinitely non-causal, this finite time advamgauld be large enough for optimal control
to be perfectly causal, and an infinite noise attenuationlghue achieved. The very poor attenuation
shown in figurd 37 for = d; /c illustrates the dramatic effect of non-causality upon oarperfor-
mances. In figurg 17 the noise attenuation is higher at miaitiin microphone # 2 because of the
propagation time of the primary noise between the two micomgs, which is extra time for causal
control.

In the multi-channel stationary case, the optimal causallystrained control filter can be written
as in equation[{9) as a function of the minimum-phase angass components of the matrix of
secondary path$ [[L6]. However, spectral factorizatioriclvs an intermediate step in computing the
optimal controller, is considerably more difficult to perfo numerically in the multi-channel case

than in the single-channel case (¢f][20]). Instead, in theext of active control, it is more efficient



to compute sub-optimal controllers using adaptive alpord in the time-domain. Figufe]18 displays
the noise attenuation achieved with a 1024-tap control fdémtinuously updated with an FXLMS
algorithm, for several additional advanaeis the reference signal. The FXLMS took several seconds
to converge to the results shown in fig{ir¢ 18. Fer 8.24ms, control performs poorly and the noise
is not reduced at all at microphone #1. ket 31.25ms some noise reduction is achieved at the two
minimization microphones. However, in this case, the noéskeiction is low at some frequencies; it
can be checked that the matrix of secondary paths is poonglitoned at these frequencies, which
is known as slowing down the convergence of the FXLMS albori(see Ref.[[16]). Finally, the
noise reduction is poor again for= 62.5ms. As in sectiof 214 for the single-channel case, this show
that, when optimal control is largely non-causal, the panfince of Active Noise Control using a
relatively short-length FIR filter depends strongly on theitg with which the incoming noise is

detected.

3.3 Precautions against non-causality

In section[ 2. it was shown that, in the single-channel casescausality was especially critical for
arrangements where a slight change in the geometry woulthehtae control filter with a non-causal
response into a control filter with a long causal responsettfeomultichannel case of figufe] 14, the
series in equatior] (IL2) shows that the filter Impulse Resp@i®ng whero ~ 1, which means that
the secondary patH is close to a singular matrix at all frequencies. Thereforenore complicated
cases, the condition number of the secondary path matrovwatrequency may be an indicator of
possible hon-causality.

Figure[IP displays the condition number at low-frequeriay. (for k — 0) of the secondary path
matrix H, as a function of parametes whends = d; +6m andd, = d3 = 5m. The vertical lines in

the plot delimit the values at; for which control is infinitely non-causal according to etioa (13).



The four cases shown in figurgg 15 16 are marked out byisthgsire[ID. It appears that very
long non-causal Impulse Responses were obtained for theotéiters when the condition number
of the secondary matrix was high. In this 2x2 case, good tiomiig appears to be a protection
from the critical non-causality arising from the inversiofthe secondary path matrix. Furthermore,
for adaptive feedforward control, good conditioning of g#exondary path is required for efficient
convergence of the FXLMS algorithm (see R¢f] [16]). In set2.% a connection was also made in
the single-channel case with reflections between causality-XLMS convergence. From these two
simple cases it may be inferred in practice that poor comrarg of the FXLMS algorithm may be
the sign of optimal control non-causality.

As in the single-channel case, non-causality can be pregieintthe case of figurg 114 by bringing
the loudspeakers and the error microphones in closer gaitkis way the condition number of the
secondary path matrix is reduced because the diagonal wfdtréx is made dominant. Regularization
techniques can also be used to dampen the effect of poorxneatnditioning, e.g. by including a
leakage coefficient in the FXLMS adaptation formula (see[R8]). Finally, the author believes that
improving the condition number of the matrix of secondarthpalso helps in preventing control non-
causality in multi-channel set-ups involving more than wetuators and sensors. However, although
non-causal set-ups with more channels can be built by adsingor-actuator pairs to the set-up of
figure[1h(b), a connection between causality and matrix iiondnumber could not be made in the

general multi-channel case.

4 Conclusion

In this paper it has been shown that active cancellation @didivand noise can theoretically require
control filters that include an infinitely non-causal immulsesponse. In the single-channel case,

this can happen because of high-level sound reflectionshelnmulti-channel case, the analysis of



a 2x2 set-up has shown that this can occur even in free fieldusecof the algebraic inversion of
the secondary path matrix required for perfect cancetiatiche cross-talk cancellation in the multi-
channel case can be seen as equivalent to the cancellatipmadry noise echoes in the single-
channel case. Numerical simulations in the time and frecqudomains have shown that, in practice,
situations are possible where a significant noise reduct#mot be achieved without detecting the
incoming primary noise with an advance very much larger ti@npropagation time delays in the
secondary path.

The inverse of the secondary path, which can have an infinitecausal response, is required not
only for Active Noise Cancellation but also for accuraterogfuction of sound fields in applications
such as "virtual acoustic imaging” (see Rdf.][15]). In thegplications, the computation of the
inverse path need not be performed in real time, as is thefoagdNC, and a processing time can be
afforded which reduces the consequences of non-causkliwever, designers of virtual acoustics
devices must be aware that inverse acoustic responsesataddrtime advances very much larger
than the propagation times or the reverberation time in treectresponse.

It is not easy to prevent a large non-causality of the invaxsmistic responses in practical compli-
cated cases, especially in rooms with many resonant modesaralysis of the single-channel case
in a corner and of the 2x2 case in free field have shown that osglhility is to mount actuators and
sensors in close pairs, so that sound reflections and athkssemponents have lower levels than the
direct sounds. This approach also improves the rate of cgemee of adaptive control algorithms
such as the Filtered-Reference Least Mean Squares. It &$0 ¥ith the current trend of designing
ANC devices which are decentralized, in order to reduce ¢imepdexity of systems with many chan-
nels. However the sensors must usually be in the far fieldeofttiuators for global active control.
Therefore infinite non-causality cannot always be previenéed must be kept in mind as an ever

possible limitation for active control of random noise.
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List of figure captions

Figure[1: A typical feedforward Active Noise Control setawijthout reflections

Figure[2: A feedforward Active Noise Control set-up in a @rn

Figure[$#: Impulse Response of the secondary path, * conistine response, — discrete-time
model.

Figure[3: Frequency Response Function of the secondary path

Figure[$: Impulse Response of the optimal non-causal ddfiites.

Figure[6: Noise attenuation with causal truncation of optisontrol filters, — without additionnal
advance in the reference signal, - - with a 0.4s advanceijth.axbs advance.

Figure[}: Noise attenuation with causally-constrainednagit control filters computed in the fre-
quency domain, — without additional advance in the refezesignal, - - with a 31.25ms advance, ...
with a 400ms advance.

Figure[B: Impulse Response of causally-constrained optiorrol filters computed in the frequency
domain, ... without additional advance in the referencaalig— with a 0.4s advance.

Figure[9: Noise attenuation with a 1024-coefficient conBi® filter updated with an FXLMS algo-
rithm, — without additional advance in the reference sigralwith a 31.25ms advance, ... with a
62.5ms advance.

Figure[1D: Impulse response of a 1024-coefficient contrBl filter frozen after minimization of the
error signal, with a 31.25ms advance in the reference signal

Figure[I]l: Noise attenuation with 1024-coefficient confftR filters frozen after minimization of
the error signal, — without additional advance in the raefeessignal, - - with a 31.25ms advance, ...
with a 62.5ms advance.

Figure[1P: Impulse Response of the optimal non-causal aldfiiter for L=0.95m.

Figure[1B: Impulse Response of the optimal non-causal aifiiter for L=1.05m.



Figure[Th: A 2x2 ANC set-up in free field.

Figure[Ib: 4 ANC arrangements leading to optimal filters \gfferent with respect to causality.
Figure[I6: Impulse Responses of the optimal control filtersHe 4 arrangements shown in fig{irg 15.
Figure[IJ: Noise attenuation with causal truncation ofrapticontrol filters, — with an 8.24ms
additional time advance in the reference signal, - - with advsance, ... with a 2s advance.
Figure[18: Noise attenuation with a 1024-coefficient cdnBiR filter updated with an FXLMS
algorithm, — with an 8.24ms additional time advance in thienence signal, - - with a 31.25ms
advance, ... with a 62.5ms advance.

Figure[19: Condition number of the secondary path matriswatfrequency as a function of geomet-
ric parameted;, for d, = d3 = 5m andd, = d; + 6m. The stars mark out the values corresponding to

the arrangements diplayed in figjre 15.
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