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We derive high-resolution upper bounds for optimal product quantization of pathwise continuous
Gaussian processes with respect to the supremum norm on [0, T ]d. Moreover, we describe a
product quantization design which attains this bound. This is achieved under very general
assumptions on random series expansions of the process. It turns out that product quantization is
asymptotically only slightly worse than optimal functional quantization. The results are applied
to fractional Brownian sheets and the Ornstein–Uhlenbeck process.

Keywords: Gaussian process; high-resolution quantization; product quantization; series
expansion

1. Introduction

In this paper, we investigate the functional quantization problem for pathwise continuous
Gaussian processes X = (Xt)t∈I , I = [0, T ]d, where the path space E = C(I) is endowed
with the supremum norm. For any real separable space (E,‖ · ‖) and r ∈ (0,∞), optimal
quantization means the best approximation in LrE(P) of a random vector X : (Ω,A,P)→
E by random vectors X̂ : (Ω,A,P) → E taking finitely many values in E. If N ∈ N,

card(X̂(Ω)) ≤N , then X̂ is called N -quantization. This leads to the minimal level N -
quantization error defined by

eN,r(X,E) := inf{(E‖X − X̂‖r)1/r : X̂N -quantization of X}, (1.1)

providedX ∈ LrE(P). When E = Rd, this problem is known as optimal vector quantization
and has been extensively investigated since the early 1950s, with some applications to
signal processing and transmission (see Gersho and Gray [11]) and to model-based clus-
tering in statistics (see e.g., Tarpey [25]). Beyond these classical applications, optimal
quantization has been used as a space discretization device to solve nonlinear problems,
such as those arising in optimal stopping theory (American-style option pricing, reflected
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BSDE, Bally and Pagès [2]), nonlinear filtering (Pagès and Pham [22]), forward-backward

SDE (see Delarue and Menozzi [5]) and SPDE (see Gobet et al. [12]). The mathemati-
cal foundations are treated in Graf and Luschgy [13]. Much attention has been paid to

the infinite-dimensional case. This is the so-called functional quantization of stochastic

processes: the aim is to quantize some processes viewed as random vectors taking values
in their path spaces. Recently, a first application of functional quantization to statistical

clustering of functional data has been investigated (see Tarpey and Kinateder [26] and
Tarpey et al. [27]). The simplest application of functional quantization as a numerical

method is to use it as an alternative to Monte Carlo simulation, using the quadrature
formula

E(F (X)) ≈E(F (X̂)) =
∑

a∈α
F (a)P(X̂ = a), where α= X̂(Ω),

for sufficiently regular functionals F :E→ R. If X̂ is an Lr-optimal N -quantization and
F is Lipschitz continuous, then the induced error is bounded by [F ]LipeN,r(X,E), r ≥ 1.

Some numerical applications are being developed for the pricing of path-dependent op-
tions (such as regular Asian options) in various models using E = L2([0, T ], dt) (Black

and Scholes, Heston, see Pagès and Printems [23], Wilbertz [29]). However, many im-
portant functionals of processes, like those related to barrier options or to options on

maximum, are only continuous with respect to the sup-norm on E = C([0, T ]).
Let us now describe what we will call the product quantization scheme. Let X be a

centered E-valued Gaussian random vector. Let ξ1, ξ2, . . . be i.i.d. N (0,1)-distributed
random variables and let (fj)j≥1 be a sequence in E such that

∑∞
j=1 ξjfj converges a.s.

in E and

X
d
=

∞∑

j=1

ξjfj . (1.2)

Let us call such a sequence admissible for X . For background on expansions for Gaussian
random vectors, the reader is referred to Bogachev [4] and Ledoux and Talagrand [17].

One checks that (fj)j≥1 is admissible for X if and only if (fj)j≥1 is a normalized tight
frame in the reproducing kernel Hilbert space (Cameron–Martin space) H =H

X
, that

is, {fj , j ≥ 1} ⊂H and
∑
j≥1(fj , h)

2
H

= ‖h‖2
H

for all h ∈H (see Luschgy and Pagès [21]).

Then a sufficient (but not necessary) condition is that (fj)j≥1 is an orthonormal basis of
H

X
.

For m,N1, . . . ,Nm ∈ N with
∏m
j=1Nj ≤ N , let ξ̂j be an Lr-optimal Nj-quantization

for ξj , that is, (E|ξj − ξ̂j |r)1/r = eNj,r(ξj ,R). An Lr-product N -quantization of X with

respect to (fj)j≥1 is then defined by

X̂ := X̂(N1,...,Nm) :=

m∑

j=1

ξ̂jfj (1.3)
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and the quantization error induced by X̂ is

(E‖X − X̂‖r)1/r.

Note that if αj = ξ̂j(Ω), then the codebook α= X̂(Ω) of X̂ satisfies α= {∑m
j=1 ajfj :a∈∏m

j=1 αj} and

(
Emin
a∈α

‖X − a‖r
)1/r

≤ (E‖X − X̂‖r)1/r .

The minimal N th product quantization error is then defined by

e
(prod)
N,r (X,E) := inf{(E‖X − X̂‖r)1/r : (fj)j≥1 ∈EN admissible for X,

X̂Lr-product N -quantization w.r.t. (fj)}. (1.4)

Clearly, we have

eN,r(X,E) ≤ e
(prod)
N,r (X,E). (1.5)

We address the issue of high-resolution product quantization in E = C(I) under the

sup-norm, which concerns the performance of X̂ = X̂(N1,...,Nm) under a suitable choice

of the marginal quantization levels Nj and the behaviour of e
(prod)
N,r (X,C(I)) as N →

∞. For a broad class of Gaussian processes, we derive high-resolution upper estimates

for e
(prod)
N,r (X,C(I)). Furthermore, we describe a product quantization design X̂ which

attains this bound. Combining these estimates with precise high-resolution formulas for

eN,r(X,C(I)) (see Dereich et al. [6], Dereich and Scheutzow [7], Graf et al. [14]), one may

typically conclude that

e
(prod)
N,r (X,C(I)) =O((log logN)ceN,r(X,C(I))),

for some suitable constant c > 0. This suggests that the asymptotic quality of product

quantization, which is based on easy computations, is only slightly worse than optimal

quantization. The optimality of this rate for product quantization rate remains open,

although one may reasonably guess that it is optimal.

The paper is organized as follows. In Section 2, we derive high-resolution upper esti-

mates for e
(prod)
N,r (X,C(I)) under very general assumptions on expansions. Section 3 con-

tains a collection of examples, including fractional Brownian sheets, Riemann–Liouville

processes and the Ornstein–Uhlenbeck process.

It is convenient to use the symbols ∼ and ≈, where an ∼ bn means an/bn→ 1 and an ≈
bn means an =O(bn) and an = Ω(bn). Throughout, all logarithms are natural logarithms

and [x] denotes the integer part of the real number x.
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2. High-resolution product quantization

We investigate high-resolution product functional quantization of centered continuous
Gaussian processes X = (Xt)t∈I on I = [0, T ]d in the space E = C(I) equipped with the
sup-norm ‖x‖ = supt∈I |x(t)|. Let

e
(prod)
N,r (X) := e

(prod)
N,r (X,C(I)).

The subsequent setting comprises a broad class of processes.
Let (fj)j≥1 ∈ C(I)N satisfy the following assumptions:

(A1) ‖fj‖ ≤C1j
−ϑ log(1 + j)γ for every j ≥ 1 with ϑ> 1/2, γ ≥ 0 and C1 <∞;

(A2) fj is a-Hölder-continuous and [fj ]a ≤ C2j
b for every j ≥ 1 with a ∈ (0,1], b ∈ R

and C2 <∞, where

[f ]a = sup
s6=t

|f(s)− f(t)|
|s− t|a

(and |t| denotes the l2-norm of t ∈ Rd).

In the sequel, finite constants depending only on the parameters T,ϑ, γ, a, b,C1,C2, d
and r are denoted by C and may differ from one formula to another one. Other depen-
dencies are explicitly indicated.

First, observe that by (A1),
∑∞

j=1 fj(t)
2 ≤∑∞

j=1 ‖fj‖2 <∞ for every t ∈ I, so we can

define a centered Gaussian process Y by Yt :=
∑∞

j=1 ξjfj(t). Using (A1) and (A2), we
have, for ρ ∈ (0,1],

|fj(s)− fj(t)| = |fj(s)− fj(t)|ρ|fj(s)− fj(t)|1−ρ

≤ ([fj ]a|s− t|a)ρ(2‖fj‖)1−ρ

≤ Cρj
ρ(b+ϑ)−ϑ log(1 + j)γ(1−ρ)|s− t|aρ

and hence
∞∑

j=1

[fj ]
2
aρ <∞ for every ρ <

ϑ− 1/2

(b+ ϑ)+
.

This yields

E|Ys − Yt|2 =
∞∑

j=1

|fj(s)− fj(t)|2 ≤
( ∞∑

j=1

[fj]
2
aρ

)
|s− t|2aρ (2.1)

and using the Gaussian feature of Y , we obtain from the Kolmogorov criterion that Y
has a continuous modification X . Consequently, (fj) is admissible for X and

X =

∞∑

j=1

ξjfj a.s. (2.2)
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For r ∈ [1,∞), the quantization error induced by the Lr-product N -quantization X̂ :=

X̂(N1,...,Nm) (see (1.3)) satisfies

(E‖X − X̂‖r)1/r = ‖X − X̂‖Lr
E

(P)

≤
∥∥∥∥∥

m∑

j=1

(ξj − ξ̂j)fj

∥∥∥∥∥
Lr

E
(P)

+

∥∥∥∥∥
∑

j≥m+1

ξjfj

∥∥∥∥∥
Lr

E
(P)

≤
m∑

j=1

‖ξj − ξ̂j‖Lr(P)‖fj‖+

∥∥∥∥∥
∑

j≥m+1

ξjfj

∥∥∥∥∥
Lr

E
(P)

so that

(E‖X − X̂‖r)1/r ≤
m∑

j=1

‖fj‖eNj,r(N (0,1)) +

(
E

∥∥∥∥∥
∑

j≥m+1

ξjfj

∥∥∥∥∥

r)1/r

. (2.3)

For r ∈ (0,1), we have

(E‖X − X̂‖r)1/r ≤ E‖X − X̂‖ ≤
m∑

j=1

‖fj‖E|ξj − ξ̂j |+ E

∥∥∥∥∥
∑

j≥m+1

ξjfj

∥∥∥∥∥. (2.4)

Let us now consider the truncation error.

Theorem 1. Assume that (fj)j≥1 ∈ C(I)N satisfies (A1)–(A2). Then, for every n≥ 2
and r ∈ (0,∞),

(
E

∥∥∥∥∥
∑

j≥n
ξjfj

∥∥∥∥∥

r)1/r

≤ C(logn)γ+1/2

nϑ−1/2

and
(

E

∥∥∥∥∥
∑

j≥n
ξjfj

∥∥∥∥∥

r)1/r

≤ C(logn)γ

nϑ−1/2
, if b+ ϑ≤ 0.

Proof. By equivalence of Gaussian moments,

(
E

∥∥∥∥∥
∑

j≥n
ξjfj

∥∥∥∥∥

r)1/r

≤DE

∥∥∥∥∥
∑

j≥n
ξjfj

∥∥∥∥∥ (2.5)

for some constant D depending on r (cf. Ledoux and Talagrand [17], Corollary 3.2). The
upper estimate for E‖∑j≥n ξjfj‖ is based on corresponding estimates for finite blocks
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of exponentially increasing length. For m≥ 1, set

Z = Z(m) :=
2m∑

j=2m−1+1

ξjfj .

For a given N ≥ 1, consider the grid GN = { (2i−1)T
2N : i= 1, . . . ,N}d. Then

‖Z‖ ≤ sup
t∈GN

|Zt|+ sup
|s−t|≤CN−1

|Zs −Zt|.

It follows from the Gaussian maximal inequality that

E sup
t∈GN

|Zt| ≤C
√

log(1 +Nd) sup
t∈GN

√
EZ2

t .

Using (A1), we have, for every t ∈ I,

EZ2
t ≤

2m∑

j=2m−1+1

‖fj‖2 ≤C

2m∑

j=2m−1+1

j−2ϑ log(1 + j)2γ ≤C2m(1−2ϑ)m2γ

so that

E sup
t∈GN

|Zt| ≤C
√

log(1 +N)2−m(ϑ−1/2)mγ .

Moreover, using (A2), we have, for |s− t| ≤CN−1,

|Zs −Zt| ≤
2m∑

j=2m−1+1

|ξj ||fj(s)− fj(t)|

≤ C|s− t|a
2m∑

j=2m−1+1

|ξj |[fj ]a

≤ CN−a
2m∑

j=2m−1+1

|ξj |jb

and hence

E sup
|s−t|≤CN−1

|Zs −Zt| ≤CN−a
2m∑

j=2m−1+1

jb ≤CN−a2m(1+b).

Thus we have established the estimate

E‖Z(m)‖ ≤C(
√

log(1 +N)2−m(ϑ−1/2)mγ +N−a2m(1+b)). (2.6)
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As concerns the choice of N , set N := [2um] + 1, with u ∈ (0,∞) satisfying 1 + b− au≤
1
2 − ϑ. Equation (2.6) then becomes

E‖Z(m)‖ ≤C2−m(ϑ−1/2)mγ+1/2. (2.7)

We note that in the case b + ϑ ≤ −1/2, we may choose N = 1 and thereby obtain a
power reduction from mγ+1/2 to mγ . This can be improved. In fact, we have

E|Zs −Zt|2 =

2m∑

j=2m−1+1

|fj(s)− fj(t)|2

≤ C|s− t|2a
2m∑

j−2m−1+1

j2b ≤C|s− t|2a2m(1+2b)

so that

dZ(s, t) := (E|Zs −Zt|2)1/2 ≤C|s− t|a2m(b+1/2).

If N(ε, dZ) denotes the covering numbers of I with respect to the intrinsic semi-metric
dZ , then, by chaining,

E sup
|s−t|≤CN−1

|Zs −Zt| ≤E sup
dZ(s,t)≤δ

|Zs −Zt| ≤C

∫ δ

0

√
logN(ε, dZ)dε,

where δ :=CN−a2m(b+1/2) (cf. Van der Waart and Wellner [28], page 101). Since

N(ε, dZ) ≤C

(
2m(b+1/2)

ε

)d/a
, 0< ε≤ ε0,

and
∫ 1

0

√
log(1/x)dx <+∞, we obtain, for sufficiently large N ,

∫ δ

0

√
logN(ε, dZ)dε≤C2m(b+1/2)

∫ 1

0

√
log(1/x)dx≤C2m(b+1/2).

Consequently,

E‖Z(m)‖ ≤ C(
√

log(1 +N)2−m(ϑ−1/2)mγ + 2m(b+1/2))

≤ C2−m(ϑ−1/2)mγ if b+ ϑ≤ 0. (2.8)

We now complete the proof. For n≥ 2, choose m=m(n) ≥ 1 such that 2m−1 < n≤ 2m.
Then

∥∥∥∥∥
∑

j≥n
ξjfj

∥∥∥∥∥≤
∑

j≥m+1

‖Z(j)‖+

∥∥∥∥∥

2m∑

j=n

ξjfj

∥∥∥∥∥.
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Since E‖∑n≤j≤2m ξjfj‖ ≤ E‖Z(m)‖ by the Anderson inequality (cf. Bogachev [4], Corol-
lary 3.3.7), we deduce from equation (2.7) that

E

∥∥∥∥∥
∑

j≥n
ξjfj

∥∥∥∥∥≤C
∑

j≥m

jγ+1/2

2j(ϑ−1/2)
≤ Cmγ+1/2

2m(ϑ−1/2)
≤ C(logn)γ+1/2

nϑ−1/2
.

If b+ ϑ≤ 0, then it follows from (2.8) that

E

∥∥∥∥∥
∑

j≥n
ξjfj

∥∥∥∥∥≤
C(logn)γ

nϑ−1/2
.

Combining these estimates with (2.5) yields the assertion. �

Remarks.

• The rate for the truncation error depends only on ϑ and γ, that is, on the decay of
the size of functions fj (provided b+ϑ> 0). The occurrence of expansions with b+ϑ≤ 0
seems to be a rare event and otherwise b plays no role (see the subsequent example). The
case γ = 0 typically corresponds to one-parameter processes with I = [0, T ].

• The e
(prod)
N,r -problem comprises the optimization of admissible sequences and, in

view of (2.3) and (2.4), is thus related to the l-numbers of X defined by

ln,r(X) = ln,r(X,C(I)) := inf

{(
E

∥∥∥∥∥
∑

j≥n
ξjgj

∥∥∥∥∥

r)1/r

: (gj) admissible for X in C(I)

}
.

(2.9)

Rate-optimal solutions of the ln,r-problem, in the sense of ln,r(X)≈ (E‖∑j≥n ξjgj‖r)1/r
as n→∞, have recently been investigated (see Kühn and Linde [16], Dzhaparidze and
van Zanten [8, 9, 10], Ayache and Taqqu [1]). Admissible sequences of type (A1) and
(A2) seem to be promising candidates.

Example 1 (Weierstrass processes). Let

fj(t) = j−ϑ sin(jb+ϑt), j ≥ 1, ϑ > 1/2, b∈ R, t∈ [0, T ].

Then ‖fj‖ ≤ j−ϑ and [fj]1 = jb. Since fj(0) = 0, we also have ‖fj‖ ≤ T jb, so (A1) and

(A2) are satisfied, with ϑ̃ = max{ϑ,−b} and a = 1. The covariance function of X =∑∞
j=1 ξjfj is given by

EXsXt =
∑

j≥1

j−2ϑ sin(jb+ϑs) sin(jb+ϑt).
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Now, in the “Weierstrass case” b+ ϑ> 0, we obtain, from Theorem 1,

(
E

∥∥∥∥∥
∑

j≥n
ξjfj

∥∥∥∥∥

r)1/r

≤ C
√

logn

nϑ−1/2
,

while in the “non-Weierstrass case,” b+ ϑ≤ 0 appears the better rate:

(
E

∥∥∥∥∥
∑

j≥n
ξjfj

∥∥∥∥∥

r)1/r

≤ C

n−b−1/2
.

We pass to the minimal product quantization error e
(prod)
N,r (X).

Theorem 2. Assume that X admits an admissible set (fj)j≥1 in C(I) satisfying (A1)
and (A2). We then have, for every N ≥ 3 and r ∈ (0,∞),

e
(prod)
N,r (X)≤ C(log logN)ϑ+γ

(logN)ϑ−1/2
(2.10)

and

e
(prod)
N,r (X) ≤ C(log logN)ϑ+γ−1/2

(logN)ϑ−1/2
if b+ ϑ≤ 0.

Furthermore, the Lr-product N -quantization X̂ with respect to (fj), with tuning param-
eters defined in (2.11) and (2.15) below, achieves these rates.

Proof. Let r ∈ [1,∞) and set νj := j−ϑ0 log(1 + j0)
γ if j < j0 := [eγ/ϑ] and νj :=

j−ϑ log(1 + j)γ if j ≥ j0. The sequence (νj)j is then decreasing. Since

lim
k→∞

kek,r(N (0,1),R) exists in (0,∞)

(cf. Graf and Luschgy [13]), we deduce from (2.3), (A1) and Theorem 1 the estimate

(E‖X − X̂‖r)1/r ≤C

(
m∑

j=1

νjN
−1
j +

log(1 +m)γ+1/2

mϑ−1/2

)
,

for every m,N1, . . . ,Nm ∈ N with
∏m
j=1Nj ≤ N . (The case b + ϑ ≤ 0 is treated analo-

gously.) Consequently,

e
(prod)
N,r (X) ≤ C inf

{
m∑

j=1

νjN
−1
j +

log(1 +m)γ+1/2

mϑ−1/2
:m,N1, . . . ,Nm ∈ N,

m∏

j=1

Nj ≤N

}
. (2.11)
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For a given N ∈ N, we may first optimize the integer bit allocation given by the Nj ’s for
fixed m and then optimize m. To this end, note that the continuous allocation problem
reads

inf

{
m∑

j=1

νjy
−1
j :yj > 0,

m∏

j=1

yj ≤N

}
=

m∑

j=1

νjz
−1
j =N−1/mm

(
m∏

j=1

νj

)1/m

,

where

zj =N1/mνj

(
m∏

k=1

νk

)−1/m

and z1 ≥ · · · ≥ zm. One can produce an (approximate) integer solution by setting

Nj = [zj ] =

[
N1/mνj

(
m∏

k=1

νk

)−1/m]
, j ∈ {1, . . . ,m}, (2.12)

provided zm ≥ 1. Then

m∑

j=1

νjN
−1
j ≤ 2mN−1/m

(
m∏

j=1

νj

)1/m

≤CmN−1/mνm.

Since the constraint on m reads m ∈ I(N) with

I(N) :=

{
m ∈ N :N1/mνm

(
m∏

j=1

νj

)−1/m

≥ 1

}
, (2.13)

we arrive at

e
(prod)
N,r (X)≤C inf

m∈I(N)

(
N−1/m log(1 +m)γ

mϑ−1
+

log(1 +m)γ+1/2

mϑ−1/2

)
, (2.14)

for every N ∈ N. We check that I(N) is finite, I(N) = {1, . . . ,m∗(N)}, m∗(N) increases
to infinity and

m∗(N)∼ logN

ϑ
as N →∞. (2.15)

Finally, let

m=m(N) ∈ I(N), with m(N) ≤ 2 logN

log logN
for N ≥ 3 (2.16)

such that

m(N) ∼ 2 logN

log logN
as N →∞.
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This is possible in view of (2.14). Using (2.4), the case r ∈ (0,1) follows from r = 1 since

the Lr-optimal Nj-quantizations ξ̂j satisfy E|ξj − ξ̂j | ≤ CN−1
j , j ≥ 1; see Graf et al.

[15]. �

We may reasonably conjecture that for many specific processes, the above rate is
the true one. This would imply that product quantization achieves the optimal rate for
quantization, namely the rate of convergence to zero of eN,r(X) := eN,r(X,C(I)), only
up to a log logN term in formula (2.16). This is in contrast to the Hilbert space setting,
where the optimal rate is attained by product quantization (cf. Luschgy and Pagès [20]).
To be precise, we summarize the results on eN,r(X) in the present setting.

Proposition 1. (a) Assume that X admits an admissible sequence in C(I) satisfying
(A1) and (A2). Then

eN,r(X) =O

(
(log logN)γ+1/2

(logN)ϑ−1/2

)
(2.17)

and

eN,r(X) =O

(
(log logN)γ

(logN)ϑ−1/2

)
, if b+ ϑ≤ 0. (2.18)

(b) Assume that X admits an admissible sequence satisfying (A1). Let µ be a finite
Borel measure on I and let V :C(I)→ L2(I,µ) denote the natural embedding. Then

eN,r(V (X),L2(µ)) =O

(
(log logN)γ

(logN)ϑ−1/2

)

and

e
(prod)
N,2 (V (X),L2(µ)) =O

(
(log logN)γ

(logN)ϑ−1/2

)
.

Proof. (a) The proof is not constructive. We use Proposition 4.1 in Li and Linde [18],
which relates l-numbers (see (2.9)) and small ball probabilities (but this relation is not
always sharp). By combining this relation and Theorem 1, we obtain

− log(P(‖X‖ ≤ ε)) = O

(
ε−1/(ϑ−1/2)

(
log

(
1

ε

))(γ+1/2)/(ϑ−1/2))
,

− log(P(‖X‖ ≤ ε)) = O

(
ε−1/(ϑ−1/2)

(
log

(
1

ε

))γ/(ϑ−1/2))
, if b+ ϑ≤ 0

as ε→ 0. We may then apply a known, precise relationship between these probabilities
and eN,r(X) (cf. Dereich et al. [6], Graf et al. [14]) and this leads to the desired estimate.
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(b) Let (fj)j≥1 be an admissible sequence in C(I) for X satisfying (A1) and consider
an L2-product N -quantization of V (X) based on (V fj)j≥1,

V̂ (X)
N

=

m∑

j=1

ξ̂jV (fj),

where ξ̂j are L2-optimal Voronoi Nj -quantizers; see Luschgy and Pagès [19]. Then, using

the independence of ξj − ξ̂j , j ≥ 1, and the stationarity property ξ̂j = E(ξj |ξ̂j) of the

quantization ξ̂j , we have

E

∥∥∥∥∥

∞∑

j=1

ξjV (fj)− V̂ (X)
N

∥∥∥∥∥

2

L2(µ)

=

m∑

j=1

E|ξj − ξ̂j |2‖V fj‖2
L2(µ) +

∑

j≥m+1

‖V fj‖2
L2(µ)

≤C

(
m∑

j=1

N−2
j j−2ϑ log(1 + j)2γ +

∑

j≥m+1

j−2ϑ log(1 + j)2γ

)
.

We then argue along the lines of Luschgy and Pagès [19] to conclude that

e
(prod)
N,2 (V (X),L2(µ)) =O

(
(log logN)γ

(logN)ϑ−1/2

)
.

�

Sometimes, (2.17) provides the true rate for eN,r(X) (as for the two-parameter Brow-
nian sheet), sometimes it yields the best known upper bound (as for the d-parameter
Brownian sheet with d ≥ 3) and sometimes (2.18) provides the true rate (as for Brow-
nian motion). The latter typically occurs when the rate of eN,r(X) and the “Hilbert
rate” of eN,r(V (X),L2(dt)) coincide (see Section 3). It remains an open question to find
conditions for this to happen.

3. Examples

3.1. Fractional Brownian motions and fractional Brownian sheets

We consider the Dzaparidze–van Zanten expansion of the fractional Brownian motion
X = (Xt)t∈[0,T ] with Hurst index ρ ∈ (0,1) and covariance function

EXsXt = 1
2 (s2ρ + t2ρ − |s− t|2ρ).



High-resolution product quantization for Gaussian processes 665

These authors discovered, in Dzhaparidze and van Zanten [9], that the sequence

f1
j (t) =

T ρcρ
√

2

|J1−ρ(xj)|xρ+1
j

sin

(
xjt

T

)
, j ≥ 1,

f2
j (t) =

T ρcρ
√

2

|J−ρ(yj)|yρ+1
j

(
1− cos

(
yjt

T

))
, j ≥ 1, (3.1)

in C([0, T ]) is admissible for X , where Jν denotes the Bessel function of the first kind
of order ν, 0< x1 < x2 < · · · are the positive zeros of J−ρ, 0< y1 < y2 < · · · the positive
zeros of J1−ρ and c2ρ = Γ(1 + 2ρ) sin(πρ)/π.

Using the asymptotic properties

xj ∼ yj ∼ πj, J1−ρ(xj) ∼ J−ρ(yj) ∼
√

2

π

j−1/2 as j→∞

(cf. Dzhaparidze and van Zanten [9]), one observes that a suitable arrangement of the
functions (3.1) (like f2j = f1

j , f2j−1 = f2
j ) satisfies (A1) and (A2) with parameters ϑ=

ρ+ 1/2, γ = 0, a= 1 and b= 1/2− ρ. Consequently,

e
(prod)
N,r (FBM) =O

(
(log logN)ρ+1/2

(logN)ρ

)
, (3.2)

while (see Dereich and Scheutzow [7], Graf et al. [14])

eN,r(FBM)≈ (logN)−ρ. (3.3)

The tensor products of functions (3.1) are admissible for the fractional Brownian sheet
X over [0, T ]d with covariance function

EXsXt = (1
2 )
d
d∏

i=1

(s2ρi

i + t2ρi

i − |si − ti|2ρi),

ρi ∈ (0,1), and satisfy conditions (A1) and (A2) with ϑ = ρ + 1/2, ρ = min1≤i≤d ρi,
γ = ϑ(m− 1), where m = card{i ∈ {1, . . . , d} :ρi = ρ}, a = 1 and b = max1≤i≤d(1/2 −
ρi))+. This is a consequence of the following lemma which ensures stability of conditions
(A1) and (A2) under tensor products.

Lemma 1. For i ∈ {1, . . . , d}, let (f ij)j≥1 ∈ C([0, T ])N satisfy (A1) and (A2) with pa-

rameters ϑi, γi, ai, bi such that γi = 0. Then a decreasing arrangement of (
⊗d

i=1 f
i
ji)j∈Nd

satisfies (A1) and (A2) with parameters ϑ = min1≤i≤d ϑi, γ = ϑ(m − 1), where m =
card{i∈ {1, . . . , d} :ϑi = ϑ}, a= min1≤i≤d ai and b= (max1≤i≤d bi)+.
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Proof. For j = (j1, . . . , jd) ∈ Nd, set fj =
⊗d

i=1 f
i
ji

so that fj(t) =
∏d
j=1 f

i
ji

(ti), t ∈
[0, T ]d. We have

‖fj‖ ≤
d∏

i=1

‖f iji‖ ≤C

d∏

i=1

j−ϑi

i and |fj(s)− fj(t)| ≤C max
1≤i≤d

jbi |s− t|a.

Let uj :=
∏d
i=1 j

−ϑi

i . Choose a bijective map ψ :N → Nd such that uk := uψ(k) is decreas-
ing in k ≥ 1. Set fk := fψ(k). Then

uk ≈Ck−ϑ(logk)ϑ(m−1) as k→∞

(cf. Papageorgiou and Wasilkowski [24], Theorem 2.1). Consequently,

‖fk‖ ≤Ck−ϑ(logk)ϑ(m−1)

and, for j = ψ(k),

ji ≤
d∏

i=1

ji ≤
d∏

i=1

j
ϑi/ϑ
i ≤Ck(log k)−(m−1) ≤Ck,

hence

|fk(s)− fk(t)| ≤Ckb|s− t|a. �

Therefore, by Theorem 2 and Proposition 1,

e
(prod)
N,r (FBS) =O

(
(log logN)m(ρ+1/2)

(logN)ρ

)
(3.4)

and

eN,r(FBS) =O

(
(log logN)m(ρ+1/2)−ρ

(logN)ρ

)
. (3.5)

The Hilbert space setting E = L2([0, T ]d,dt) provides the lower estimate

eN,r(FBS) = Ω

(
(log logN)(m−1)(ρ+1/2)

(logN)ρ

)
(3.6)

(see Luschgy and Pagès [19, 20]). The true rate of eN,r(FBS) is known only for the case
m= 1, where the true rate is the “Hilbert rate” (2.6) (see Dereich et al. [6]), and for the
case m= 2, where (3.5) is the true rate (see Belinsky and Linde [3], Graf et al. [14]). A
reasonable conjecture is that (3.5) is also the true rate for m≥ 3.
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3.2. Riemann–Liouville and other moving average processes

For ψ ∈L2([0, T ],dt) and a standard Brownian motion W , let

Xt =

∫ t

0

ψ(t− s)dWs, t ∈ [0, T ],

and assume that X has a pathwise continuous modification. Since

EXsXt =

∫ s∧t

0

ψ(s− u)ψ(t− u)du,

fj(t) =

√
2

T

∫ t

0

ψ(t− s) cos

(
π(j − 1/2)s

T

)
ds

=

√
2

T

∫ t

0

ψ(s) cos

(
π(j − 1/2)(t− s)

T

)
ds, j ≥ 1, (3.7)

is an admissible sequence for X . Observe that (3.7) provides well-defined continuous
functions, even for ψ ∈ L1([0, T ],dt).

Lemma 2. Let ψ ∈ L1([0,1],dt).

(a) If ϕ(t) =
∫ t
0 |ψ(s)|ds is β-Hölder continuous with β ∈ (0,1], then the sequence (fj)

from (3.7) satisfies (A2) with a= β and b = 1. In particular, if ψ ∈ L2([0, T ],dt), then
(A2) is satisfied with a= 1/2 and b= 1.

(b) If ψ has finite variation over [0, T ], then (A1) is satisfied with ϑ= 1 and γ = 0.

Proof. Let λj = (π(j − 1/2)/T )−2. (a) For s < t, we have

fj(s)− fj(t) =

√
2

T

{∫ s

0

ψ(u)(cos((s− u)/
√
λj)− cos((t− u)/

√
λj))du

−
∫ t

s

ψ(u) cos((t− u)/
√
λj)du

}

so that

|fj(s)− fj(t)| ≤
√

2

T

( |s− t|√
λj

‖ψ‖L1(dt) +

∫ t

s

|ψ(u)|du
)
.

(b) We have

fj(t) = −
√

2λj/T

∫ t

0

ψ(s)d(sin((t− s)/
√
λj))

=
√

2λj/T

(
ψ(0) sin(t/

√
λj) +

∫ t

0

sin((t− s)/
√
λj)dψ(s)

)
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so that

‖fj‖ ≤
√

2λj/T (|ψ(0)|+ Var(ψ, [0, T ])). �

This lemma yields a universal upper bound,

e
(prod)
N,r (X) =O

(
log logN

(logN)1/2

)
,

for functions ψ having finite variation.
In the sequel, we do not concern ourselves with improvements of the parameter b in

(A2) since the condition b+ ϑ≤ 0 cannot be achieved in this setting.

Lemma 3. Let ψ ∈ L1([0, T ],dt).

(a) If ψ is positive and decreasing on (0, T ] and ϕ(t) =
∫ t
0 ψ(s)ds is β-Hölder contin-

uous with β ∈ (0,1], then the sequence (fj) from (3.7) satisfies ‖fj‖ ≤Cj−β . If β > 1/2,
then (A1) is satisfied with ϑ= β and γ = 0.

(b) If ψ(0) = 0, ψ is β-Hölder continuous with β ∈ (0,1] and ψ is differentiable on
(0, T ] such that ψ′ is positive and decreasing on (0, T ], then (A1) is satisfied with ϑ= 1+β
and γ = 0.

Proof. Let λj = (π(j − 1/2)/T )−2. (a) For t≤
√
λj , we have

|fj(t)| ≤
√

2/Tϕ(
√
λj).

Using the second integral mean value formula, we obtain, for t ∈ [
√
λj , T ] and some

δj ∈ [
√
λj , t],

|fj(t)| ≤
√

2/T

(∣∣∣∣

∫ √
λj

0

ψ(s) cos((t− s)/
√
λj)ds

∣∣∣∣+
∣∣∣∣

∫ t

√
λj

ψ(s) cos((t− s)/
√
λj)ds

∣∣∣∣

)

=
√

2/T

(∣∣∣∣
∫ √

λj

0

ψ(s) cos((t− s)/
√
λj)ds

∣∣∣∣+ ψ(
√
λj)

∣∣∣∣
∫ δj

√
λj

cos((t− s)/
√
λj)ds

∣∣∣∣

)

≤
√

2/T (ϕ(
√
λj) + 2

√
λjψ(

√
λj))

≤ 3
√

2/Tϕ(
√
λj).

Consequently,

‖fj‖ ≤ 3
√

2/Tϕ(
√
λj)≤Cλ

β/2
j .

(b) The function ψ is absolutely continuous on [0, T ], so an integration by parts yields

fj(t) =
√

2λj/T

∫ t

0

ψ′(s) sin((t− s)/
√
λj)ds.
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Arguing as in (a) (with ψ replaced by ψ′), we deduce that

‖fj‖ ≤ 3
√

2λj/Tψ(
√
λj) ≤Cλ

(1+β)/2
j . �

Now, let ψ(t) = tρ−1/2 with ρ ∈ (0,∞). Then

Xt =Xρ
t =

∫ t

0

(t− s)ρ−1/2 dWs, t ∈ [0, T ] (3.8)

so that Xρ is a Riemann–Liouville process of order ρ. Using the (ρ∧ 1
2 )-Hölder continuity

of the application t 7→Xρ
t from [0, T ] into L2(P) and the Kolmogorov criterion, we can

check that Xρ has a pathwise continuous modification.

Lemma 4. Let ψ(t) = tρ−1/2, ρ ∈ (0,∞). Then the sequence (fj) from (3.7) satisfies
(A2) with a = min{1, ρ+ 1/2}, b = 1 and (A1) for ρ ∈ (0,3/2] with ϑ = ρ + 1/2 and
γ = 0.

Proof. This is an immediate consequence of Lemmas 2 and 3. �

We deduce, for Riemann–Liouville processes of order ρ ∈ (0,3/2], that

e
(prod)
N,r (RL) =O

(
(log logN)ρ+1/2

(logN)ρ

)
, (3.9)

while for every ρ ∈ (0,∞) (see [18], Graf et al. [14]),

eN,r(RL)≈ (logN)−ρ. (3.10)

To go beyond ρ = 3/2, we must slightly change the way we quantize. Let ψ(t) =
tρ−1/2, with ρ > 3/2, and choose k ∈ N such that k+ 1/2< ρ≤ k+ 3/2. Set λj = (π(j −
1/2)/T )−2. For k ∈ {2n− 1,2n} n ∈ N, integration by parts yields the expansion

fj(t) =

n∑

m=1

(−1)m−1λmj
√

2/Tψ(2m−1)(t) + (−1)nλnj
√

2/T

∫ t

0

ψ(2n)(s) cos((t− s)/
√
λj)ds

=: gj(t) + hj(t), t ∈ [0, T ].

Since ψ(2n)(t) =Ctβ−1 if k = 2n− 1 and ψ(2n)(t) =Ctβ if k = 2n with β = ρ− k− 1/2∈
(0,1], we deduce from Lemma 2 and Lemma 3 that the sequence (hj) in C([0, T ]) satisfies
(A1) with ϑ= ρ+ 1/2, γ = 0 and (A2) with a= ρ− k − 1/2, b = −k if k = 2n− 1 and
a= 1, b= −k+ 1 if k = 2n. Clearly, the sequence (gj) also satisfies the conditions (A1)
and (A2) (with ϑ= 2, γ = 0, b= −2 and a= ρ−k−1/2 if k = 2n−1 and a= 1 if k = 2n).
Consequently, there exist centered continuous Gaussian processes U = (Ut)t∈[0,T ] and Z
such that U =

∑∞
j=1 ξjgj a.s., Z =

∑∞
j=1 ξjhj a.s.,

X =Xρ d
= U +Z (3.11)
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and U ∈ span{ψ(2m−1) :m= 1, . . . , n} a.s. Observe that

U =
n∑

m=1

(−1)m−1
√

2/Tψ(2m−1)ηm,

where ηm =
∑∞

j=1 λ
m
j ξj is N (0,

∑∞
j=1 λ

2m
j )-distributed.

Now use, for example, [N1/2n]-quantizations of ηm and a [
√
N ]-product quantization

of Z for the quantization of X (which is clearly not optimal in practise, but remains rate
optimal). Let η̂m be an Lr-optimal [N1/2n]-quantization for ηm,

Û
√
N :=

n∑

m=1

(−1)m−1
√

2/Tψ(2m−1)η̂m,

and let Ẑ
√
N be the Lr-product [

√
N ]-quantization of Z from Theorem 2. A (modified)

Lr-product N -quantization of X with respect to (fj) is then defined by

X̂ := Û
√
N + Ẑ

√
N . (3.12)

Using Theorem 2, we can show for the quantization error, that

‖U +Z − X̂‖Lr
E
≤ C(‖U − Û

√
N‖Lr

E
+ ‖Z − Ẑ

√
N‖Lr

E
)

≤ C

(
n∑

m=1

√
2/T‖ψ(2m−1)‖‖ηm − η̂m‖Lr + ‖Z − Ẑ

√
N‖Lr

E

)

≤ C

N1/2n
+
C(log log

√
N)ρ+1/2

(log
√
N)ρ

≤ C(log logN)ρ+1/2

(logN)ρ

so that, with the above modification, (3.9) remains true for ρ > 3/2.
Now, consider the stationary Ornstein–Uhlenbeck process as the solution of the

Langevin equation

dXt = −βXt dt+ σ dWt, t ∈ [0, T ],

with X0 independent of W and N (0, σ
2

2β )-distributed, σ > 0, β > 0. It admits the explicit
representation

Xt = e−βtX0 + σe−βt
∫ t

0

eβs dWs (3.13)

and

EXsXt =
σ2

2β
e−β|s−t|.
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By Lemma 2, the admissible sequence

f0(t) =
σ√
2a

e−βt, fj(t) = σ

√
2

T

∫ t

0

e−β(t−s) cos

(
π(j − 1/2)s

T

)
ds, j ≥ 1,

satisfies conditions (A1) and (A2) with ϑ= 1, γ = 0, a= 1 and b= 1. Consequently,

e
(prod)
N,r (OU) =O

(
log logN

(logN)1/2

)
, (3.14)

while (see Graf et al. [14])

eN,r(OU) ≈ (logN)−1/2. (3.15)
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