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Abstract

Determining for a given deterministic complete automaton the se-
quence of visited states while reading a given word is the core of im-
portant problems with automata-based solutions, such as approximate
string matching. The main difficulty is to do this computation effi-
ciently, especially when dealing with very large texts. Considering words
as vectors and working on them using vectorial (parallel) operations al-
lows to solve the problem faster than in linear time using sequential
computations.

In this paper, we show first that the set of vectorial operations needed
by an algorithm representing a given automaton depends only on the
language accepted by the automaton. We give precise characterizations
of vectorial algorithms for star-free, solvable and regular languages in
terms of the vectorial operations allowed. We also consider classes of
languages associated with restricted sets of vectorial operations and re-
late them with languages defined by fragments of linear temporal logic.

Finally, we consider the converse problem of constructing an automa-
ton from a given vectorial algorithm. As a byproduct, we show that the
satisfiability problem for some extensions of linear-time temporal logic
characterizing solvable and regular languages is PSPACE-complete.

Keywords: Parallel automata simulation, linear temporal logic and extensions

Introduction

Given a deterministic complete automaton and an input word, a classical
question is to decide whether or not the automaton accepts the word. A more
detailed information is the sequence of visited states while processing the word.
Computing this sequence is the core of important problems such as approximate
string matching [8]. An elegant way to solve this problem consists in simulating
a dynamic programming approach by a finite, deterministic automaton [2] on
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the input sequence. However, approximate string matching is generally used on
very long sequences (as genomic ones) and the natural algorithm, which is linear
in the length of the input word, is not performing enough. A natural solution
to accelerate the computation is to consider words as vectors and therefore to
compute the sequence of visited states using vectorial operations, that can be
efficiently achieved using parallelism [8].

In this paper, we are interested in vectorial algorithms, that were introduced
and investigated by A. Bergeron and S. Hamel in [2, 3]. Such an algorithm
computes the sequence of visited states while reading a word using a constant
number (independent of the length of the word) of vectorial operations. The
existence of an algorithm for a given automaton depends on the automaton and
on the kind of vectorial operations we allow. The problem can also be studied
from the language point of view: can we find a deterministic complete automa-
ton recognizing a given language and an associated vectorial algorithm? We
first show that the existence of a vectorial algorithm depends on the languages
only. Then we exhibit a very tight connection between temporal logic opera-
tors and vectorial operations. This relation will motivate the notion of PTL-
vectorial algorithm, where PTL stands for Past Temporal Logic. Moreover, we
obtain an alternative proof of the equivalence between star-free languages and
vectorial algorithms (Note that the inclusion of star-free languages in the class
of PTL-vectorial languages was established in [3]. Hence, we show here that
the converse also holds). Then, we describe extensions of vectorial algorithms,
first to capture a larger subclass of regular languages, the solvable ones, and
finally for the whole class of regular languages.

Finally, we consider the converse problem, that is we want to check for a
given vectorial algorithm whether there exists an automaton associated with
it. To solve this problem, we show how to decide the satisfiability of formulas
belonging to extensions of linear temporal logic introduced in [1]. Our con-
structions are based on alternating automata. Proofs omitted in the paper can
be found in [13].

1. Notation and Definitions

1.1. Vectorial Algorithms

Throughout the paper, vectors are noted in bold
characters (e.g. u) and are considered as words.
Conversely, vectorial operations can be applied to
words, considering them as vectors. Therefore, a
word u is associated with a canonical vectorial rep-
resentation u and a vector v is associated with a
canonical word representation v.

Let A= (Q, A, -, g, F) be a deterministic com-
plete automaton, where A is a finite alphabet, @
the finite set of states of A, gg the initial state,
F the set of finite states and - the transition function Q x A — Q of A.
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With each input vector u = ajas---a,, € A* we associate the output vector
r = nrire--- Ty € QF representing the sequence of states reached reading u
(we omit the leading initial state). Therefore, u and r have the same length.
For instance, consider the automaton given in figure below. With the input
vector u = bbaabbbababab we associate the output vector r = 2311233121212.
A wectorial algorithm for A consists of a sequence of vectorial operations of
constant length (i.e., a straight-line expression of length which is independent
on u) computing r from u.

Given a word u = ajas---a.,, we consider for every letter a € A, the
boolean vector (u=a) = by - - - by, where, for each i, b; =1ifa; =a an b; =0
otherwise. Hence, (u = a) is the characteristic boolean vector of the letter a
in the word u. Just as for words, for any state ¢ € @, with an output vector
r =rire-- -, we associate the boolean vector (r =q) = (r1 =¢q) -+ (rm = q)
that is, the characteristic vector of state g. For example, (bbaabbbababab =
a) = 0011000101010 and (2311233121212 = 1) = 0011000101010.

The sequence (u = a),,c 4 (respectively, the sequence (r = q),) is an equiv-
alent boolean representation for the input word u (respectively for the output
vector r). In order to work only with boolean vectors, the vectorial algo-
rithms presented in this paper compute the sequence of characteristic vectors
(r = q)4eq from the sequence of characteristic vectors (u = a)geca.

Let 2 be a class of vectorial operations. Vector algorithms based on op-
erations from ) and on the bit-wise logical operations (combinations of V, A
and —) are called Q-vectorial algorithms. A deterministic complete automaton
is called Q-vectorial if there is an -vectorial algorithm computing for every
u € A* the sequence (r = q)qu from the sequence (u = a) . ,. Finally, a lan-
guage is Q-vectorial if it is recognized by a deterministic complete 2-vectorial
automaton.

Given a class Q of vectorial operations, we write VA[QY] for the set of Q-
vectorial algorithms and VL[] for the set of Q-vectorial languages.

Proposition 1 below shows that minimization preserves the property of being
an §2-vectorial automaton. Therefore a language is Q2-vectorial if and only if its
minimal automaton is Q-vectorial (by minimal automaton we always mean the
minimal complete automaton). This property is very useful, because to decide
whether or not a language is Q-vectorial, it suffices to know how to decide
whether or not a given automaton (the minimal one) is Q-vectorial.

Proposition 1 The property of being Q-vectorial is preserve by automaton
homomorphisms. Therefore if a deterministic complete automaton A is -
vectorial, then its minimal automaton A, is also Q-vectorial.

1.2. Past Temporal Logic

Given a class 2 of vectorial operators our aim is to give a characterization of
Q-vectorial languages that allows us to decide whether or not a given language

is Q-vectorial. For this, we use characterizations in terms of past temporal logic
PTL [6]. We first recall the syntax of PTL:



PTL-formulas are constructed inductively according to the following rules:
(1) For every a € A, p, is a PTL-formula.
(2) If v1 and @2 are PTL-formulas, so are ¢1 V ¢2, =91, Y1 and ¢1 S ¢a.
Semantics is defined by induction on the rules. Given a word w € A" and an
integer n € {1,2,...,|w|}, we define that “w satisfies ¢ at position n”, denoted
(w,n) = @, as follows:

w,n) | pg if the nth letter of w is a.
o1V if (w,n) = @1 or (w,n) = e

)
) 2 if (w,n) = ¢

JEYp ifn>1and (w,n—1) = ¢1.
)

every k such that m < k <n, (w, k) = ¢1.

With each PTL-formula ¢, we associate the language L, of finite words
satisfying ¢ as L, = {u € A" | (u,|u]) | ¢}. Given a class A of logical
operators we write TL[A] for the set of temporal formulas in which modalities
other than ones from A do not occur. A language L C A* is A-definable if there
exists a formula ¢ € TL[A] such that L = L. The set of A-definable languages
will be denoted by L[A].

1.3. Vectorial Languages and Temporal Logic

We will show that there exists a tight link between languages defined by
logical conditions and languages defined by “equivalent” vectorial conditions.
But, whereas logical satisfiability depends exclusively on the language, vectorial
characterizations seem to be closely related with a specific automaton. Vec-
torial characterizations are stronger than logical characterizations because in
order to have a vectorial algorithm for a given automaton one must be able to
characterize any state, hence any language recognized by the automaton ob-
tained by setting a given state as unique final state. For a logical formula one
just needs to exhibit the set of final states needed for the given language.

But under some assumptions, logical fragments and vectorial fragments de-
fine the same class of languages. Let us be more explicit. Given a set ) of
vectorial operations and a set A of logical operators, we will say that 2 and A
are equivalent if they verify the following conditions:

(1) To any vectorial algorithm ® using only operations in ) one can associate
a formula ¢ using only operators in A such that for any word u and any
positive integer ¢ smaller than |u|, the i-th entry of the vector obtained
by applying ® to u is 1 if and only if (u, i) | ¢.

(2) To any formula ¢ using only operators in A, one can associate a vec-
torial algorithm @ using only operators in 2 such that for any word
U = Up---Up, the computation of the binary vector v, = vi--: vy,
where v; = 1< (u1---u;, 1) | ¢, is performed by the algorithm ®.
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Several fragments [4, 19, 20] and extensions [1] of temporal logic have been
studied. Therefore, in order to characterize for a given class € of vectorial
operations the class of {2-vectorial languages, a solution consists in finding an
equivalent fragment in temporal logic. We have to find a condition on two
equivalent sets 2 and A to have VL[Q] = L[A].

A class A of logical operators will be called finally stable if for every language
L that belongs to £(A), any language recognized by an automaton obtained
from the minimal automaton of L by letting some arbitrary state to be the
unique final state, belongs to L(A).

For example, any set A such that £(A) is a variety of languages (see [9, 10]
for the definition of variety) of languages is finally stable. Formally, if L is a
language in £(A) and A its minimal automaton, any automaton A’ obtained
by modifying the final states of .4 recognizes a language L’ of £(A) because the
syntactic monoid of A’ divides the syntactic monoid of A.

The notion of final stability gives us the following lemma:

Lemma 1 Let Q be a class of vectorial operations and let A be an equivalent

class of logical operators. Then A is finally stable if and only if VL(Q) = L(A).

2. A Vectorial Characterization of Star-Free
Languages

To make our algorithms precise we have to state which vectorial operations
are allowed. As in [3], we first consider a basic class of vectorial operations:

e Bit-wise logical operations such as V, A, = and the atomic formulas
(u=a)=(us =a) - (uy, = a) for each a € A.

e Right shift: T; uy -« um =iug - um—1, i € {0,1}.

e Binary addition between two vectors of same length: we perform the
usual binary addition from left to right but we do not keep the highest
bit (carry) if the length of the result exceeds the initial vectors’ ones. For
example Tg 110101 + 101011 = 110100.

Vectorial algorithms using only these operations are called in this paper
PTL-vectorial algorithms. Recall that PTL stands for Past Temporal Logic, as
we show that PTL-vectorial operations and PTL operators are equivalent:

Theorem 1 The class {10, +} of vectorial operation is equivalent to the class
{Y, S} of logical operators.

The main point of the proof is to use the operator S in order to express the
carry bit, and thus addition of vectors.

Corollary 1 A regular language is PTL-vectorial if and only if it is star-free.
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3. Beyond Star-Freeness
3.1. Solvable Languages

An alternative proof for PTL-vectorial languages being star-free, is based on

the following result:

Proposition 2 Let u be a vector and let ® be a PTL-vectorial algorithm. If
u has period p € N then the result ®(u) of ® applied on u has period p.

Hence, to provide characterizations for families of regular languages that
strictly contain the star-free languages we need to introduce vectorial opera-
tions, that do not preserve the period. For any integers k, [ such that 0 <1 < k,
we define the modular operation S;j, by

1 if Z:vj =1 (mod k),
j=1

0 otherwise.

Sik(x122-+ Tm) = (81 Sm) where s; =

Vectorial algorithms using only the PTL-vectorial operations plus the mod-
ular operations S will be called MTL-vectorial algorithms. A language is an
MTL-vectorial language if there is an MTL-vectorial algorithm for its minimal
automaton.

Consider now the following extension of temporal logic, called modular tem-
poral logic (MTL) [1]: by modular temporal logic we mean past temporal logic
augmented with the unary operators Mod,; j for integers 0 <! < k. The new
modular operators have the following natural semantics: given an MTL for-
mula ¢, we have (u,?) = Mod, ;¢ if, there are [ positions j, 1 < j <4 (modulo
k) such that (u,j) | ¢.

It was shown in [1], that MTL characterizes the variety of solvable languages.
A regular language is called solvable if its syntactic monoid contains no non
solvable group [15].

Theorem 2 ([1]) A regular language is MTL-definable if and only if it is solv-
able.

Therefore we have the following result:

Theorem 3 The class {To, +}U{S1k| 0 <1 <k, k € N} of vectorial operations
is equivalent to the finally stable class {Y,S} U {Mod; r, 0 <1 <k} of logical
operators.

We easily obtain now a vectorial characterization of solvable languages:

Corollary 2 A regular language is MTL-vectorial if and only if it is solvable.
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3.2. Regular Languages

MTL-vectorial algorithms do not characterize all regular languages. There-
fore, we propose an extension to MTL-vectorial algorithms, which we denote
as GTL-vectorial algorithms, which captures all regular languages.

For this we consider an extension of modular temporal logic introduced in
[1] and construct an equivalent class of vectorial operations. This extension of
temporal logic is obtained by augmenting modular temporal logic with group
temporal operators I'y ¢ for any finite group G and any element g € G. The
operator I'y ¢ always binds |G| — 1 formulas.

Let us now explain the semantics of I'y ¢ for a given finite group G and an
element g € G. We first have to order the elements of the group G (this order
will not be modified afterwards), say as g1, gs, - . ., gq = id. Let u be an element
of AT and let @1, pa,...,pq—1 be GTL-formulas. With each j, 1 < j < |u| we
associate an element of G, denoted (@1, 2 ... q—1){u,j), defined by:

<§0179027"'790q—1><u7j> = 9k

where k = min{l | (u,j) E ¢;} with the convention that min () = ¢.
Finally, we define (u,7) =Ty a{@1,92,...,pq—1) to mean that:

7
H<<)0159025"'7Q0¢I*1><u7j> =g
j=1

It was shown in [1] that a language is expressible in group temporal logic if and
only if it is regular:

Theorem 4 ([1]) A language is GTL-definable if and only if it is regqular.

Thus, to have a vectorial characterization of all regular languages it suffices
to find vectorial operations equivalent to I'y ¢ for all finite groups G. Let G =
{91,92,...,94 = id} be a finite group of cardinality ¢ and let v, ,vg,,..., vy,
be ¢—1 vectors of same length m. With each position j, 1 < j < m we associate
an element of G, denoted G((vy,,Vg,, ..., Vg, ,), G, j) and defined by:

g(<vg1vvgzv'“7ng71>7G7j) = 9k

where k = min{l | vJ = 1} (vJ representing the j-th bit of vector vg,) with
the convention that min() = q.
Finally, we introduce the vectorial operator P, g defined by:

P.(LG(ngvgga cee 7vgq,1) = (51 cee Sm)

i

1 if Hg(<vglvvg27"'avgq*1>vGa.j):ga
j=1

0 otherwise.

with S; =
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Remark 1 One can note that the modular operations are special cases of
group operations that only use cyclic groups (Z/kZ,+), as we have S; j(x) =
Ty z/kz,4)(X%,0,...,0), where the elements of (Z/kZ, +) are ordered as (1,2,..., k).

By construction we have the following result:

Theorem 5 The class {To,+} U {Pyc | g € G} of vectorial operations is
equivalent to the finally stable class {Y,S}U{T'g ¢ | g € G} of logical operators.

Therefore, we obtain a vectorial characterization for regular languages:
Corollary 3 A language is GTL-vectorial if and only if it is reqular.

4. Reconstructing an Automaton From a
Vectorial Algorithm

In the preceding sections we determined a vectorial algorithm from a given
automaton. We now consider the converse problem, that is we want to check
for a given vectorial algorithm whether there exists a deterministic complete
automaton associated with it (and determine an automaton, if this is the case).
This question becomes interesting for instance when we modify a given vectorial
algorithm (associated with a deterministic automaton) and we want to check
afterwards that the new algorithm is equivalent to the old one. We will show
that the complexity of this test is actually the same as testing the satisfiability
of a GTL-formula i.e. PSPACE-complete.

Vectorial algorithms are associated with deterministic complete automata
and therefore depend on the initial state, and not only on the underlying labeled
graph structure of the given automaton. We will thus suppose that the initial
state is part of the input.

To begin with, let us call a valid vectorial algorithm an algorithm for which
there exists a corresponding deterministic complete automaton. Let us explain
how to construct such an associated automaton. Let A = {a1,...,ar} be the
alphabet of the automaton and let n be the number of states. We will identify
the states with the integers 1...n. To compute an associated automaton Ag
from a given vectorial algorithm ® we perform a depth-first search of Ag, that
is we start from the initial state go and compute the states that can be reached
by reading a letter from g9 and then we repeat this step with the new states
found so far. We are done when we have explored all reachable states. With this
method we explore all the transitions of the accessible part of the automaton.
We just have to explain how to compute the reachable states from a given
state. In our algorithm we maintain a vector, state_direction, giving for any
encountered state ¢ a word u leading from the initial state to g. Therefore, when
considering a state ¢, and a letter a to compute the transition from ¢ reading
a we have to apply ® to the word wa and consider the |u|+ 1 component of the
result, denoted ®/*I*1(ua).

The algorithm for constructing Ag is the following one:
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Variables and initialization:
§: (n x k)-vector.
new_states = [1] : last-in-first-out structure.
known_states = {1} : Set structure.
state_direction = [e, ¢, ..., &]: n-vector.

Main loop:
While new_states # 0 Do
Let ¢ =Delete element from new_states.
Let u = state_direction.(q).
Let h = |ul.
Fori=1tok Do
Let ¢/ = ®"*(ua;).
Let 6(q,4) = ¢'.
If ¢’ ¢ known_states Then
Add ¢ to new_states and to known_states.
Set state_direction.(q') = ua.
End If.
End For
End While

Return ¢

To test the validity of a given algorithm ® we will first use the preceding
algorithm to compute the automaton A4 associated with ®, if it is valid. If the
algorithm does not work (that is if ®"*!(ua;) is not defined for a given step of
the algorithm) this implies that ® is not valid. Otherwise we test the validity
as stated in the theorem below. For any state ¢, let L(g) denote the regular
language defined by the logical formula obtained by translating the algorithm
computing (r = q).

Theorem 6 Let ® be a PTL-vectorial algorithm and let Ag be the determin-
istic complete automaton constructed by the algorithm above. Then ® is a valid
algorithm associated with Ag if and only if:
(1) For any non reachable state q of Ag, we have L(q) = 0.
(2) For any reachable state q, we have that L(q) # 0. In addition, the fol-
lowing assertions are equivalent:
(1) L(q) = L(q1)a1U- - -UL(g;)a; UE,, where E; = {e} if q is the initial
state and Eq = () otherwise. Moreover, a; is a letter and each g; is
a reachable state.
(i) {(q1,a1),...,(qi,a;)} is exactly the set of the pairs (g;,a;) such that
gj-0; =q in As.

We can now give a method to test the validity of a vectorial algorithm ®:
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(1) We apply the depth-first search algorithm described above to ®. If the
algorithm does not yield a deterministic automaton Ag, then ® is not a
valid algorithm and we can stop. Otherwise we go to the next step.

(2) We determine the reachable states and the non reachable states of the
automaton Ag constructed in the preceding step.

(3) For every non reachable state ¢ we translate the associated component
in ® into a formula ¢, and test whether or not it can be satisfied. If ¢,
is satisfiable for a non reachable-state ¢ then ® is not valid and we stop.
Otherwise we go to the next step.

(4) For every reachable state ¢ we determine the set {(q1,a1),...,(¢,a;)} of
the pairs (g;,a;) such that ¢; - a; = ¢ in Ag and we verify that L(q) =
L(g1)a1 U---UL(g;)a; U Ey. To achieve this efficiently we can determine
for every j a formula associated with L(g;)a;. It suffices to consider
the formula p,, A Y, where ¢, is the translation of the component
of ® associated with g;. Then, we can construct a PTL-formula for
the language L(q)A[L(¢g1)a1 U --- U L(g;)a; U E,], where A holds for
the symmetric difference, and verify that it cannot be satisfied, what is
equivalent to the equality L(q) = L(¢q1)a1 U---U L(g;)a; U E,. If the test
does not fail, then ® is valid and associated with Ag, otherwise ® is not
valid.

Let us now give the complexity of this algorithm. The most costly part of the
algorithm is the satisfiability problems for GTL-formulas that appear in step
(3) and (4) of the algorithm. This problem is known to be PSPACE-complete
[18] for PTL-formulas. In fact this result can be extended to GTL:

Theorem 7 Deciding whether an GTL-formula is satisfiable is a PSPACE-
complete problem.

Using this result we conclude that our algorithm works in polynomial space.
In fact we can give a more precise result:

Theorem 8 Deciding whether or not a GTL-vectorial algorithm is valid is a
PSPACE-complete problem.

Note that the same problem applied to some fragments of PTL-vectorial

algorithms become simpler. For instance we have the following result for algo-
rithms in VA(1g):

Theorem 9 Deciding whether or not an algorithm in VA(To) is valid is an
NP-complete problem.
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5. Conclusion

Using vectorial algorithms we have given new characterizations of star-free
languages (as the class of PTL-vectorial languages), of solvable languages (as
the class of MTL-vectorial languages) and of regular languages (as the class of
GTL-vectorial languages). However, even in the easiest case, that is for star-
free languages, there is no general efficient method to compute an algorithm
associated with a given language. Nevertheless, since vectorial languages are
closely related with temporal logic this is not that surprising at all, as the
computation of an algorithm associated with an automaton is at least as difficult
as finding a temporal logic formula associated with a given language, which
might be of exponential size with regard to the automaton.

We have characterized subsets of vectorial operations by equivalent sets of
temporal logic operators.

It is interesting to note that vectorial algorithms provide a more detailed
information about an automaton than logical formulas without any loss in
computational complexity and in the complexity of the operators used in both
models.

Finally, we have shown that deciding the validity of a GTL-vectorial algo-
rithm is PSPACE-complete. As a byproduct we have obtained that the ex-
tension of LTL with group operators does not change the complexity of the
satisfiability problem, which is still PSPACE-complete, and we have given an
effective algorithm deciding this question.

Another interesting investigation is to study fragments of algorithms based
on the set of PTL-vectorial operations. Here, we want to know which subset of
star-free languages can be characterized by forbidding certain vector operations.
One can show that these fragments are closely related with the fragments of
past temporal logic as defined and characterized in [4, 19, 20].
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