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#### Abstract

Let $Q$ be a heat conduction body and let $\varphi=\varphi(t)$ be given. We consider the problem of finding a two-dimensional heat source having the form $\varphi(t) f(x, y)$ in $Q$. The problem is ill-posed. Assuming $\partial Q$ is insulated and $\varphi \not \equiv 0$, we show that the heat source is defined uniquely by the temperature history on $\partial Q$ and the temperature distribution in $Q$ at the initial time $t=0$ and at the final time $t=1$. Using the method of truncated integration and the Fourier transform, we construct regularized solutions and derive explicitly error estimate.
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## 1. Introduction

Let $Q$ be a heat conduction body having a constant conductivity, assumed to be equal 1, and having an insulated boundary. In this paper, we consider the problem of identifying a heat source in the inside of $Q$ from the temperature history on a part of $\partial Q$ and the temperature distribution in $Q$ at the initial time $t=0$ and at the final time $t=1$, say. In other words, the problem has Cauchy data on a part of the boundary. The problem has been studied intensively for the last three decades (see, e.g., [STY, WZ, I1, I2, LZ, ATL]). Letting $u$ be the temperature in $Q$ and
$F=F(x, y, t, u)$ be the heat source, one has the equation

$$
-\frac{\partial u}{\partial t}+\Delta u=F(x, y, t, u)
$$

The problem is severely ill-posed. In fact, because of the extreme sensitiveness to measurement errors (see, e.g., [BBC]), the inverse heat source problem is difficult. Measured data is usually the result of discretely experimental measurements and, of course, is subject to error. Hence, a solution corresponding to the data does not always exist and moreover, solutions, event thought they exist, do not depend continuously on the given data. This, of course, makes a numerical treatment impossible. Thus, one has to resort to a regularization.

To simplify the problem, many preassumptions on the form of the heat source had been given. Roughly speaking, we can approximate the function $F(x, y, t, u)$ by a function which has the form

$$
\sum_{n=0}^{N} \Psi_{n}(u) \varphi_{n}(t) f_{n}(x, y)
$$

The first order of the latter form can be written as

$$
F \approx \Psi_{0}(u)+\varphi_{0}(t)+f_{0}(x, y)+\varphi_{1}(t) f_{1}(x, y)+\ldots
$$

In [I1, I2], the author assumed that

$$
F(x, y, t, u)=g_{0}(x, t)+f_{1}(x) g_{1}(t)+f_{2}(t) g_{2}(x)
$$

where $f_{1}, f_{2}$ are unknown. In [LZ],

$$
F(x, y, t, u)=f(u)+r(x, t)
$$

where $f$ is unknown (see also [K] for a similar form of the heat source). In [STY, Y, CE1, CE2], we get the separated form

$$
F(x, y, t, u)=\sigma(t) f(x)
$$

in which one of two functions is unknown.
Now, in the present paper, for simplicity, as in [ATL], we shall consider a model in which the heat source has the separated form $\varphi(t) f(x, y)$ where $f$ is unknown. As we shall see, with minimum smoothness assumption,
the given Cauchy data is sufficient to the uniqueness of solution. However, as discussed the problem is still ill - posed.

Precisely, we assume that $Q$ is represented by the square $(0,1) \times(0,1)$. Letting $u=u(x, y, t)$ be the temperature in $Q$, we consider the problem of identifying a pair of functions $(u, f)$ satisfying

$$
\begin{equation*}
-\frac{\partial u}{\partial t}+\Delta u=\varphi(t) f(x, y) \tag{1}
\end{equation*}
$$

for $(x, y, t) \in Q \times(0,1)$.
Since the boundary of $Q$ is insulated, we have

$$
\left\{\begin{array}{l}
u_{x}(0, y, t)=u_{x}(1, y, t)=0,  \tag{2}\\
u_{y}(x, 0, t)=u_{y}(x, 1, t)=0,
\end{array} \quad(x, y, t) \in Q \times(0,1)\right.
$$

Finally, we have the temperature history on a part of $\partial Q$

$$
\begin{equation*}
u(1, y, t)=u(x, 1, t)=0 \quad(x, y, t) \in Q \times(0,1) \tag{3}
\end{equation*}
$$

and the temperature distribution in $Q$ at $t=0$ and $t=1$,

$$
\begin{equation*}
u(x, y, 0)=0 ; u(x, y, 1)=g(x, y) \quad(x, y) \in Q \tag{4}
\end{equation*}
$$

Here, $\varphi, g$ are given functions. In (3), (4) the conditions, in which $u(1, y, t)$, $u(x, 1, t), u(x, y, 0)$ are vanished, are simplified. In fact, the method of our paper can be thoroughly applied to the problem associated with more general data. Hence, to simplify computation and to point out clearly main ideas of the method, we only consider the simplified conditions as in (3), (4).

Our problem is equivalent to the one of finding the function $f=f(x, y)$ satisfying a Volterra equation of the first kind (see, e.g., [F])

$$
\begin{equation*}
K_{\varphi} f(x, y)=-g(x, y) \tag{5}
\end{equation*}
$$

for $(x, y) \in Q$, where

$$
\begin{aligned}
& N(x, y, t ; \xi, \eta, \tau)= \\
& =\frac{1}{4 \pi(t-\tau)} \exp \left(-\frac{(y-\eta)^{2}}{4(t-\tau)}\right)\left[\exp \left(-\frac{(x-\xi)^{2}}{4(t-\tau)}\right)+\exp \left(-\frac{(x+\xi)^{2}}{4(t-\tau)}\right)\right], \\
& K_{\varphi} f(x, y)=\int_{0}^{1} \int_{0}^{1} \int_{0}^{1} N(x, y, 1 ; \xi, \eta, \tau) \varphi(\tau) f(\xi, \eta) d \xi d \eta d \tau .
\end{aligned}
$$

We note at once that the problem of existence of a solution is not considered here. The set of the $(\varphi, g)$ 's for which the system (1)-(4) has no solution is dense in $L^{2}(0,1) \times L^{2}(Q)$. Indeed, from (5) we can show that $g$ is smooth if $f \in L^{2}(Q), \varphi \in L^{2}(0,1)$. However, in practice, $g$ and $\varphi$ come from experimental measurements and thus given as finite sets of points that are conveniently patched into $L^{2}$-functions. Hence $g$ is in general non-smooth. With these non-exact data, the system (1)-(4) usually has no solution. Thus, as mentioned, we deal with a problem that possibly has not a solution and hence we would have to resort to a regularization. If we denote by $\left(g_{0}, \varphi_{0}\right)$ the (probably unknown) exact data corresponding to an exact solution ( $u_{0}, f_{0}$ ) of the system (1)-(4) then, from the (known) nonexact data $(g, \varphi)$ approximating $\left(g_{0}, \varphi_{0}\right)$, we shall construct regularized solutions of (1)-(4).

As we shown in (5), the integral operator $K_{\varphi}$ depends on the non- exact data $\varphi$ which implies that $K_{\varphi}$ is also non-exact. Hence, it is difficult to derive error estimate of a regularization method. In the case of one spatial dimension, the linear integral equation has been treated widely in the past few decades (see, e.g., [G, B, TA, ADT] and our recent paper [ATL]). Although the mathematical literature in the one-dimensional case is rather impressive, it is quite scarce in the two dimensional case. In the present paper, using a variational form of (1)-(4) we shall transform the problem to the one of finding $f$ from its Fourier transform calculated from the given data $(g, \varphi)$ (see Lemma 1 below). Assuming the discrepancy between the exact data $\left(g_{0}, \varphi_{0}\right)$ and the non-exact data $(g, \varphi)$ is of order $\varepsilon>0$, we shall use a new method of truncated integration to construct (from the non-exact data $(g, \varphi)$ ) a regularized solution $f_{\varepsilon}$. Moreover, the error between $f_{\varepsilon}$ and the exact solution $f_{0}$ (which depends on the properties of $\varphi_{0}$ and the smoothness of $f_{0}$ ) will be given explicitly. The remainder of the paper is divided into two sections. In Section 2, we shall set some notations and state main results of our paper. In Section 3, we give the proofs of the main results.

## 2. Notations and Main Results

We recall that $Q=(0,1) \times(0,1)$. We denote by $C\left([0,1], H^{1}(Q)\right)$ the set of continuous functions $u(., t):[0,1] \rightarrow H^{1}(Q)$ and by $C^{1}\left([0,1], L^{2}(Q)\right)$ the set of $C^{1}$-functions $u(., t):[0,1] \rightarrow L^{2}(Q)$. From now on, we shall assume that $g \in L^{2}(Q)$ and $\varphi \in L^{2}(0,1)$. We also denote by $c(),. s($. respectively the functions $\cos (),. \sin ($.$) for short. From (1)-(2) we get$

$$
\begin{equation*}
-\frac{d}{d t}<u, \psi>-<u_{x}, \psi_{x}>-<u_{y}, \psi_{y}>=\varphi<f, \psi>\quad \forall \psi \in H^{1}(Q) \tag{6}
\end{equation*}
$$

where $<,>$ is the inner product in $L^{2}(Q)$.
Using (6), we first have the following Lemma.

## Lemma 1

If $u \in C^{1}\left([0,1] ; L^{2}(Q)\right) \cap C\left([0,1] ; H^{1}(Q)\right), f \in L^{2}(Q)$ satisfy (3), (4), (6) then, for all $\alpha, \beta \in \mathbb{C}$,

$$
\begin{align*}
e^{\alpha^{2}+\beta^{2}} & \cdot \int_{0}^{1} \int_{0}^{1} g(x, y) c(\alpha x) c(\beta y) d x d y=  \tag{7}\\
& -\int_{0}^{1} e^{\left(\alpha^{2}+\beta^{2}\right) t} \varphi(t) d t \int_{0}^{1} \int_{0}^{1} f(x, y) c(\alpha x) c(\beta y) d x d y
\end{align*}
$$

We note that, it may undergo nontrivial changes when applied (5) to get an equation as (7).

From Lemma 1, we have in formally

$$
\int_{0}^{1} \int_{0}^{1} f(x, y) c(\alpha x) c(\beta y) d x d y=-\frac{e^{\alpha^{2}+\beta^{2}} \int_{0}^{1} \int_{0}^{1} g(x, y) c(\alpha x) c(\beta y) d x d y}{\int_{0}^{1} e^{\left(\alpha^{2}+\beta^{2}\right) t} \varphi(t) d t}
$$

Hence, the function $f$ is possibly identified if the set

$$
\left\{(\alpha, \beta) \in \mathbb{R}^{2} \mid \int_{0}^{1} e^{\left(\alpha^{2}+\beta^{2}\right) t} \varphi(t) d t=0\right\}
$$

is negligible in an appropriate sense. In fact, from the properties of analytic functions, we can show that, if $\varphi \not \equiv 0$, the set is a union of countable concentric circles and, hence, the Lebesgue measure of the set is zero.

Moreover, we have

## Lemma 2

Let $\varphi_{0} \in L^{2}(0,1)$ and $R>0$. Put

$$
\begin{aligned}
\Phi_{0}(\mu) & =\int_{0}^{1} e^{t \mu^{2}} \varphi_{0}(t) d t \\
B_{R} & =\left\{(\alpha, \beta) \mid \Phi_{0}\left(\sqrt{\alpha^{2}+\beta^{2}}\right)<R\right\} \\
v_{0}(t) & =\int_{1}^{t} \varphi_{0}(s) d s
\end{aligned}
$$

If there exists a $\delta \in(0,1)$ such that $v_{0}$ is nonpositive (or nonnegative) on $[\delta, 1]$ and that $v_{0} \not \equiv 0$ on $[\delta, 1]$ then we can find constants $\gamma, R_{0} \in$ $(0,1), C_{0}>0$ independent of $R$ such that

$$
m\left(B_{R}\right) \leq C_{0} R^{\gamma} \quad \text { for all } 0<R \leq R_{0},
$$

where $m\left(B_{R}\right)$ is the Lebesgue measure of $B_{R}$.
The set of the function $\varphi_{0}$ satisfying Lemma 2 is very large. For example, if
$\varphi_{0}(t)=(1-t)^{m}(a+(1-t) \psi(t)), m$ integer $\geq 0$ with $a \neq 0, \psi \in L^{2}(0,1)$,
then $v_{0}$ satisfies the condition of Lemma 2. Now, we have the uniqueness result.

## Theorem 1

Let $u_{1}, u_{2} \in C^{1}\left([0,1] ; L^{2}(Q)\right) \cap C\left([0,1] ; H^{1}(Q)\right)$ and $f_{1}, f_{2} \in L^{2}(Q)$.
If $u_{i}, f_{i}$ satisfy (1)-(4) $(i=1,2)$ and $\varphi \not \equiv 0$, then

$$
\left(u_{1}, f_{1}\right)=\left(u_{2}, f_{2}\right)
$$

We give two regularization results :

Theorem 2 Let $C_{0}, \varepsilon>0$ and let $\varphi_{0} \in L^{2}(0,1), g_{0} \in L^{2}(Q)$ and $\left(u_{0}, f_{0}\right)$ be the exact solution of (1)-(4) corresponding $\left(\varphi_{0}, g_{0}\right)$ in right hand side. Assume that $\varphi, g$ satisfy

$$
\begin{equation*}
\left\|\varphi-\varphi_{0}\right\|_{L^{2}(0,1)}<\varepsilon,\left\|g-g_{0}\right\|_{L^{2}(Q)}<\varepsilon \tag{8}
\end{equation*}
$$

and $\varphi(t)>C_{0}, \varphi_{0}(t)>C_{0}$ a. e. on $(0,1)$.
Then from $g, \varphi$ we can construct a regularized solution $f_{\varepsilon}$, such that

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0}\left\|f_{\varepsilon}-f_{0}\right\|_{L^{2}(Q)}=0 \tag{9}
\end{equation*}
$$

If we assume, in addition, that $f_{0} \in H^{2}(Q)$, then

$$
\left\|f_{\varepsilon}-f_{0}\right\|_{L^{2}(Q)} \leq 4 \sqrt{\frac{\pi e^{3}}{C_{0}^{4}}\left(C_{0}+\left\|g_{0}\right\|_{L^{2}(Q)}+1\right)^{2} \varepsilon+\frac{384}{\pi^{2}}\left\|f_{0}\right\|_{H^{2}(Q)}^{2} \varepsilon^{1 / 8}}
$$

Theorem 3 Let $\varepsilon>0, a \in\left(0, \frac{1}{2}\right)$ and let assumptions of Lemma 2 hold. If $g, \varphi$ are the measured data satisfying

$$
\left\|\varphi-\varphi_{0}\right\|_{L^{2}(0,1)}<\varepsilon \text { and }\left\|g-g_{0}\right\|_{L^{2}(Q)}<\varepsilon
$$

then, for each $a \in\left(0, \frac{1}{2}\right)$, we can construct from $g, \varphi$ a function $f_{\varepsilon}$ such that

$$
\lim _{\varepsilon \rightarrow 0}\left\|f_{\varepsilon}-f_{0}\right\|_{L^{2}(Q)}=0
$$

Moreover, if $f_{0} \in H^{2}(Q)$ then for each $b \in\left(\max \left\{0, \frac{1-4 a}{4}\right\}, \frac{1-2 a}{2}\right)$, we can find $C_{b}>0, \gamma_{b}>0$ independent of $f_{0}, g_{0}, \varphi_{0}, \varepsilon$ such that

$$
\left\|f_{\varepsilon}-f_{0}\right\|_{L^{2}(Q)} \leq \sqrt{C_{b} \varepsilon^{\gamma} b+\frac{384}{\pi^{2}}\left\|f_{0}\right\|_{H^{2}(Q)}^{2}\left(b \ln \frac{1}{\varepsilon}\right)^{-1 / 2}}
$$

## 3. Proofs

Proof of Lemma 1
Choosing $\psi(x, y)=c(\alpha x) c(\beta y)$ in (6), we get

$$
\begin{aligned}
& -\frac{d}{d t} \int_{0}^{1} \int_{0}^{1} u(x, y, t) c(\alpha x) c(\beta y) d x d y+\alpha \int_{0}^{1} \int_{0}^{1} u_{x}(x, y, t) s(\alpha x) c(\beta y) d x d y \\
& +\beta \int_{0}^{1} \int_{0}^{1} u_{y}(x, y, t) c(\alpha x) s(\beta y) d x d y=\varphi(t) \int_{0}^{1} \int_{0}^{1} f(x, y) c(\alpha x) c(\beta y) d x d y .(10)
\end{aligned}
$$

Since $u(1, y, t)=0$, we have

$$
\begin{equation*}
\int_{0}^{1} \int_{0}^{1} u_{x}(x, y, t) s(\alpha x) c(\beta y) d x d y=-\alpha \int_{0}^{1} \int_{0}^{1} u(x, y, t) c(\alpha x) c(\beta y) d x d y . \tag{11}
\end{equation*}
$$

Similarly,

$$
\begin{equation*}
\int_{0}^{1} \int_{0}^{1} u_{y}(x, y, t) c(\alpha x) s(\beta y) d x d y=-\beta \int_{0}^{1} \int_{0}^{1} u(x, y, t) c(\alpha x) c(\beta y) d x d y \tag{12}
\end{equation*}
$$

Substituting (11), (12) into (10) gives

$$
\begin{align*}
- & \frac{d}{d t} \int_{0}^{1} \int_{0}^{1} u(x, y, t) c(\alpha x) c(\beta y) d x d y \\
& =\int_{0}^{1} \int_{0}^{1}\left[\left(\alpha^{2}+\beta^{2}\right) u(x, y, t)+\varphi(t) f(x, y)\right] c(\alpha x) c(\beta y) d x d y \tag{13}
\end{align*}
$$

Noting that

$$
\begin{gathered}
\frac{d}{d t}\left(e^{\left(\alpha^{2}+\beta^{2}\right) t} \int_{0}^{1} \int_{0}^{1} u(x, y, t) c(\alpha x) c(\beta y) d x d y\right)= \\
-\varphi(t) e^{\left(\alpha^{2}+\beta^{2}\right) t} \int_{0}^{1} \int_{0}^{1} f(x, y) c(\alpha x) c(\beta y) d x d y
\end{gathered}
$$

we get

$$
\begin{gathered}
e^{\alpha^{2}+\beta^{2}} \int_{0}^{1} \int_{0}^{1} g(x, y) c(\alpha x) c(\beta y) d x d y= \\
-\int_{0}^{1} \varphi(t) \epsilon^{\left(\alpha^{2}+\beta^{2}\right) t} d t \int_{0}^{1} \int_{0}^{1} f(x, y) c(\alpha x) c(\beta y) d x d y
\end{gathered}
$$

This completes the proof of Lemma 1.

## Proof of Lemma 2

We shall prove $\left|\Phi_{0}(\mu)\right| \rightarrow+\infty$ as $\mu \rightarrow \pm \infty$. We have

$$
\begin{aligned}
\Phi_{0}(\mu) & =\int_{0}^{1} e^{t \mu^{2}} \varphi_{0}(t) d t=\int_{0}^{1} e^{t \mu^{2}} v_{0}^{\prime}(t) d t \\
& =\left.e^{t \mu^{2}} v_{0}(t)\right|_{0} ^{1}-\mu^{2} \int_{0}^{1} v_{0}(t) e^{t \mu^{2}} d t=-v_{0}(0)-\mu^{2} \int_{0}^{1} v_{0}(t) e^{t \mu^{2}} d t .
\end{aligned}
$$

By the properties of $v_{0}$ there exist $t_{0}$ and $\varepsilon_{1}>0$ such that

$$
\delta<t_{0}-\varepsilon_{1}<t_{0}<t_{0}+\varepsilon_{1}<1,
$$

and

$$
v_{0}(t)<0 \quad \forall t \in\left[t_{0}-\varepsilon_{1}, t_{0}+\varepsilon_{1}\right] .
$$

We put

$$
C_{1} \equiv \min _{\left[0, t_{0}-\varepsilon_{1}\right]}\left(-v_{0}(t)\right), C_{2} \equiv \min _{\left[t_{0}-\varepsilon_{1}, t_{0}+\varepsilon_{1}\right]}\left(-v_{0}(t)\right)>0 .
$$

We have

$$
\begin{aligned}
\Phi_{0}(\mu)= & -v_{0}(0)-\left[\int_{0}^{t_{0}-\varepsilon_{1}}+\int_{t_{0}-\varepsilon_{1}}^{t_{0}+\varepsilon_{1}}+\int_{t_{0}+\varepsilon_{1}}^{1} v_{0}(t) e^{t \mu^{2}} d t\right] \mu^{2} \\
\geq & -v_{0}(0)+\left[C_{1} \int_{0}^{t_{0}-\varepsilon_{1}} e^{t \mu^{2}} d t+C_{2} \int_{t_{0}-\varepsilon_{1}}^{t_{0}+\varepsilon_{1}} e^{t \mu^{2}} d t\right] \mu^{2} \\
\geq & -v_{0}(0)+\left[C_{1}\left(e^{\left(t_{0}-\varepsilon_{1}\right) \mu^{2}}-1\right)+C_{2}\left(e^{\left(t_{0}+\varepsilon_{1}\right) \mu^{2}}-e^{\left(t_{0}-\varepsilon_{1}\right) \mu^{2}}\right)\right] \\
\geq & -v_{0}(0)+C_{1} e^{\left(t_{0}+\varepsilon_{1}\right) \mu^{2}}\left(e^{-2 \varepsilon_{1} \mu^{2}}-e^{-\left(t_{0}+\varepsilon_{1}\right) \mu^{2}}\right)+ \\
& C_{2} e^{\left(\left(t_{0}+\varepsilon_{1}\right) \mu^{2}\right.}\left(1-e^{-2 \varepsilon_{1} \mu^{2}}\right) .
\end{aligned}
$$

Therefore $\left|\Phi_{0}(\mu)\right| \rightarrow+\infty$ as $\mu \rightarrow \pm \infty$. Hence, by the analyticity of $\Phi_{0}(\mu)$, it follow that $\Phi_{0}(\mu)$ has only finite zeros $\mu_{j}, j=1, \ldots, p$ on the real axis. We can write

$$
\Phi_{0}(\mu)=\Phi_{1}(\mu) \prod_{j=1}^{p}\left(\mu-\mu_{j}\right)^{m_{j}}
$$

where $m_{j}=1,2, \ldots \forall j=\overline{1, p},\left|\Phi_{1}(\mu)\right| \rightarrow+\infty$ as $\mu \rightarrow \pm \infty$ and $\Phi_{1}(\mu) \neq 0$ for every $\mu \in \mathbb{R}$. By $\left|\Phi_{1}(\mu)\right| \rightarrow+\infty$ as $\mu \rightarrow \pm \infty$ and $\Phi_{1}(\mu) \neq 0$ for every $\mu$, there exists $C_{3}>0$ such that $\left|\Phi_{1}(\mu)\right| \geq C_{3}$ for every $\mu$. Hence,

$$
\left|\Phi_{0}\left(\sqrt{\alpha^{2}+\beta^{2}}\right)\right| \geq C_{3} \prod_{j=1}^{p}\left|\sqrt{\alpha^{2}+\beta^{2}}-\mu_{j}\right|^{m_{j}}
$$

where $m_{j}=1,2, \ldots$;
Without loss of generality, we can assume that $0 \leq \mu_{1}<\mu_{2}<\ldots<\mu_{p}$ (if $\mu_{j}<0$ then $\left|\sqrt{\alpha^{2}+\beta^{2}}-\mu_{j}\right| \geq\left|\mu_{j}\right|$ ).

Putting $d=\min _{1 \leq s \leq p-1}\left(\mu_{s+1}-\mu_{s}\right), M=\sum_{s=1}^{p} m_{s}$ and $\mu=\sqrt{\alpha^{2}+\beta^{2}} \geq 0$.
Choose $R_{0}=\min \left\{C_{3} d^{M}, \frac{1}{2}, C_{3}\left(\frac{\mu_{1}}{2}\right)^{2 m_{1}} d^{M-2 m_{1}}\right\}$ and $\delta_{s}=\frac{R^{1 / 2 m_{s}}}{C_{3}^{1 / 2 m_{s}} d^{\left(M-2 m_{s}\right) / 2 m_{s}}}$, $1 \leq s \leq p$ we then have
i) If $\mu_{s}+\delta_{s} \leq \mu \leq \mu_{s+1}-\delta_{s+1}, s=\overline{1, p-1}$, we have

$$
\left|\Phi_{0}(\mu)\right| \geq C_{3} \prod_{j=1}^{p}\left|\sqrt{\alpha^{2}+\beta^{2}}-\mu_{j}\right|^{m_{j}} \geq C_{3} \delta_{s}^{m_{s}} \delta_{s+1}^{m_{s+1}} d^{M_{s}}=R
$$

where $M_{s}=M-m_{s}-m_{s+1}$.
ii) If $\mu_{p}+\delta_{p}<\mu$, we have $\left|\Phi_{0}(\mu)\right| \geq C_{3} d^{M-m_{p}} \delta_{p}^{m_{p}}=\beta$ and the choice $\delta_{p}=d\left(\frac{R}{d^{M} C_{3}}\right)^{\left(1 / 2 m_{p}\right)}$ with $R \leq d^{M} C_{3}$ involves that $\beta \geq R$.

If $0 \leq \mu<\mu_{1}-\delta_{1}$ the same proof as before with $\delta_{1}=d\left(\frac{R}{d^{M} C_{3}}\right)^{\left(1 / 2 m_{1}\right)}$ implies that $\left|\Phi_{0}(\mu)\right| \geq R$.

In the case where $\mu_{1}=0$ i.e. the roots $\mu_{i}$ are such that $0=\mu_{1}<\mu_{2}<$ $\ldots<\mu_{p}$ the previous proof is still valid with $R_{0}=\min \left\{C_{3} d^{M}, \frac{1}{2}\right\}$.

Which means

$$
B_{R} \subset \bigcup_{s=1}^{p}\left\{(\alpha, \beta) / \mu_{s}-\delta_{s}<\sqrt{\alpha^{2}+\beta^{2}}<\mu_{s}+\delta_{s}\right\}
$$

Hence

$$
m\left(B_{R}\right) \leq \sum_{s=1}^{p} 4 \pi \mu_{s} \delta_{s} \leq 4 \pi \max _{s=\overline{1, p}} \mu_{s} \sum_{s=1}^{p} \delta_{s}=4 \pi d \max _{s=\overline{1, p}} \mu_{s} \sum_{s=1}^{p} \frac{R^{1 / 2 m_{s}}}{C_{3}^{1 / 2 m_{s}} d^{M / 2 m_{s}}}
$$

Choosing $\gamma=\min _{1 \leq s \leq p}\left\{\frac{1}{2 m_{s}}\right\}$, we complete the proof of Lemma 2.

## Proof of Theorem 1

Put $v=u_{1}-u_{2}$ and $f=f_{1}-f_{2}$, then $v$ and $f$ satisfy (6) and

$$
\begin{equation*}
v(x, y, 1)=0 . \tag{14}
\end{equation*}
$$

Put

$$
\tilde{f}(x, y) \equiv \frac{1}{4}\left\{\begin{array}{lc}
f(x, y) & (x, y) \in(0,1) \times(0,1) \\
f(-x,-y) & (x, y) \in(-1,0) \times(-1,0) \\
f(-x, y) & (x, y) \in(-1,0) \times(0,1) \\
f(x,-y) & (x, y) \in(0,1) \times(-1,0) \\
0 & (x, y) \notin(-1,1) \times(-1,1)
\end{array}\right.
$$

Then

$$
\begin{align*}
\hat{\tilde{f}}(\alpha, \beta) & =\frac{1}{2 \pi} \int_{\mathbb{R}^{2}} \tilde{f}(x, y) \epsilon^{-i(x \alpha+y \beta)} d x d y \\
& =\frac{1}{2 \pi} \int_{0}^{1} \int_{0}^{1} f(x, y) c(\alpha x) c(\beta y) d x d y . \tag{15}
\end{align*}
$$

By (7) and (15), we get

$$
\begin{equation*}
\left[\int_{0}^{1} e^{\left(\alpha^{2}+\beta^{2}\right) t} \varphi(t) d t\right] \hat{\tilde{f}}(\alpha, \beta)=0 . \tag{16}
\end{equation*}
$$

Let

$$
h(\alpha, \beta) \equiv \int_{0}^{1} e^{\left(\alpha^{2}+\beta^{2}\right) t} \varphi(t) d t=\sum_{n=0}^{\infty} \frac{\left(\alpha^{2}+\beta^{2}\right)^{n}}{n!} \int_{0}^{1} \varphi(t) t^{n} d t .
$$

If $h \equiv 0$, by Weierstrass theorem, we have $\varphi \equiv 0$, which is a contradiction. Hence $h \neq 0$. This implies that there exist $\left(\alpha_{0}, \beta_{0}\right) \in \mathbb{C} \times \mathbb{C}$ and $r>0$ such that $|h(\alpha, \beta)|>0$ for every $(\alpha, \beta) \in B\left(\left(\alpha_{0}, \beta_{0}\right), r\right)$ where $B\left(\left(\alpha_{0}, \beta_{0}\right), r\right)$ is the ball with center at ( $\alpha_{0}, \beta_{0}$ ) and radius r .

Therefore

$$
\hat{\tilde{f}}(\alpha, \beta)=0 \quad \forall(\alpha, \beta) \in B .
$$

Since $\hat{\tilde{f}}$ is an entire function, we get

$$
\hat{\tilde{f}}(\alpha, \beta)=0 \quad \forall(\alpha, \beta) \in \mathbb{C} \times \mathbb{C}
$$

Hence $\tilde{f}=0$ a. e.
This follows $f=0 \mathrm{a}$. e. on $Q$ which involves $v=0 \mathrm{a}$. e. on $Q$ since the variational problem (6) has a unique solution.

This completes the proof of Theorem 1.
Before proving two main regularization results, we state and prove a necessary Lemma. Note that it is of independent interest.

## Lemma 3

Let $D_{r}=\left\{(\alpha, \beta) / \alpha^{2}+\beta^{2} \leq r^{2}\right\}$ and $r>\sqrt{2}$. If $f_{0} \in H^{2}(Q)$ then $\underset{\mathbb{R}^{2} \backslash D_{r}}{ }\left[\int_{Q} f_{0}(x, y) c(\alpha x) c(\beta y) d x d y\right]^{2} d \alpha d \beta \leq 1536\left\|f_{0}\right\|_{H^{2}(Q)}^{2} r^{-1}$.

## Proof of Lemma 3

From the denseness of $C^{\infty}(\bar{Q})$ in $H^{2}(Q)$, we only consider the case $f_{0} \in C^{\infty}(\bar{Q})$.

We have

$$
\begin{aligned}
& \int_{0}^{1} \int_{0}^{1} f_{0}(x, y) c(\alpha x) c(\beta y) d y d x= \\
& =-\int_{0}^{1} \int_{0}^{1} \frac{\partial f_{0}}{\partial x}(x, y) \frac{s(\alpha x)}{\alpha} c(\beta y) d x d y+\int_{0}^{1}\left[f_{0}(x, y) \frac{s(\alpha x)}{\alpha}\right]_{x=0}^{x=1} c(\beta y) d y \\
& =-\int_{0}^{1} \int_{0}^{1} \frac{\partial f_{0}}{\partial x}(x, y) \frac{s(\alpha x)}{\alpha} c(\beta y) d x d y+\int_{0}^{1} f_{0}(1, y) \frac{s(\alpha)}{\alpha} c(\beta y) d y \\
& =\int_{0}^{1} \int_{0}^{1} \frac{\partial^{2} f_{0}}{\partial x \partial y}(x, y) \frac{s(\beta y)}{\beta} \frac{s(\alpha x)}{\alpha} d x d y-\int_{0}^{1}\left[\frac{\partial f_{0}}{\partial x}(x, y) \frac{s(\beta y)}{\beta}\right]_{y=0}^{y=1} \frac{s(\alpha x)}{\alpha} d x \\
& -\int_{0}^{1} \frac{\partial f_{0}}{\partial y}(1, y) \frac{s(\beta y)}{\beta} \frac{s(\alpha)}{\alpha} d y+\left[f_{0}(1, y) \frac{s(\beta y)}{\beta}\right]_{y=0}^{y=1} \frac{s(\alpha)}{\alpha}
\end{aligned}
$$

$$
\begin{aligned}
& =\int_{0}^{1} \int_{0}^{1} \frac{\partial^{2} f_{0}}{\partial x \partial y}(x, y) \frac{s(\beta y)}{\beta} \frac{s(\alpha x)}{\alpha} d x d y-\int_{0}^{1} \frac{\partial f_{0}}{\partial x}(x, 1) \frac{s(\beta)}{\beta} \frac{s(\alpha x)}{\alpha} d x \\
& -\int_{0}^{1} \frac{\partial f_{0}}{\partial y}(1, y) \frac{s(\beta y)}{\beta} \frac{s(\alpha)}{\alpha} d y+f_{0}(1,1) \frac{s(\beta)}{\beta} \frac{s(\alpha)}{\alpha}
\end{aligned}
$$

We have

$$
\left|\int_{0}^{1} \int_{0}^{1} \frac{\partial^{2} f_{0}}{\partial x \partial y}(x, y) \frac{s(\beta y)}{\beta} \frac{s(\alpha x)}{\alpha} d x d y\right| \leq k(\beta) k(\alpha)\left\|\frac{\partial^{2} f_{0}}{\partial x \partial y}\right\|_{L^{2}(Q)}
$$

where

$$
k(\theta)= \begin{cases}1, & |\theta| \leq 1 \\ \frac{1}{|\theta|}, & |\theta|>1\end{cases}
$$

We have

$$
\begin{aligned}
f_{0}(1,1) & =\int_{0}^{1} \int_{0}^{1} \frac{\partial^{2}\left(x y f_{0}\right)}{\partial x \partial y} d x d y \\
& =\int_{0}^{1} \int_{0}^{1}\left(f_{0}(x, y)+y \frac{\partial f_{0}}{\partial y}(x, y)+x \frac{\partial f_{0}(x, y)}{\partial x}+\frac{\partial^{2} f_{0}(x, y)}{\partial x \partial y} x y\right) d x d y
\end{aligned}
$$

hence

$$
\left|f_{0}(1,1)\right| \leq\left\|f_{0}\right\|_{L^{2}(Q)}+\left\|\frac{\partial f_{0}}{\partial y}\right\|_{L^{2}(Q)}+\left\|\frac{\partial f_{0}}{\partial x}\right\|_{L^{2}(Q)}+\left\|\frac{\partial^{2} f_{0}}{\partial x \partial y}\right\|_{L^{2}(Q)}
$$

We have

$$
\begin{aligned}
\int_{0}^{1}\left|\frac{\partial f_{0}}{\partial x}(x, 1) \frac{s(\beta)}{\beta} \frac{s(\alpha x)}{\alpha} d x\right| & \leq k(\alpha) k(\beta) \int_{0}^{1}\left|\int_{0}^{1} \frac{\partial}{\partial y}\left(y \frac{\partial f_{0}}{\partial x}(x, y)\right) d y\right| d x \\
& \leq k(\alpha) k(\beta)\left[\left\|\frac{\partial f_{0}}{\partial x}\right\|_{L^{2}(Q)}+\left\|\frac{\partial^{2} f_{0}}{\partial x \partial y}\right\|_{L^{2}(Q)}\right]
\end{aligned}
$$

Simultaneously

$$
\left|\int_{0}^{1} \frac{\partial f_{0}}{\partial y}(1, y) \frac{s(\beta y)}{\beta} \frac{s(\alpha)}{\alpha} d y\right| \leq k(\alpha) k(\beta)\left[\left.| | \frac{\partial f_{0}}{\partial y}\right|_{L^{2}(Q)}+\left|\frac{\partial^{2} f_{0}}{\partial x \partial y}\right|_{L^{2}(Q)}\right] .
$$

Therefore

$$
\left|\int_{0}^{1} \int_{0}^{1} f_{0}(x, y) c(\alpha x) c(\beta y) d x d y\right| \leq 4 k(\alpha) k(\beta) \mid f_{0} \|_{H^{2}(Q)}
$$

It implies that

$$
\begin{aligned}
& \int_{\mathbb{R}^{2} \backslash D_{r}}\left[\int_{Q} f_{0}(x, y) c(\alpha x) c(\beta y) d x d y\right]^{2} d \alpha d \beta \leq \\
\leq & 128\left\|f_{0}\right\|_{H^{2}(Q)}^{2}\left\{\int_{|\alpha| \leq \frac{r}{\sqrt{2}}|\beta| \geq \frac{r}{\sqrt{2}}} \int_{|\alpha| \geq \frac{r}{\sqrt{2}}|\beta| \geq \frac{r}{\sqrt{2}}}(k(\alpha))^{2}(k(\beta))^{2} d \alpha d \beta\right\} \\
\leq & 128\left\|f_{0}\right\|_{H^{2}(Q)}^{2}\|k\|_{L^{2}(\mathbb{R})}^{2} \int_{|\beta| \geq \frac{r}{\sqrt{2}}} \frac{1}{\beta^{2}} d \beta \\
\leq & \frac{1536}{r}\left\|f_{0}\right\|_{H^{2}(Q)}^{2} .
\end{aligned}
$$

We complete the proof of Lemma 3.

## Proof of Theorem 2

By choosing $r=\frac{1}{\sqrt[8]{\varepsilon}}>1$ and $D=\left\{(\alpha, \beta) / \alpha^{2}+\beta^{2} \leq r^{2}\right\}$.
By (7), we have

$$
\begin{equation*}
e^{\alpha^{2}+\beta^{2}} \int_{0}^{1} \int_{0}^{1} g_{0}(x, y) c(\alpha x) c(\beta y) d x d y=2 \pi\left[-\int_{0}^{1} e^{\left(\alpha^{2}+\beta^{2}\right) t} \varphi_{0}(t) d t\right] \hat{\tilde{f}}_{0}(\alpha, \beta) \cdot(1 \tag{17}
\end{equation*}
$$

Therefore

$$
\widehat{\tilde{f}}_{0}(\alpha, \beta)=-e^{\alpha^{2}+\beta^{2}} \frac{\int_{0}^{1} \int_{0}^{1} g_{0}(x, y) c(\alpha x) c(\beta y) d x d y}{2 \pi \int_{0}^{1} e^{\left(\alpha^{2}+\beta^{2}\right) t} \varphi_{0}(t) d t}
$$

Hence,

$$
\begin{align*}
\tilde{f}_{0}(\xi, \zeta) & =\frac{1}{2 \pi} \int_{\mathbb{R}^{2}} \hat{\tilde{f}}_{0}(\alpha, \beta) \cdot e^{i(\alpha \xi+\beta \zeta)} d \alpha d \beta  \tag{18}\\
& =-\frac{1}{4 \pi^{2}} \int_{\mathbb{R}^{2}} e^{\alpha^{2}+\beta^{2}} \frac{\int_{0}^{1} \int_{0}^{1} g_{0}(x, y) c(\alpha x) c(\beta y) d x d y}{\int_{0}^{1} e^{\left(\alpha^{2}+\beta^{2}\right) t} \varphi_{0}(t) d t} \epsilon^{i(\alpha \xi+\beta \zeta)} d \alpha d \beta
\end{align*}
$$

Let

$$
\begin{equation*}
\tilde{f}_{\varepsilon}(\xi, \zeta) \equiv-\frac{1}{4 \pi^{2}} \int_{D} e^{\alpha^{2}+\beta^{2}} \frac{\int_{0}^{1} \int_{0}^{1} g(x, y) c(\alpha x) c(\beta y) d x d y}{\int_{0}^{1} e^{\left(\alpha^{2}+\beta^{2}\right) t} \varphi(t) d t} \epsilon^{i(\alpha \xi+\beta \zeta)} d \alpha d \beta \tag{19}
\end{equation*}
$$

We denote $\|\cdot\|_{2}$, norm in $L^{2}\left(\mathbb{R}^{2}\right)$.
We have

$$
\begin{align*}
\| \tilde{f}_{\varepsilon}-\left.\tilde{f}_{0}\right|_{2} ^{2} & =\left\|\hat{\tilde{f}}_{\varepsilon}-\widehat{\tilde{f}}_{0}\right\|_{2}^{2}  \tag{20}\\
& =\int_{D}\left|\hat{\tilde{f}}_{\varepsilon}(\alpha, \beta)-\hat{\tilde{f}}_{0}(\alpha, \beta)\right|^{2} d \alpha d \beta+\int_{\mathbb{R}^{2} \backslash D}\left|\hat{\tilde{f}}_{0}(\alpha, \beta)\right|^{2} d \alpha d \beta .
\end{align*}
$$

With $(\alpha, \beta) \in D$, we get

$$
\begin{aligned}
& 2 \pi\left|\hat{\tilde{f}}_{\varepsilon}(\alpha, \beta)-\hat{\tilde{f}}_{0}(\alpha, \beta)\right|= \\
= & \left|e^{\alpha^{2}+\beta^{2}}\left[\frac{\int_{0}^{1} \int_{0}^{1} g(x, y) c(\alpha x) c(\beta y) d x d y}{\int_{0}^{1} e^{\left(\alpha^{2}+\beta^{2}\right) t} \varphi(t) d t}-\frac{\int_{0}^{1} \int_{0}^{1} g_{0}(x, y) c(\alpha x) c(\beta y) d x d y}{\int_{0}^{1} e^{\left(\alpha^{2}+\beta^{2}\right) t} \varphi_{0}(t) d t}\right]\right| \\
= & e^{\alpha^{2}+\beta^{2}}\left[\frac{\int_{0}^{1} \int_{0}^{1}\left[g_{0}(x, y)-g(x, y)\right] c(\alpha x) c(\beta y) d x d y}{\int_{0}^{1} e^{\left(\alpha^{2}+\beta^{2}\right) t} \varphi_{0}(t) d t}+\right.
\end{aligned}
$$

$$
\begin{aligned}
& +\int_{0}^{1} \int_{0}^{1} g(x, y) c(\alpha x) c(\beta y) d x d y \times \\
& \left.\left(\int_{0}^{1} e^{\left(\alpha^{2}+\beta^{2}\right) t} \varphi_{0}(t) d t \int_{0}^{1} e^{\left(\alpha^{2}+\beta^{2}\right) t} \varphi(t) d t\right)\right] \\
& \leq e^{\alpha^{2}+\beta^{2}} \frac{\left\|g-g_{0}\right\|_{L^{2}(Q)}^{C_{0}\left(e^{\alpha^{2}+\beta^{2}}-1\right)}\left(\alpha^{2}+\beta^{2}\right)}{} \\
& +e^{\alpha^{2}+\beta^{2}}\|g\|_{L^{2}(Q)} \frac{1}{1} \int_{0}^{1} e^{\left(\alpha^{2}+\beta^{2}\right) t}\left(\varphi(t)-\varphi_{0}(t)\right) d t \\
& \left.\leq \frac{\varepsilon\left(\alpha^{2}+\beta^{2}\right) t}{} \varphi_{0}(t) d t \int_{0}^{1} e^{\left(\alpha^{2}+\beta^{2}\right) t} \varphi(t) d t \right\rvert\, \\
& C_{0}\left(1-e^{\left.-\left(\alpha^{2}+\beta^{2}\right)\right)}+\|g\|_{L^{2}(Q)} \frac{\sqrt{\left(\alpha^{2}+\beta^{2}\right)^{3}} \sqrt{1-e^{-2\left(\alpha^{2}+\beta^{2}\right)}}}{\sqrt{2} C_{0}^{2}\left(1-\epsilon^{\left.-\left(\alpha^{2}+\beta^{2}\right)\right)^{2}}\right.} \varepsilon .\right.
\end{aligned}
$$

For $r \geq 1$, using the inequalities,

$$
\left\{\begin{array}{ll}
\frac{u}{1-e^{-u}} \leq 2 u \leq e u \leq e r^{2} \quad, \forall u \geq 1 \\
\frac{u}{1-e^{-u}} \leq e \leq e r^{2} & , \forall u \in[0,1)
\end{array} \quad u=\alpha^{2}+\beta^{2} \leq r^{2}\right.
$$

we have

$$
\frac{\varepsilon\left(\alpha^{2}+\beta^{2}\right)}{C_{0}\left(1-\epsilon^{-\left(\alpha^{2}+\beta^{2}\right)}\right)} \leq \frac{\varepsilon \epsilon r^{2}}{C_{0}} \leq \frac{\varepsilon e^{\frac{3}{2}} r^{3}}{C_{0}}
$$

and

$$
\begin{aligned}
\|g\|_{L^{2}(Q)} \frac{\sqrt{\left(\alpha^{2}+\beta^{2}\right)^{3}} \sqrt{1+e^{-\left(\alpha^{2}+\beta^{2}\right)}}}{C_{0}^{2} \sqrt{2} \sqrt{\left(1-e^{\left.-\left(\alpha^{2}+\beta^{2}\right)\right)^{3}}\right.}} \varepsilon & \leq\|g\|_{L^{2}(Q)}\left(e r^{2}\right)^{\frac{3}{2}} \frac{\varepsilon}{C_{0}^{2}} \\
& \leq \frac{\|g\|_{L^{2}(Q)} e^{\frac{3}{2}} r^{3} \varepsilon}{C_{0}^{2}}
\end{aligned}
$$

Therefore

$$
\begin{align*}
4 \pi^{2} \int_{D}\left|\widehat{\tilde{f}}_{\varepsilon}(\alpha, \beta)-\widehat{\tilde{f}}_{0}(\alpha, \beta)\right|^{2} d \alpha d \beta & \leq \frac{\varepsilon^{2} e^{3} r^{6}}{C_{0}^{4}}\left[C_{0}+\|g\|_{L^{2}(Q)}\right]^{2} \int_{D} d \alpha d \beta \\
& \leq \pi \frac{\varepsilon^{2} e^{3} r^{8}}{C_{0}^{4}}\left[C_{0}+\|g\|_{L^{2}(Q)}\right]^{2} \tag{21}
\end{align*}
$$

If we put

$$
\begin{equation*}
\eta(\varepsilon) \equiv 4 \pi^{2} \int_{\mathbb{R}^{2} \backslash D}\left|\hat{\tilde{f}}_{0}(\alpha, \beta)\right|^{2} d \alpha d \beta \tag{22}
\end{equation*}
$$

then $\eta(\varepsilon) \rightarrow 0$ as $\varepsilon \rightarrow 0$.
By (20), (21), (22), we get

$$
4 \pi^{2}\left\|\tilde{f}_{\varepsilon}-\tilde{f}_{0}\right\|_{2}^{2} \leq \frac{\pi \epsilon^{3}}{C_{0}^{4}}\left[C_{0}+\mid g \|_{L^{2}(Q)}\right]^{2} \varepsilon+\eta(\varepsilon)
$$

it means that

$$
\begin{equation*}
\left\|4 \tilde{f}_{\varepsilon}-f_{0}\right\|_{L^{2}(Q)} \leq \frac{2}{\pi} \sqrt{\frac{\pi e^{3}}{C_{0}^{4}}\left[C_{0}+\|g\|_{L^{2}(Q)}\right]^{2} \varepsilon+\eta(\varepsilon)} . \tag{23}
\end{equation*}
$$

Put $f_{\varepsilon}=4 \tilde{f}_{\varepsilon}$, we get (9).
Noting that

$$
\hat{\tilde{f}}_{0}(\alpha, \beta)=\frac{1}{2 \pi} \int_{0}^{1} \int_{0}^{1} f_{0}(x, y) c(\alpha x) c(\beta y) d x d y
$$

By using Lemma 3, if $f_{0} \in H^{2}(Q)$ then we get

$$
\mid f_{\varepsilon}-f_{0} \|_{L^{2}(Q)} \leq \frac{1}{\pi} \sqrt{\frac{\pi \epsilon^{3}}{C_{0}^{4}}\left[C_{0}+\|g\|_{L^{2}(Q)}\right]^{2} \varepsilon+\frac{384}{\pi^{2}}\left\|f_{0}\right\|_{H^{2}(Q)}^{2} \varepsilon^{1 / 8}} .
$$

This completes the proof.

## Proof of Theorem 3

Let

$$
\Phi(\mu) \equiv \int_{0}^{1} e^{t \mu^{2}} \varphi(t) d t
$$

Putting

$$
\begin{aligned}
& \mathcal{D}_{\varepsilon}=\left\{(\alpha, \beta) /\left|\Phi\left(\sqrt{\alpha^{2}+\beta^{2}}\right)\right| \geq \varepsilon^{a} \text { and } \alpha^{2}+\beta^{2}<r^{2}(\varepsilon)\right\} \\
& D_{1}=\left\{(\alpha, \beta) / \alpha^{2}+\beta^{2}<r^{2}(\varepsilon)\right\}, \\
& D_{2}=\left\{(\alpha, \beta) /\left|\Phi\left(\sqrt{\alpha^{2}+\beta^{2}}\right)\right|<\varepsilon^{a}\right\}
\end{aligned}
$$

and

$$
\begin{gathered}
F_{\varepsilon}(\alpha, \beta) \equiv \frac{1}{2 \pi}\left\{\begin{array}{cc}
\frac{-e^{\alpha^{2}+\beta^{2}} \int_{0}^{1} \int_{0}^{1} g(x, y) c(\alpha x) c(\beta y) d x d y}{\Phi\left(\sqrt{\alpha^{2}+\beta^{2}}\right)} & ,(\alpha, \beta) \in \mathcal{D}_{\varepsilon} \quad,(\alpha, \beta) \notin \mathcal{D}_{\varepsilon}
\end{array},\right. \\
\tilde{f}_{\varepsilon}(\alpha, \beta) \equiv \frac{1}{2 \pi} \int_{D_{1}} F_{\varepsilon}(\alpha, \beta) e^{i(\alpha x+\beta y)} d \alpha d \beta .
\end{gathered}
$$

We get

$$
\begin{aligned}
\left\|\tilde{f}_{\varepsilon}-\tilde{f}_{0}\right\|_{2}^{2} & =\left\|\hat{\tilde{f}}_{\varepsilon}-\hat{\tilde{f}}_{0}\right\|_{2}^{2} \\
& =\int_{\mathcal{D}_{\varepsilon}}\left|F_{\varepsilon}(\alpha, \beta)-\hat{\tilde{f}}_{0}(\alpha, \beta)\right|^{2} d \alpha d \beta+\int_{D_{1} \cap D_{2}}\left|\hat{\tilde{f}}_{0}(\alpha, \beta)\right|^{2} d \alpha d \beta+ \\
& +\int_{\mathbb{R}^{2} \backslash D_{1}}\left|\hat{\tilde{f}}_{0}(\alpha, \beta)\right|^{2} d \alpha d \beta \equiv I_{1}+I_{2}+I_{3} .
\end{aligned}
$$

Firstly, estimating $I_{2}$, we have

$$
\begin{aligned}
\left|\Phi\left(\sqrt{\alpha^{2}+\beta^{2}}\right)-\Phi_{0}\left(\sqrt{\alpha^{2}+\beta^{2}}\right)\right| & \leq \int_{0}^{1} e^{\left(\alpha^{2}+\beta^{2}\right) t}\left|\varphi(t)-\varphi_{0}(t)\right| d t \\
& \leq\left\|\varphi-\varphi_{0}\right\|_{L^{2}(0,1)} \sqrt{\int_{0}^{1} e^{2\left(\alpha^{2}+\beta^{2}\right) t} d t} \\
& \leq \varepsilon \sqrt{\frac{e^{2\left(\alpha^{2}+\beta^{2}\right)}-1}{2\left(\alpha^{2}+\beta^{2}\right)}}
\end{aligned}
$$

If $(\alpha, \beta) \in D_{1} \cap D_{2}$ then

$$
\begin{equation*}
\left|\Phi_{0}\left(\sqrt{\alpha^{2}+\beta^{2}}\right)\right|<\varepsilon^{a}+\varepsilon \sqrt{\frac{e^{2\left(\alpha^{2}+\beta^{2}\right)}-1}{2\left(\alpha^{2}+\beta^{2}\right)}}<\varepsilon^{a}+\varepsilon^{1-b} \tag{24}
\end{equation*}
$$

since $r(\varepsilon)=\sqrt{b \ln \frac{1}{\varepsilon}}, 0<b<1$. We have

$$
\begin{equation*}
\left|\widehat{\tilde{f}}_{0}(\alpha, \beta)\right|=\frac{1}{2 \pi}\left|\int_{0}^{1} \int_{0}^{1} f_{0}(x, y) c(\alpha x) c(\beta y) d x d y\right| \leq \frac{1}{2 \pi}| | f_{0} \|_{L^{2}(Q)} . \tag{25}
\end{equation*}
$$

By (24), (25), we get

$$
\begin{equation*}
I_{2} \leq \frac{1}{4 \pi^{2}}\left\|f_{0}\right\|_{L^{2}(Q)}^{2} m\left(B_{\left(\varepsilon^{a}+\varepsilon^{1-b}\right)}\right) \leq \frac{1}{4 \pi^{2}}\left\|f_{0}\right\|_{L^{2}(Q)}^{2} C_{0}\left(\varepsilon^{a}+\varepsilon^{1-b}\right)^{\gamma} . \tag{26}
\end{equation*}
$$

Now, estimating $I_{1}$, we have in view of $(\alpha, \beta) \in \mathcal{D}_{\varepsilon}$

$$
\left|\Phi\left(\sqrt{\alpha^{2}+\beta^{2}}\right)\right| \geq \varepsilon^{a},
$$

hence,

$$
\left|\Phi_{0}\left(\sqrt{\alpha^{2}+\beta^{2}}\right)\right| \geq \varepsilon^{a}-\varepsilon \sqrt{\frac{\varepsilon^{2\left(\alpha^{2}+\beta^{2}\right)}-1}{2\left(\alpha^{2}+\beta^{2}\right)}} \geq \varepsilon^{a}-\varepsilon^{1-b}>0,
$$

for $0<b<1-a$.
From $(\alpha, \beta) \in \mathcal{D}_{\varepsilon}$, we have

$$
\begin{aligned}
& \left|F_{\varepsilon}(\alpha, \beta)-\hat{\tilde{f}}_{0}(\alpha, \beta)\right|= \\
= & \frac{1}{2 \pi}\left|-e^{\alpha^{2}+\beta^{2}} \frac{\int_{0}^{1} \int_{0}^{1} g(x, y) c(\alpha x) c(\beta y) d x d y}{\Phi\left(\sqrt{\alpha^{2}+\beta^{2}}\right)}-\int_{0}^{1} \int_{0}^{1} f_{0}(x, y) c(\alpha x) c(\beta y) d x d y\right| \\
= & \frac{1}{2 \pi} \left\lvert\, e^{\alpha^{2}+\beta^{2}}\left[\frac{\left[\int_{0}^{1} \int_{0}^{1} g(x, y) c(\alpha x) c(\beta y) d x d y\right.}{\Phi\left(\sqrt{\alpha^{2}+\beta^{2}}\right)}-\frac{\int_{0}^{1} \int_{0}^{1} g_{0}(x, y) c(\alpha x) c(\beta y) d x d y}{\Phi_{0}\left(\sqrt{\alpha^{2}+\beta^{2}}\right)}| |\right.\right. \\
\leq & \frac{1}{2 \pi} e^{\alpha^{2}+\beta^{2}} \frac{\left\|g_{0}\right\|_{L^{2}(Q) \mid}\left|\Phi_{0}\left(\sqrt{\alpha^{2}+\beta^{2}}\right)-\Phi\left(\sqrt{\alpha^{2}+\beta^{2}}\right)\right|}{\left|\Phi\left(\sqrt{\alpha^{2}+\beta^{2}}\right)\right|\left|\Phi_{0}\left(\sqrt{\alpha^{2}+\beta^{2}}\right)\right|}+ \\
+ & \frac{1}{2 \pi} \epsilon^{\alpha^{2}+\beta^{2}} \frac{\left\|\varphi_{0}\right\|_{L^{2}(0,1)} \sqrt{\frac{e^{2}\left(\alpha^{2}+\beta^{2}\right)-1}{2\left(\alpha^{2}+\beta^{2}\right)}}\left|\int_{0}^{1} \int_{0}^{1}\left[g(x, y)-g_{0}(x, y)\right] c(\alpha x) c(\beta y) d x d y\right|}{\left|\Phi\left(\sqrt{\alpha^{2}+\beta^{2}}\right)\right|\left|\Phi_{0}\left(\sqrt{\alpha^{2}+\beta^{2}}\right)\right|}
\end{aligned}
$$

$$
\begin{aligned}
& \leq \frac{1}{2 \pi} \epsilon^{\alpha^{2}+\beta^{2}} \frac{\varepsilon \sqrt{\frac{\epsilon^{2\left(\alpha^{2}+\beta^{2}\right)-1}}{2\left(\alpha^{2}+\beta^{2}\right)}}\left(\left\|g_{0}\right\|_{L^{2}(Q)}+\left\|\varphi_{0}\right\|_{L^{2}(0,1)}\right.}{\varepsilon^{a}\left(\varepsilon^{a}-\varepsilon \sqrt{\frac{e^{2\left(\alpha^{2}+\beta^{2}\right)-1}}{2\left(\alpha^{2}+\beta^{2}\right)}}\right)} \\
& \leq \frac{1}{2 \pi} \epsilon^{\alpha^{2}+\beta^{2}} \varepsilon^{1-2 a} \sqrt{\frac{\epsilon^{2\left(\alpha^{2}+\beta^{2}\right)}-1}{2\left(\alpha^{2}+\beta^{2}\right)}} \frac{\left\|g_{0}\right\|_{L^{2}(Q)}+\left\|\varphi_{0}\right\|_{L^{2}(0,1)}}{1-\varepsilon^{1-a} \sqrt{\frac{e^{2}\left(\alpha^{2}+\beta^{2}\right)-1}{2\left(\alpha^{2}+\beta^{2}\right)}}} \\
& \leq \frac{1}{2 \pi} e^{(r(\varepsilon))^{2}} \varepsilon^{1-2 a} \sqrt{\frac{e^{2(r(\varepsilon))^{2}-1}}{2(r(\varepsilon))^{2}}} \frac{\left\|g_{0}\right\|_{L^{2}(Q)}+\left\|\varphi_{0}\right\|_{L^{2}(0,1)}^{1-\varepsilon^{1-a} \sqrt{\frac{\epsilon^{2(r(\varepsilon))^{2}-1}}{2(r(\varepsilon))^{2}}}}}{}
\end{aligned}
$$

It follows that

$$
\begin{aligned}
I_{1} & \leq \frac{1}{2} e^{2(r(\varepsilon))^{2}} \varepsilon^{2-4 a} \frac{e^{2(r(\varepsilon))^{2}}}{2} \frac{\left(\left\|g_{0}\right\|_{L^{2}(Q)}+\left\|\varphi_{0}\right\|_{L^{2}(0,1)}\right)^{2}}{\left(1-\varepsilon^{1-a} e^{(r(\varepsilon))^{2}}\right)^{2}} \\
& \leq \frac{1}{4} e^{2 b \ln (1 / \varepsilon)} \varepsilon^{2-4 a} e^{2 b \ln (1 / \varepsilon)} \frac{\left(\left\|g_{0}\right\|_{L^{2}(Q)}+\left\|\varphi_{0}\right\|_{L^{2}(0,1)}\right)^{2}}{\left(1-\varepsilon^{1-a} e^{b \ln (1 / \varepsilon)}\right)^{2}} \\
& \leq \frac{1}{4} \frac{1}{\varepsilon^{2 b}} \varepsilon^{2-4 a} \frac{1}{\varepsilon^{2 b}} \frac{\left(\left\|g_{0}\right\|_{L^{2}(Q)}+\left\|\varphi_{0}\right\|_{L^{2}(0,1)}\right)^{2}}{\left(1-\varepsilon^{1-a} \frac{1}{\varepsilon^{b}}\right)^{2}} \\
& \leq \frac{1}{4} \varepsilon^{2-4 a-4 b} \frac{\left(\left\|g_{0}\right\|_{L^{2}(Q)}+\left\|\varphi_{0}\right\|_{L^{2}(0,1)}\right)^{2}}{\left(1-\varepsilon^{1-a-b}\right)^{2}} .
\end{aligned}
$$

Therefore

$$
\begin{aligned}
\left\|4 \tilde{f}_{\varepsilon}-\tilde{f}_{0}\right\|_{2}^{2} \leq & \frac{1}{4} \varepsilon^{2-4 a-4 b} \frac{\left(\left\|g_{0}\right\|_{L^{2}(Q)}+\left\|\varphi_{0}\right\|_{L^{2}(0,1)}\right)^{2}}{\left(1-\varepsilon^{1-a-b}\right)^{2}} \\
& +\frac{1}{4 \pi^{2}}\left\|f_{0}\right\|_{L^{2}(Q)}^{2} C_{0}\left(\varepsilon^{a}+\varepsilon^{1-b}\right)^{\gamma}+\eta_{b}(\varepsilon)
\end{aligned}
$$

where $I_{3}=\eta_{b}(\varepsilon) \rightarrow 0$ as $\varepsilon \rightarrow 0$.
Putting $f_{\varepsilon}=4 \tilde{f}_{\varepsilon}$, we have

$$
\begin{align*}
\left\|f_{\varepsilon}-f_{0}\right\|_{L^{2}(Q)}^{2} \leq & 4 \frac{1}{4} \varepsilon^{2-4 a-4 b} \frac{\left(\left\|g_{0}\right\|_{L^{2}(Q)}+\left\|\varphi_{0}\right\|_{L^{2}(0,1)}\right)^{2}}{\left(1-\varepsilon^{1-a-b}\right)^{2}} \\
& +\frac{1}{4 \pi^{2}}\left\|f_{0}\right\|_{L^{2}(Q)}^{2} C_{0}\left(\varepsilon^{a}+\varepsilon^{1-b}\right)^{\gamma}+\eta_{b}(\varepsilon) . \tag{27}
\end{align*}
$$

Choose $b \in\left(\max \left\{0, \frac{1-4 a}{4}\right\}, \frac{1-2 a}{2}\right), a>0$; that implies $0<2-4 a-4 b<$ $1, a+b<1, \quad 1-b>0, \quad 0<a<\frac{1}{2}$ and therefore from (27) we can deduce that there exist $C_{b}>0, \gamma_{b}>0$ independent of $g_{0}, f_{0}, \varphi_{0}$ and a function $\eta_{b}(\varepsilon)$ such that $\lim _{\varepsilon \downarrow 0} \eta_{b}(\varepsilon)=0$ and that

$$
\left\|f_{\varepsilon}-f_{0}\right\|_{L^{2}(Q)} \leq \sqrt{C_{b} \varepsilon^{\gamma_{b}}+\eta_{b}(\varepsilon)} .
$$

By using Lemma 3, if $f_{0} \in H^{2}(Q)$ then we have

$$
\left\|f_{\varepsilon}-f_{0}\right\|_{L^{2}(Q)} \leq \sqrt{C_{b} \varepsilon^{\gamma_{b}}+\frac{384}{\pi^{2}}\left\|f_{0}\right\|_{H^{2}(Q)}^{2}\left(b \ln \frac{1}{\varepsilon}\right)^{-1 / 2}}
$$

We complete the proof of Theorem 3.

## Acknowledgments.

Research supported by the Council for Natural Sciences of Vietnam.
The main idea of this work was started while the first author was visiting Department of Mathematics, University of Orleans, France, in the summer of 2003. The author wish to express his heart-felt thanks and appreciation to everybody of the department for the warm hospitality.

The authors wish to thank the referee for their valuable criticisms and suggestions, leading to the present improved version of our paper.

## REFERENCES

[ADT] D. D. Ang, A. Pham Ngoc Dinh and D. N. Thanh, An inverse Stefan problem : identification of boundary value, J. of Comp. and Appl. Math. 66, pp 75-84, 1996.
[ATL] Alain P. N. Dinh, D. D. Trong and N. T. Long, Non homogeneous heat equation: identification and regularization for the inhomogeneous term, (submitted to JMAA)
[B] Baumeister J., Stable solution of inverse problems, Vieweg, 1987.
[BBC] Beck, J. V.; Blackwell, B. and St. Clair, C. R., Inverse heat conduction, ill-posed problems, Wiley, New York, Chichester et. al., 1985.
[CE1] Cannon, J. R.; Pérez Esteva, S., Uniqueness and stability of 3D heat sources inverse problems 7, No. 1, 57-62, 1991.
[CE2] Cannon, J. R.; Pérez Esteva, S., Some stability estimates for a heat source in terms of over specified data in the 3 -D heat equation, J. Math. Anal. Appl., 147, No. 2, 363-371, 1990.
[D] Dinh Nho Hao, A non-characteristic Cauchy problem for linear parabolic equations and related inverse problems : I. Solvability, Inverse Problems 10 (1994), pp. 295-315.
[F] Friedman A., Partial differential equations of parabolic type, Englewood Cliff., N. J., 1964.
[G] Groetsch C. W., The theory of Tikhonov regularization for Fredholm equations of the first kind, Pitman, London, 1984.
[I1] Ivanchov, M. I., The inverse problem of determining the heat source power for a parabolic equation under arbitrary boundary conditions, J. Math. Sci (New York) 88, No. 3, pp. 432-436, 1998.
[I2] Ivanchov, M. I., Inverse problem for a multidimensional heat equation with an unknown source function, Mat. Stud. 16, No. 1, 93-98, 2001.
[K] Kim, D. U., Construction of the solution of a certain system of heat equations with heat sources that depend on the temperature, Izv. Akad. Nauk. Kazak. SSR Ser. Fiz-Mat, No. 1, 49-53, 1971.
[LZ] Li, G. S.; Zhang, L. Z., Existence of a nonlinear heat source in inverse heat conduction problems, Hunan Ann. Math. 17, No. 2, 19-24, 1997.
[STY] Saitoh, S.; Tuan, V. K.; Yamamoto, M., Reverse convolution inequalities and applications to inverse heat source problems, JIPAM J. Inequal. Pure Appl. Math. 3, No. 5, Article 80, 11pp, (electronic) 2002.
[TA] A. N. Tikhonov and V. Y. Arsenin, Solutions of ill-posed problems, Washington, 1977.
[WZ] Wang, P.; Zheng, K., Reconstruction of heat sources in heat conduction equations, Comput. Appl. Math. 19, No. 2, 231-238, 2000.
[Y] Yamamoto, M., Conditional stability in determination of densities of heat sources in a bounded domain in control and estimation of distributed parameter systems: nonlinear phenomena (Vorau, 1993), 359370, Internat. Ser. Mumer, Math., 118, Birkhauser, Basel, 1994.

