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RECTANGULAR RANDOM MATRICES, RELATED CONVOLUTION

FLORENT BENAYCH-GEORGES

Abstract. We characterize asymptotic collective behaviour of rectangular random matrices,
the sizes of which tend to infinity at different rates: when embedded in a space of larger square
matrices, independent rectangular random matrices are asymtotically free with amalgamation
over a subalgebra. Therefore we can define a “rectangular free convolution”, linearized by
cumulants and by an analytic integral transform, the “rectangular R-transform”.
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Introduction

The first problem we are going to deal with in this paper is the modelization of asymptotic
collective behaviour of independent rectangular random matrices. In order to explain to the
reader the way we will treat this problem, let us recall him the work already done by Wigner,
Pastur, Marchenko, Girko, Bai, Voiculescu,... for square random matrices. First of all, in the
50’s Wigner considered self-adjoint random matrices with gaussian entries (GUE) and proved
that the spectral law (uniform distribution on the set of eigenvalues) of these random matrices
converges to the so-called semicircle law. This result was improved, and other results giving
the asymptotic spectral law of random matrices were proved (see, among many other sources,
[PL02]). In the same time, people studied the local structure of the spectrum of random matrices
(see, e.g. [M67]), but this is not the kind of problem we are going to study here. A new point of
view was adopted in the early 90’s by Voiculescu, who proposed a way to compute the asymptotic
normalized trace (when the dimension n of the matrices goes to infinity) of products

M(s1, n)ε1 · · ·M(sk, n)εk

of random matrices taken among a family M(1, n),M(2, n), . . . of independent random n×n
matrices and their adjoints, the only hypothesis being a bound on the norms of the matrices,
the fact that the matrices M(1, n),M(2, n), . . . have all a limit singular law (uniform distribution
on the set of singular values, i.e. of eigenvalues of the absolute value of the matrix), and and a
property of invariance of the distributions under an action of the unitary group (these results can
be deduced from the fondamental article [V91], but are presented under this form in [HP00]).
The advantage of being able to compute the limit of such normalized traces is that it gives us
the asymptotic normalized trace of any noncommutative polynomial in our independent random
matrices. Hence, since the normalized trace of the k-th power of a matrix is the k-th moment
of its spectral law, we are able to give the asymptotic singular law of any polynomial of our
random matrices. This is why this work is said to modelize asymptotic collective behaviour
of independent square random matrices. For example, it can be proved (combine results of
[HP00] and [HL00]) that the asymptotic singular law of the sum of two independent random
matrices whose distributions are invariant under left and right actions of the unitary group and
whose singular laws converge weakly to probability measures µ1, µ2, only depends on µ1 and
µ2, and can be expressed easily from µ1 and µ2: it is the probability measure on [0,∞), the
symmetrization of which is the free convolution of the symmetrizations of µ1, µ2. We often
present the similar result for hermitian matrices, for which we work with spectral law in the
place of singular law, and for which no symmetrization is necessary, but here, we shall work
with rectangular matrices, which cannot be hermitian, so the square analogue of our work
will be found in non hermitian matrices. In this text, we will propose, similarly, a way to
compute asymptotic normalized trace of products of random matrices taken among a family of
independent rectangular random matrices, whose sizes tend to infinity, but with different rates.
The notion involved, similarly to freeness in Voiculescu’s modelization of asymptotics of square
matrices, is freeness with amalgamation over a finite dimensional subalgebra. The notion of
freeness with amalgamation arises from operator-valued free probability theory, but we chose
to use this point of view of operator-valued free probability only when necessary, because this
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point of view is not satisfying in all cases: the case where the ratio of sizes of certain of our
random matrices tends to zero would have needed to be treated appart in a work using only
operator-valued free probability. Moreover, the point of view of operator-valued free probability
in the asymptotics of rectangular random matrices is developped in a forthcoming paper, where
we analyze the related free entropy and Fischer information ([B-G2]).

This modelization of asymptotics of rectangular random matrices will allow us to define,
for λ ∈ [0, 1], a binary operation ⊞λ on the set of symmetric probability measures, called free
convolution with ratio λ, and denoted by ⊞λ. For µ1, µ2 symmetric probability measures, µ1⊞λµ2

is defined to be the limit of the singular law of a sum of two independent rectangular random
matrices, whose dimensions tend to infinity in a ratio λ, one of them being bi-unitarily invariant,
and whose singular laws tend to µ1, µ2. In the second part of this paper, after having analyzed
related cumulants, we construct an analytic integral transform which linearizes ⊞λ (like the R-
transform does for free convolution). In a forthcoming paper ([B-G1]), we study the related
infinite divisibility. It appears then that the set of ⊞λ-infinitely divisible distributions is in a
deep correspondance with the set of symmetric classical infinitely divisible distributions.

Aknowledgements. We would like to thank Philippe Biane, Dan Voiculescu, and Piotr
Śniady for usefull discussions, as well as Thierry Cabanal-Duvillard, who organized the workshop
“Journée Probabilités Libres” at MAP5 in June 2004, where the author had the opportunity
to have some of these discussions. Also, we would like to thank Cécile Martineau for her
contribution to the english version of this paper.

1. Asymptotic behaviour of rectangular random matrices

1.1. Notes on reduction of rectangular random matrices. In this subsection, we recall
some simple facts about polar decomposition of rectangular complex matrices, which can be
found in [HJ91]. Consider a p×q matrix M . When p ≤ q, we will denote by |M | the only p×p
positive hermitian matrix H such that we can write M = HT , with T a p×q matrix such that
TT ∗ = Ip. In this case, the matrix |M | is the square root of MM∗. When p > q, we will denote
by |M | the only q×q positive hermitian matrix H such that we can write M = TH, with T a p×q
matrix such that T ∗T = Iq. In this case, the matrix |M | is the square root of M∗M . In both
cases, the spectrum of |M | is the only (up to a permutation) family (h1, h2 . . .) of nonnegative
real numbers such that one can write

M = U [δj
i hi]1≤i≤p

1≤j≤q
V,

with U , V respectively p×p, q×q unitary matrices. These numbers are called singular values
of M . The uniform distrbution on h1, h2... will be called the singular law of M (whereas the
uniform distribution on the spectrum of an hermitian matrix is called its spectral law). Note
that in both cases, for any α > 0,

1

min(p, q)
Tr |M |α =

1

min(p, q)
Tr(MM∗)α/2 =

1

min(p, q)
Tr(M∗M)α/2

is the α-th moment of the singular law of M .

A random matrix is said to be bi-unitarily invariant if its distribution is invariant under the
left and right actions of the unitary group. It is easy, transferring the proof of lemma 4.3.10 p.
160 of [HP00], to prove that the distribution of a bi-unitarily invariant p×q random matrix can
be realized as the distribution of UHV where U , H, V are independent, U , V are respectively
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p×p, q×q uniform random unitary matrices (uniform means distributed according to the Haar
measure), and H is a random positive p×q diagonal matrix.

In the same way, an hermitian random matrix is said to be unitarily invariant if its distribution
is invariant under the action by conjugaison of the unitary group. In this case, by the beginning of
the proof of Theorem 4.3.5 p. 155 of [HP00], its distribution can be realized as the distribution
of UHU∗ where U , H are independent, U is a uniform random unitary matrix, and H is a
diagonal random matrix.

1.2. Definitions. For definitions of singular values, singular law, spectral law, (bi-)unitarily
invariant and uniform random matrix, we refer to subsection 1.1. For all positive integer d, we
denote the set {1, . . . , d} by [d]. We denote the normalized trace of a square matrix X by trX
(whatever the size of X is).

Consider a positive integer d, and sequences q1(n), . . . , qd(n) of pairwise distinct positive
integers which all tend to infinity as n tends to infinity, and such that for all k ∈ [d],

(1)
qk(n)

n
−→
n→∞

ρk ≥ 0,

at most one of the ρk’s being zero. We are going to work with rectangular random matrices
of sizes qk(n)×ql(n). Free probability’s modelization of asymptotic behavior of square random
matrices relies on a comparison between random matrices and elements of an algebra arising
from operator algebra theory. To product analogous results for rectangular random matrices, we
have embedded our matrices of sizes qk(n)×ql(n) (k, l ∈ [d]) in an algebra. Let us assume that
for all n, q1(n) + · · ·+ qd(n) = n (since what we will prove would obviously also work when n is
replaced by a subsequence, it is not a real restriction). Now, n×n matrices will be represented
as d×d block matrices, such that for all k, l ∈ [d], the (k, l)-th block is a qk(n)×ql(n) matrix.

For all k, l ∈ [d], for all qk(n)×ql(n) matrix M , let us denote by M̃ the “n×n extension of M”,
that is the n×n matrix with (i, j)-th block M if (i, j) = (k, l), and zero in the other case. Note

we have preservation of adjoints (M̃∗ = M̃∗), and of products:

∀k, l, k′, l′ ∈ [d],∀M of size qk(n)×ql(n),∀N of size qk′(n)×ql′(n), M̃Ñ =

{
M̃N if l = k′,

0 elseif.

Moreover, the trace of M̃ is the one of M if M is square, and zero in the other case. Since
we are overall interested in singular laws, whose moments are given by normalized traces of
square matrices, these embeddings shall not cause any loss of information. Note however that
the normalized trace is not exactly preserved by these embeddings (the normalized trace of a

matrix M of size qk(n)×qk(n) is n
qk(n) times the normalized trace of M̃), and that the well known

relation TrMN = TrNM is not satisfied anymore when we work with normalized traces of
rectangular matrices. Indeed, for all k, l ∈ [d], for all M of size qk(n)×ql(n), for all N of size
ql(n)×qk(n), we have

(2) qk(n) trMN = ql(n) trNM.

At last, let us define, for all k ∈ [d], the projector

pk(n) := Ĩpk(n).

Let us formalize the structure we inherit. Consider a ∗-algebra A endowed with a family
(p1, . . . , pd) of non zero self-adjoint projectors (i.e. ∀i, p2

i = pi) which are pairwise orthogonal
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(i.e. ∀i 6= j, pipj = 0), and such that p1 + · · · + pd = 1. Any element x of A can then be
represented

x =



x11 · · · x1d
...

...
xd1 · · · xdd


 ,

where ∀i, j, xij = pixpj. This notation is compatible with the product and the involution.
Assume each subalgebra pkApk to be endowed with a tracial state ϕk (i.e. ϕk(pk) = 1 and for
all x, y ∈ pkApk, ϕk(xy − yx) = 0) such that for all k, l ∈ [d], x ∈ pkApl, y ∈ plApk,

(3) ρkϕk(xy) = ρlϕl(yx),

where (ρ1, . . . , ρd) is still the sequence of nonnegative real numbers defined by (1). Recall that
at most one of the ρk’s is zero.

Definition 1.1. Such a family (A, p1, . . . , pd, ϕ1, . . . , ϕd) will be called a (ρ1, . . . , ρd)-rectangular
probability space. Elements of the union of the pkApl’s (k, l ∈ [d]) will be called simple elements.

Example 1.2. A is the ∗-algebra of n×n complex matrices, p1, . . . , pd are p1(n), . . . , pd(n)
previously defined, and each ϕk is 1

qk(n) Tr. Then by (2), (3) is satisfied when each ρk is replaced

by qk(n)/n.

Example 1.3. If A is a ∗-algebra endowed with an orthogonal family of self-adjoint projectors
(p1, . . . , pd) with sum 1, if A is endowed with a tracial state ϕ such that for all k ∈ [d], ρk :=
ϕ(pk) 6= 0, then the family (A, p1, . . . , pd, ϕ1, . . . , ϕd) is a (ρ1, . . . , ρd)-rectangular probability
space, where for all k, ϕk = 1

ρk
ϕ|pkApk

.

Consider a (ρ1, . . . , ρd)-rectangular probability space (A, p1, . . . , pd, ϕ1, . . . , ϕd). Denote by D
the linear span of the pk’s, then D is an algebra, which can be identified to the the set of d×d
complex diagonal matrices, and then to Cd by

d∑

k=1

λkpk ≃ diag(λ1, . . . , λd) ≃ (λ1, . . . , λd).

Let us define E : A → Cn, which maps x ∈ A to

E(x) =

d∑

k=1

ϕk(xkk)pk ≃ (ϕ1(x11), . . . , ϕd(xdd)).

E is then a conditional expectation from A to D:

∀(d, a, d′) ∈ D ×A×D,E(dad′) = dE(a)d′.

The following definition gives the right notion to describe asymptotics of independent random
matrices.

Definition 1.4. In an ∗-algebra B endowed with a ∗-subalgebra C and a conditional expectation
EC from B to C, a family (C ⊂ Bα)α∈A of ∗-subalgebras is said to be free with amalgamation
over C if for all m ≥ 1, for all α1 6= · · · 6= αm ∈ A, for all x1, . . . , xm elements of respectively
Bα1 , . . . , Bαm one has

(4) E(x1) = · · · = E(xm) = 0 =⇒ E(x1 · · · xm) = 0.

A family of subsets of B is said to be free with amalgamation over C if the subsets are contained
in ∗-subalgebras which are free with amalgamation over C.
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In the context of a (ρ1, . . . , ρd)-rectangular probability space, it is easy to see that a family
(χα)α∈A of sets of simple elements are free with amalgamation over D if one has: for all m ≥ 1,
for all α1 6= · · · 6= αm ∈ A, for all x1, . . . , xm elements of the ∗-algebras respectively generated
by χα1 , . . . , χαm , one has

(5) E(x1) = · · · = E(xm) = 0 =⇒ E(x1 · · · xm) = 0.

Definition 1.5. The D-distribution of a family (aj)j∈J of simple elements is the function which
maps any polynomial P in the noncommutative variables (Xj ,X

∗
j )j∈J to E(P (aj , a

∗
j )j∈J).

Lemma 1.6. When (χ1, . . . , χn) is a D-free family of sets of simple elements, the D-distribution
of the union of the χi’s is completely determined by the D-distributions of χ1, . . . , χn.

Proof The ∗-algebra generated by the union is the linear span of the set of elements of the
type x1 · · · xm, where m ≥ 1, and there exists α1 6= · · · 6= αm ∈ [n] such that each xi is in
the ∗-algebra generated by χαi . We prove that E(x1 · · · xm) is completely determined by the
D-distributions of χ1, . . . , χn by induction on m, using the identity

x1 · · · xm =

m∏

i=1

(
(xi −

d∑

k=1

ϕk(xi)pk) +

d∑

k=1

ϕk(xi)pk

)
,

expanding the right hand side term, and using induction hypothesis and (5). �

The last notion we have to introduce is the convergence in D-distribution.

Definition 1.7. - If for all n, (An, p1,n, . . . , pd,n, ϕ1,n, . . . , ϕd,n) is a (ρ1,n, . . . , ρd,n)-probability
space such that

(ρ1,n, . . . , ρd,n) −→
n→∞

(ρ1, . . . , ρd),

a family (aj(n))j∈J of simple elements of An is said to converge in D-distribution, when n goes
to infinity, to a family (aj)j∈J of elements of A if the D-distributions converge pointwise.
- If aj(n)’s are n×n random matrices, convergence in D-distribution in probability of the family
(aj(n))j∈J to (aj)j∈J is the convergence in probability, when n→ ∞, of E(P (aj(n), aj(n)∗)j∈J)
to E(P (aj , a

∗
j )j∈J) for all polynomial P in the noncommutative variables (Xj ,X

∗
j )j∈J .

Recall that the convergence in probalility of a sequence Xn of random variables in a metric
space (X , d) to a constant l ∈ X is the convergence of the probability of the event {d(Xn, l) < ε}
to 1 for all positive ε. All along this paper, we are going to work with sequences of random
probability measures on the real line, and to deal with their convergence in probability. It shall
refer to the convergence in probability in the metric space of probability measures on the real
line endowed with a distance which defines weak convergence.

1.3. Statement of the theorems about random matrices. Let, for s ∈ N, k, l ∈ [d], n ≥ 1,
R(s, k, l, n) be a qk(n)×ql(n) random matrix. Consider also, for n ≥ 1, a family C(i, n) (i ∈ I)
of diagonal deterministic matrices, each C(i, n) having the size qki

(n)× qli(n), for a certain
(ki, li) ∈ [d]× [d]. We suppose the family to contain p1(n), . . . , pd(n), and to be stable under
product and adjonction. This means that there exists i1, . . . , id ∈ I such that for all n, k,
C(ik, n) = pk(n) and that there exists a map β from I×I to I and an involutive map ∗ from I
onto itself such that for all n ≥ 0, i, j ∈ I such that li = kj ,

(6) C(i, n)C(j, n) = C(β(i, j), n), C(i, n)∗ = C(∗(i), n).
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We suppose that for all s ∈ N, k 6= l ∈ [d], the moments of the singular law of R(s, k, l, n)
converge in probability. This means that for all integer r ≥ 0,

1

min(qk(n), ql(n))
Tr(R(s, k, l, n)R(s, k, l, n)∗)r

converges in probability to a constant. Note that in the case where one of ρk, ρl is zero, it implies
that

1

n
Tr(R(s, k, l, n)R(s, k, l, n)∗)r

converges in probability to zero.
We suppose also that for all s ∈ N odd, for all k ∈ [d], R(s, k, k, n) is almost surely unitary,
and that for all s ∈ N even, for all k ∈ [d], R(s, k, k, n) is almost surely hermitian and that the
moments of its spectral law converge in probability.

We suppose moreover that the family C(i, n) (i ∈ I) converges in distribution in the following
way: for all i ∈ I such that ki = li, the normalized trace

1

qki
(n)

TrC(i, n)

has a finite limit when n goes to infinity.

Now, consider, in a (ρ1, . . . , ρd)-rectangular probability space (A, p1, . . . , pd, ϕ1, . . . , ϕd), a
family a(s, k, l) (s ∈ N, k, l ∈ [d]), c(i) (i ∈ I) of elements of A, with c(i1) = p1,..., c(id) = pd,
whose D-distribution is defined by the following rules:

(i) For all s ∈ N, k, l ∈ [d], a(s, k, l) ∈ pkApl, and for all i ∈ I, c(i) ∈ pki
Apli .

(ii) For all i, j ∈ I such that li = kj,

(7) c(i)c(j) = c(β(i, j)), c(i)∗ = c(∗(i)).
(iii) For all s ∈ N, k 6= l ∈ [d], for all r ≥ 0,

ϕk[(a(s, k, l)a(s, k, l)
∗)r] = lim

n→∞
tr(R(s, k, l, n)R(s, k, l, n)∗)r,

ϕl[(a(s, k, l)
∗a(s, k, l))r ] = lim

n→∞
tr(R(s, k, l, n)∗R(s, k, l, n))r.

(iv) For all s ∈ N odd, k ∈ [d], a(s, k, k) is unitary in pkApk, and for all r ∈ Z − {0},
ϕk(a(s, k, k)

r) = 0.
(v) For all s ∈ N even, k ∈ [d], a(s, k, k) is self-adjoint and for all r ≥ 0,

ϕk[a(s, k, k)r] = lim
n→∞

trR(s, k, l, n)r,

(vi) For all i ∈ I such that ki = li, ϕki
(c(i)) is the limit of the normalized trace of C(i, n).

(vii) The family {a(s, k, l)} (s ∈ N, k, l ∈ [d]), {c(i) ; i ∈ I} is free with amalgamation over D.

Note that such a space and such family exist, they are given by the free product with amal-
gamation ([VDN91],[S98]).

We shall use the norm ||.|| on matrix sets: it is the operator norm associated to canonical
hermitian norms. The hypothesis of our main theorems are not the same if one supposes all ρk’s
to be positive or not. In the following theorem, all ρk’s are supposed to be positive.

Theorem 1.8 (Case where all ρk’s are positive). Assume moreover that for all s, k 6= l,
R(s, k, l, n) is bi-unitarily invariant, that for all s ∈ N even, k ∈ [d], R(s, k, k, n) is unitar-
ily invariant, and that for all s ∈ N odd, k ∈ [d], R(s, k, k, n) is uniform. Assume also the
set

{R(s, k, l, n) ; s ∈ N, k, l ∈ [d]}
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of random matrices to be independent and that the norm ||.|| of our matrices is bounded uniformly

(in n, s, k, l, i). Then the family (R̃(s, k, l, n) ; s ∈ N, k, l ∈ [d]) ∪ (C̃(i, n) ; i ∈ I) converges in
D-distribution in probability to the family a(s, k, l) (s ∈ N, k, l ∈ [d]), c(i) (i ∈ I).

Remark 1.9. The hypothesis that C(i, n)’s are diagonal can be removed. Indeed, we only use it
to apply case 1◦) of proposition 1.14, and in the case where all ρk’s are positive, this proposition
is an immediate consequence of proposition 3.12 of [B-G2], where constant matrices are not
supposed to be diagonal. But as the author is writing this paper, [B-G2] has not been refereed
yet.

In the following theorem, we suppose one of the ρk’s, say ρ1, to be zero. We supposed that
at most one of the ρk’s is zero, so ρ2, . . . , ρd are positive. The other hypothesis are quite weaker
than the one of the previous theorem: we suppose the singular values (or eigenvalues) of our
random matrices to be deterministic. In fact, this supposition is done to avoid steps I and IV of
the proof, because max

1≤k≤d
n/qk(n) appears in step IV of the proof of the previous theorem. Note

that the singular values (or eigenvalues) of our random matrices could still be supposed to be
random, but in this case, we would have to suppose that for all s, k, l with k 6= 1, l 6= k, for all
r,

n

q1(n)
(tr[(R(s, k, l, n)R(s, k, l, n)∗)r] − ϕk[(a(s, k, l)a(s, k, l)

∗)r])

converges in probability to zero, and we would have to do the analogous supposition for all s
even, 1 6= k = l.

Theorem 1.10 (Case where ρ1 = 0, other ρk’s are positive). Consider the family of random
and deterministic matrices introduced above the previous theorem. Assume moreover that for all
s, k 6= l, n, R(s, k, l, n) is bi-unitarily invariant with deterministic singular values, that for all
s ∈ N even, k ∈ [d], R(s, k, k, n) is unitarily invariant with deterministic spectrum, and that for
all s ∈ N odd, k ∈ [d], R(s, k, k, n) is uniform. Assume also the set

{R(s, k, l, n) ; s ∈ N, k, l ∈ [d]}
of random matrices to be independent and that the norm ||.|| of our matrices is bounded uniformly

(in n, s, k, l, i). Then the family R̃(s, k, l, n) (s ∈ N, k, l ∈ [d]), C̃(i, n) (i ∈ I) converges in D-
distribution in probability to the family a(s, k, l) (s ∈ N, k, l ∈ [d]), c(i) (i ∈ I) introduced above.

Comparison with a result by Shlyakhtenko. This section can be skipped by the reader who wants
to go straight to the result. Let us compare this results with Theorem 4.1 of [Sh96]. First, in
the case where ρ1 is zero, (ρ1, . . . , ρd)-probability spaces cannot be seen as particular cases of
faithful noncommutative probability spaces, so theorem 1.10 does not really involve the same
kind of objects as the ones of many operator algebra articles. But what about the case where
all ρk’s are positive ? In Theorem 4.1 of [Sh96] the author identifies, for all n, the algebra of
n×n diagonal complex matrices with a subalgebra of L∞([0, 1]) by

diag(λ1, . . . , λn) ≃
n∑

k=1

λk1[ k−1
n

, k
n

[,

and defines EL∞ , on a set of n×n random matrices, by

EL∞(R) = diag(E(R1,1), . . . ,E(Rn,n)).

Then he proves that a family ({Y (s, n)})s∈N of n×n random matrices with complex independent
Gaussian entries is asymptotically free with amalgamation over L∞([0, 1]). This means that if
we consider m ≥ 1, s1 6= · · · 6= sm, P1, . . . , Pm ∈ C〈Y,X1,X2 . . .〉, D1(n),D2(n), . . . diagonal n×n
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complex matrices which, according to the previous identification, converge for ||.||∞ to elements
d1, d2, . . . of L∞([0, 1]), and if we suppose that for all i ∈ [m],

EL∞ [Pi(Y (si, n),D1(n),D2(n), . . .)]
||.||∞−→
n→∞

0,

then

EL∞ [
m∏

i=1

Pi(Y (si, n),D1(n),D2(n), . . .)]
||.||∞−→
n→∞

0.

Note that for all k, l, s, n, the random matrix pk(n)Y (s, n)pl(n) has the form R̃, with R a
qk(n)×ql(n) bi-unitarily invariant random matrix, with limit singular law. So, since the pk(n)’s
are diagonal, and since for all P ∈ C〈p1, . . . , pd, Y (1), Y (2), . . .〉, one has

EL∞ [P (p1(n), . . . , pd(n), Y (1, n), Y (2, n), . . .)]
||.||∞−→
n→∞

0 ⇐⇒

E[P (p1(n), . . . , pd(n), Y (1, n), Y (2, n), . . .)]
||.||∞−→
n→∞

0,

forgetting about the matrices C(i, n) and replacing convergence in probability by convergence
in expectation, part of our result could have been deduced from Theorem 4.1 of [Sh96]. But
Shlyakhtenko’s result does not imply a quite important part of ours for several reasons: first,
it only considers Gaussian random matrices, moreover, it does not allow us to consider a fam-
ily of constant matrices (C(j, n))j∈N such as the one we consider (because convergence in D-
distribution, for diagonal matrices, is much less restrictive than convergence for ||.||∞, and at
last, convergence in expectation is not as strong as convergence in probability. Indeed, even
though it gives the asymptotic mean value, it does not imply concentration around this value.
However, it is possible to derive results about bi-unitarily invariant rectangular random matri-
ces from results about Gaussian matrices. This technic will be appear in a forthcoming paper
([B-G2]).

In order to prove the preceding theorems, we are going to prove a preliminary result.

1.4. Preliminary result. In this section, we do not make any particular hypothesis about ρk’s:
they are nonnegative, and at most one of them is zero. So we can suppose that ρ2, . . . , ρd are
positive.

Recall that, for each integer k, [k] denotes {1, . . . , k}. For all integers n, k, for each partition

P of [k], [n]P will design the set of elements i = (i1, . . . , ik) of [n]k such that h
P∼ h′ ⇔ ih = ih′ .

Moreover, |P| denotes the number of blocks of P.

The following result involves special classes of matrices.

Definition 1.11. An n×n matrix is said to be an almost diagonal matrix if it is of the type M̃ ,
with M diagonal (either square or rectangular) matrix.

Note that if A is an n×n almost diagonal matrix, then for all j ∈ [n], A has at most one
nonzero term on its j-th column. Aj will denote this term if it exists, and zero in the other case.

Lemma 1.12. Let K be a positive integer, and let for each n ≥ 1, A(1, n), . . . , A(K,n) be a
family of almost diagonal n×n matrices. Let H be a subset of [K], and let P be a partition of
[K] such that for all {h} singleton class of P, A(h, n) is a diagonal matrix and TrA(h, n) = 0.
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We suppose too that the family (A(i, n))i,n is uniformly bounded, and that for all h ∈ H, for all
i ∈ {q1(n) + 1, . . . , n}, Ai(h, n) = 0. Then

∑

i∈[n]P

K∏

h=1

Aih(h, n) = O
(
q1(n)|PH|−pH/2n|PH|−pH/2

)
,

where PH (resp. PH) is the partition induced by P on the union of the classes of P that intersect
H (resp. do not intersect H), and pH (resp. pH) the number of singletons in PH (resp. of PH).

Proof We will prove this result by induction on p = pH + pH.

If p = 0, the result is clear.

Let us suppose the result to be true to the ranks 0, . . . , p − 1, with p ≥ 1. Consider P such
that pH + pH = p, and a singleton class {h0} of P. Denote by P ′ the partition P − {{h0}} of

{1, . . . , ĥ0, . . . ,K} and let, for each class B of P with B 6= {h0}, P(h0 → B) be the partition of
[K] obtained from P by linking the classes {h0} and B. We have

∑

i∈[n]P

K∏

h=1

Aih(h, n) =
∑

(i1,...,̂ih0
,...,iK)∈[n]P′







∑

i∈[n]−{i1,...,̂ih0
,...,iK}

Ai(h0, n)




K∏

h=1
h 6=h0

Aih(h, n)


 .

But, since A(h0, n) is diagonal and has null trace,
∑

i∈[n]−{i1,...,̂ih0
,...,iK}

Ai(h0, n) = −
∑

i∈{i1,...,̂ih0
,...,iK}

Ai(h0, n).

So
∑

i∈[n]P

K∏

h=1

Aih(h, n) = −
∑

B∈P
B 6={h0}

∑

i∈[n]P(h0→B)

K∏

h=1

Aih(h, n).

For example, suppose h0 ∈ H (the other case is treated in the same way). With the induction
hypothesis, and dividing the sum in B ∈ PH and B ∈ PH, one has (each ǫB being 1 or 0
according to whether B is a singleton or not)

∑

i∈[n]P

K∏

h=1

Aih(h, n) =
∑

B∈PH
B 6={h0}

O
(
q1(n)|PH|−1−(pH−1−ǫB)/2n|PH|−pH/2

)

+
∑

B∈PH

O
(
q1(n)|PH|−(pH−1)/2n|PH|−1−(pH−ǫB)/2

)

= q1(n)
ǫB−1

2

∑

B∈PH
B 6={h0}

O
(
q1(n)|PH|−pH/2n|PH|−pH/2

)

+q1(n)
1
2n

ǫB−2

2

∑

B∈PH

O
(
q1(n)|PH|−pH/2n|PH|−pH/2

)
.

Since q1(n) = O(n), the result is proved. �

The following proposition, main result of this subsection, is divided in two cases, which give
very similar results with very similar proofs. The proposition involves special classes of matrices.
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Definition 1.13. For k ∈ [d], we define Uk(n) to be the set of n×n matrices whose (k, k)-th
block is a qk(n)×qk(n) unitary matrix, and with other blocks zero.

Note that it is a compact group, isomorphic to the group of qk(n)×qk(n) unitary matrices,
and random matrices of Uk(n) distributed according to the Haar measure will be said to be
uniform. In the following, we are going to use an integer N and the cyclic order on [N ]. This
means that to put the index N + 1 on an element is equivalent to put the index 1.

Proposition 1.14. Let, for n ≥ 1, V (s, k, n) (s ∈ N, k ∈ [d]), be a family of independent
random matrices, such that for all s, k, V (s, k, n) is uniform on Uk(n). Fix N positive integer
and R > 0.

Case 1◦) Let, for each n ∈ N, D(1, n), . . . ,D(N,n) be n×n constant matrices such that for

all r ∈ [N ], ||D(r, n)|| ≤ R, and there exists u(r), v(r) ∈ [d] such that one of the two following
conditions is realized:

(i) u(r) = v(r) and for all n, D(r, n) = pu(r)(n),

(ii) for all n, D(r, n) is an almost diagonal matrix of the type M̃ , where M is a qu(h)(n)×
qv(h)(n) diagonal matrix, and E(D(r, n)) −→

n→∞
0.

Consider (sl, kl)l∈[N ] ∈ (N×[d])N , and suppose that for all r ∈ [N ] such that (i) above is satisfied,
(sr, kr) 6= (sr+1, kr+1). Consider also m1, . . . ,mN ∈ Z − {0} and η > 0. Then the probability of
the event

{||E(V (s1, k1, n)m1D(1, n) · · ·D(N − 1, n)V (sN , kN , n)mND(N,n))|| ≤ η}
tends to 1 as n goes to infinity.

Case 2◦) Let, for each n ∈ N, D(0, n), . . . ,D(N,n) be n×n constant matrices with norms also

≤ R. We suppose that there exists v(0), u(N) ∈ [d] such that D(0, n) (resp. D(N,n)) is an

almost diagonal matrix of the type M̃ , where M is a q1(n)×qv(0)(n) (resp. qu(N)(n)×q1(n)), and
that for all r ∈ [N − 1], there exists u(r), v(r) ∈ [d] such that one of the two following conditions
is realized:

(i) u(r) = v(r) and for all n, D(r, n) = pu(r)(n),

(ii) for all n, D(r, n) is an almost diagonal matrix of the type M̃ , where M is a qu(h)(n)×
qv(h)(n) diagonal matrix, and E(D(r, n)) −→

n→∞
0.

Consider (sl, kl)l∈[N ] ∈ (N× [d])N , and suppose that for all r ∈ [N − 1] such that (i) above is
satisfied, (sr, kr) 6= (sr+1, kr+1). Consider also m1, . . . ,mN ∈ Z − {0} and η > 0. Then the
probability of the event

{||E(D(0, n)V (s1, k1, n)m1D(1, n) · · ·D(N − 1, n)V (sN , kN , n)mND(N,n))|| ≤ η}
tends to 1 as n goes to infinity.

Remark 1.15. By linearity of E, the result stays true in case 1◦), (resp. in case 2◦)) if for all
r in [N ] (resp. in [N − 1]) such that (ii) is satisfied, B(r, n) is replaced by a sum of constant
almost diagonal matrices whose images by E tend also to zero.

The proof is inspired from the one of Theorem 4.3.1 p. 147 in [HP00].

Proof Both proofs will be made together, we will only have to separate them sometimes.
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Step I. Cases 1◦) and 2◦) Let us denote, for all r which satisfies (ii) above and u(r) = v(r),

D(r, n) = D′(r, n) + λr(n)pu(r)(n), with E(D′(r, n)) = 0.

Then by hypothesis, λh(n) −→
n→∞

0. Hence, by linearity and boundness hypothesis, it suffices to

prove the result for D(r, n) replaced by D′(r, n). Thus we can from now on suppose that for all
r such that (ii) is realized, we have E(D(r, n)) = 0 for all n.

Step II. Case 1◦) By definition of E, it suffices to prove that for all k ∈ [d], the normalized
trace of the k-th diagonal block of the product

V (s1, k1, n)m1D(1, n) · · ·D(N − 1, n)V (sN , kN , n)mND(N,n)

converges in probability to zero, i.e. that

(8)
1

qk(n)
Tr pk(n)V (s1, k1, n)m1D(1, n) · · ·D(N − 1, n)V (sN , kN , n)mND(N,n)pk(n)

converges in probability to zero. So let us fix k ∈ [d], and let us prove it.

If k1 6= k or v(N) 6= k, then the k-th block of the matrix is always zero, so the result is clear.
So let us suppose that k1 = v(N) = k. We can then remove pk(n) in (8). By Markov inequality,
it suffices to prove that (8) tends to zero in L2. Since for all matrix M , |TrM |2 = TrM TrM∗,
we only have to prove that the expectation of

(9) TrV (s1, k1, n)m1B1(n) · · ·BN (n)TrBN (n)∗V (sN , kN , n)−mNBN−1(n)∗ · · ·V (s1, k1, n)−m1

is o(qk(n)2).

Case 2◦) We have to prove that

1

q1(n)
TrD(0, n)V (s1, k1, n)m1D(1, n) · · ·D(N − 1, n)V (sN , kN , n)mND(N,n)

converges in probability to zero. Since TrXY = TrY X, it suffices to prove that

(10)
1

q1(n)
TrV (s1, k1, n)m1D(1, n) · · ·D(N − 1, n)V (sN , kN , n)mND(N,n)D(0, n)

converges in probability to zero. From now on, we will denote D(N,n)D(0, n) by D(N,n), which

is now an n×n matrix of the type M̃ with M qu(N)(n)×qv(0)(n), but which has not more than
q1(n) nonzero entries. For the same reason as above, we only have to prove that the expectation
of
(11)

TrV (s1, k1, n)m1B1(n) · · ·BN (n)TrBN (n)∗V (sN , kN , n)−mNBN−1(n)∗ · · ·V (s1, k1, n)−m1

is o(q1(n)2).

Step III. Cases 1◦) and 2◦) Let us expand both traces in the previous product, and re index
the sum on partitions.

Let M = |m1| + · · · + |mN |, let, for r ∈ {0, . . . , N},
M(r) = |m1| + · · · + |mr|,

let M(N + 1) = 2M , and let, for r ∈ {N + 2, . . . , 2N},
M(r) = M + |mN | + |mN−1| + · · · + |m2N+2−r|.
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Let also, for r ∈ {N + 1, . . . , 2N}, D(r, n) = D(2N + 1 − r, n)∗. We write, for κ ∈ N×[d],

vi,j(κ, n, 1) = V (κ, n)i,j ,

vi,j(κ, n,−1) = V̄ (κ, n)j,i.

With those notations, there exists two functions κ and ε such that the expectation of (9) is

∑

i∈[n]2M

2N∏

r=1

D(r, n)jM(r)
E

[
2M∏

h=1

vih,jh
(κ(h), ε(h), n)

]
,

where E denotes expectation and for all i = (i1, . . . , i2M ) ∈ [n]2M ,

j1 = i2, j2 = i3, . . . , jM = i1, jM+1 = iM+2, jM+2 = iM+3, . . . , j2M−1 = i2M , j2M = iM+1.

Let us introduce the partition Q of [2M ] defined by h
Q∼ h′ if and only if ih = ih′ . Then we

can rewrite the preceding sum

∑

Q partition
of [2M ]

∑

i∈[n]Q

2N∏

r=1

D(r, n)jM(r)
E

[
2M∏

h=1

vih,jh
(κ(h), ε(h), n)

]
.

Thus it suffices to prove that for all partition Q of [2M ], the sum

(12)
∑

i∈[n]Q

2N∏

r=0

D(r, n)jM(r)
E

[
2M∏

h=1

vih,jh
(κ(h), ε(h), n)

]

is o(qk(n)2) in case 1◦), and o(q1(n)2) in case 2◦), as n goes to infinity.

So we fix a partition Q of [2M ].

Step IV. Cases 1◦) and 2◦) Let us denote, for all h ∈ [2M ], κ(h) = (s(h), k(h)). Note that,

for i ∈ [n]Q, for

(13) E

[
2M∏

h=1

vih,jh
(κ(h), ε(h), n)

]

to be nonzero, i has to satisfy

(14) ∀h ∈ [2M ], ih, jh ∈ {q1(n) + · · · + qk(h)−1(n) + 1, . . . , q1(n) + · · · + qk(h)−1(n) + qk(h)(n)}.

Indeed, in the other case, one of the factors in the product is zero, by definition of M 7→ M̃ .
Note also that for all elements i of [n]Q, which satisfy (14), the expectation (13) is the same, by
invariance of Haar measure on unitary groups under permutation of rows and columns. Let us
denote this common expectation by EQ. So, one can write the sum of (12)

(15) EQ
∑

i

2N∏

r=1

D(r, n)jM(r)

where the sum is taken on elements i of [n]Q which satisfy (14).

It is well known (see [HP00], equation (4.2.11)) that if, for each m, U(m) is a uniform unitary
m×m random matrix, and 1 ≤ im, jm ≤ m, then the sequence E(|U(m)im,jm|2M ) does not
depend on the choices of im, jm and

(16) E(|U(m)im,jm|2M )1/2M = O(m−1/2).
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So, with i ∈ [n]Q,

|EQ| ≤
2M∏

h=1

E(|vih,jh
(κ(h), ε(h), n)|2M )1/2M (Hölder ineq.)

= O(q1(n)−M ′
n−M ′′

)

where
M ′ =

∑

1≤r≤N
kr=1

|mr|, M ′′ =
∑

1≤r≤N
kr 6=1

|mr|.

Thus it suffices to prove that

(17)
∑

i

2N∏

r=1

D(r, n)jM(r)
,

is o(qk(n)2q1(n)M
′
nM ′′

) in case 1◦), and o(q1(n)M
′+2nM ′′

) in case 2◦), where the sum is taken
on the elements i of [n]Q which satisfy (14).

Step V. Cases 1◦) and 2◦) We are going to prove it as an application of lemma 1.12. The

sum of (17) is the sum, on the same i’s, of

D(1, n)iM(1)+1
D(2, n)iM(2)+1

· · ·D(N − 1, n)iM(N−1)+1
D(N,n)i1

× D(N + 1, n)iM+1
D(N + 2, n)iM(N+2)

D(N + 3, n)iM(N+3)
· · ·D(2N,n)iM(2N)

.

i.e. of

D(N,n)i1D(1, n)iM(1)+1
D(2, n)iM(2)+1

· · ·D(N − 1, n)iM(N−1)+1

× (D(2N + 1, n)D(N + 1, n))iM+1
D(N + 2, n)iM(N+2)

D(N + 3, n)iM(N+3)
· · ·D(2N,n)iM(2N)

.

This sum is equal to

(18)
∑

i∈[n]P

2N∏

h=1

Aih(h, n),

where for h ∈ [2M ],

A(h, n) =





pk(h−1)(n)D(r, n)pk(h)(n) if ∃r ∈ {0, . . . , N − 1},
h = M(r) + 1

pk(h)(n) if h ∈ [M ] and h /∈
{M(0) + 1, . . . ,M(N − 1) + 1}

pk(2M)(n)D(N + 1, n)pk(M+1)(n) if h = M + 1

pk(h)(n)D(r, n)pk(h+1)(n) if ∃r ∈ {N + 2, . . . , 2N},
h = M(r)

pk(h)(n) if h ∈ [2M ] and h /∈
[M + 1] ∪ {M(N + 2), . . . ,M(2N)}

Now, note that by lemma 4.2.2 of [HP00] (or because the uniform distribution on the unitary
group is left and right invariant), if i ∈ [n]P corresponds to a nonzero term in equation (12),
then for all κ ∈ N×[d], for all 1 ≤ α, β ≤ n,

|{h ; ih = α, κ(h) = κ, ε(h) = 1}| = |{h ; jh = α, κ(h) = κ, ε(h) = −1}|,
|{h ; jh = β, κ(h) = κ, ε(h) = 1}| = |{h ; ih = β, κ(h) = κ, ε(h) = −1}|.
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Thus, if {h} is a singleton class in P, and if EP is non null, one has, using the cyclic orders on
[M ] and on {M + 1,M + 2, . . . , 2M},

ε(h) = 1 ⇒ κ(h) = κ(h− 1), ε(h − 1) = −1,

and ε(h) = −1 ⇒ κ(h) = κ(h− 1), ε(h − 1) = 1.

It clearly follows that there exists r ∈ {0, . . . , 2M}−{M +1} such that h = M(r)+1. Moreover,
by hypothesis, in case 1◦), A(h, n) = D(r, n) is a diagonal matrix with null trace, and, in case
2◦), A(h, n) = D(r, n) is a diagonal matrix with null trace whenever h /∈M,M + 1.

Case 1◦) Let us apply the lemma with P = Q and

H = {h ∈ [2M ] ; k(h) = 1}.
By definition of the A(h, n)’s, for all h ∈ H, for all i ∈ {q1(n) + 1, . . . , n}, Ai(h, n) = 0. By the
lemma, the sum of (17), which is equal to the sum of (18), is

O(q1(n)|PH|−pH/2n|PH|−pH/2)

But for any partition X with x singletons of a set S, one has |X | ≤ x+(|S|−x)/2, so |X |−x/2 ≤
|S|/2. So,

|PH| + |PH| −
pH
2

− pH
2

≤ (2M)/2 = M ′ +M ′′,

Moreover, since for all h ∈ [2M ], k(h) = 1 implies h ∈ H,

|PH| − pH/2 ≤ 1

2
|{h ; k(h) 6= 1}| = M ′′.

Thus, since q1(n) ≤ n,

n|PH|−pH/2 = n|PH|−pH/2−M ′′
nM ′′

= O(q1(n)|PH|−pH/2−M ′′
nM ′′

).

Hence

q1(n)|PH|−pH/2n|PH|−pH/2 = O
(
q1(n)|PH|− pH

2
+|PH|− pH

2
−M ′′

nM ′′
)

= O
(
q1(n)M

′
nM ′′

)
.

The sum of (17) is O
(
q1(n)M

′
nM ′′

)
, and the proposition is proved.

Case 2◦) Let us prove that the sum of (17) is o
(
q1(n)2+M ′

nM ′′
)

by induction on the number

|Q| of classes of Q. Let us denote, for B,B′ class of Q, Q(M → B) the partition of [2M ] obtained
from Q by linking classes B and {M}, and Q(M → B,M + 1 → B′) the partition obtained
from Q by linking classes B and {M}, and then the classes B′ (which has become B ∪ {M} if
B′ = B) and {M + 1} Let J(n) be the set of elements j of [n] such that D(N,n)j 6= 0. Note
that, as noted to step II, |I(n)| ≤ q1(n), and, by definition of D(N + 1, n), J(n) is also the set
of elements j of [n] such that D(N + 1, n)j 6= 0.

• If Q has only one class, by boundness hypothesis and since |I(n)| ≤ q1(n), the sum of (17)
is O(q1(n)).

• Assume that the conclusion holds to ranks 1, . . . , |Q| − 1.

- If neither {M} nor {M + 1} are singletons of Q, we apply the lemma, as for case 1◦), with
P = Q and

H = {h ∈ [2M ] ; k(h) = 1}.
It leads to the conclusion in the same way as in case 1◦).
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- If exactly one of {M}, {M + 1}, say {M}, is a singleton of Q, define P = Q − {{M}},
partition of the set [2M ] − {M}. Note that the sum of (17), which is equal to the sum of (18),
is

∑

j∈J(n)

[
A(M,n)j

∑

i∈([n]−{j})P

2N∏

h=1
h 6=M

Aih(h, n)
]

=
∑

j∈J(n)

[
A(M,n)j

( ∑

i∈[n]P

2N∏

h=1
h 6=M

Aih(h, n) −
∑

i∈[n]P

∃h,ih=j

2N∏

h=1
h 6=M

Aih(h, n)
)]

=
( ∑

j∈J(n)

A(M,n)j

)( ∑

i∈[n]P

2N∏

h=1
h 6=M

Aih(h, n)
)
−
( ∑

B∈Q
B 6={M}

∑

i∈[n]Q(M→B

2N∏

h=1

Aih(h, n)
)

So by the induction hypothesis, for all B ∈ P, B 6= {M}, we have

∑

i∈[n]Q(M→B)

2N∏

h=1

Aih(h, n) = o
(
q1(n)2+M ′

nM ′′
)
.

So it suffices to prove that we have

(19)
( ∑

j∈J(n)

A(M,n)j

)( ∑

i∈[n]P

2N∏

h=1
h 6=M

Aih(h, n)
)

= o
(
q1(n)2+M ′

nM ′′
)
.

But by boundness hypothesis,
∑

j∈J(n)A(M,n)j = 0(|J(n)|) = 0(q1(n)). So it suffices to prove

that the second sum in (19) is o
(
q1(n)M

′+1nM ′′
)
. Define

H = {h ∈ [2M ] − {M} ; k(h) = 1}.
By definition of the A(h, n)’s, for all h ∈ H, for all i ∈ {q1(n) + 1, . . . , n}, Ai(h, n) = 0. So by
the lemma, the second sum in (19) is

O(q1(n)|PH|−pH/2n|PH|−pH/2).

Since, as noted above, for any partition X with x singletons of a set S, one has |X |−x/2 ≤ |S|/2,
we have

|PH| + |PH| −
pH
2

− pH
2

≤ (2M − 1)/2 = M ′ +M ′′ − 1/2,

Moreover, since for all h ∈ [2M ] − {M}, k(h) = 1 implies h ∈ H,

|PH| − pH/2 ≤ 1

2
|{h ∈ [2M ] − {M} ; k(h) 6= 1}| ≤M ′′.

Thus, since q1(n) ≤ n,

n|PH|−pH/2 = n|PH|−pH/2−M ′′
nM ′′

= O(q1(n)|PH|−pH/2−M ′′
nM ′′

).

Hence

q1(n)|PH|−pH/2n|PH|−pH/2 = O
(
q1(n)|PH|− pH

2
+|PH|− pH

2
−M ′′

nM ′′
)

= O
(
q1(n)M

′−1/2nM ′′
)
,

thus the conclusion holds.
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- If {M} and {M + 1} are singletons of Q, define P = Q− {{M}, {M + 1}}, partition of the
set [2M ] − {M,M + 1}. Note that the sum of (17), which is equal to the sum of (18), is

∑

j,j′∈J(n)
j 6=j′

[
A(M,n)jA(M + 1, n)j′

∑

i∈([n]−{j,j′})P

2N∏

h=1
h 6=M

h 6=M+1

Aih(h, n)
]
.

Now, let us define Q′ to be the partition of [2M ] obtained from Q by linking classes {M} and
{M + 1}. The sum of (17) can be written

( ∑

j,j′∈J(n)

A(M,n)jA(M+1, n)j′
)( ∑

i∈[n]P

2N∏

h=1
h 6=M

h 6=M+1

Aih(h, n)
)
−
∑

i∈[n]Q′

2N∏

h=1

Aih(h, n)−
∑

R

∑

i∈[n]R

2N∏

h=1

Aih(h, n),

where in the last sum, R is taken in the set

{Q(M → B,M + 1 → B′) ; B,B′ ∈ Q}.

So by the induction hypothesis, it suffices to prove that

(20)
( ∑

j,j′∈J(n)

A(M,n)jA(M + 1, n)j′
)( ∑

i∈[n]P

2N∏

h=1
h 6=M

h 6=M+1

Aih(h, n)
)

= o
(
q1(n)2+M ′

nM ′′
)
.

But by boundness hypothesis,
∑

j,j′∈J(n)A(M,n)jA(M + 1, n)j′ = 0(|J(n)|2) = 0(q1(n)2). So it

suffices to prove that the second sum in (20) is o
(
q1(n)M

′
nM ′′

)
. Define

H = {h ∈ [2M ] − {M,M + 1} ; k(h) = 1}.
By definition of the A(h, n)’s, for all h ∈ H, for all i ∈ {q1(n) + 1, . . . , n}, Ai(h, n) = 0. So by
the lemma, the second sum in (20) is

O(q1(n)|PH|−pH/2n|PH|−pH/2).

Since, as noted above, for any partition X with x singletons of a set S, one has |X |−x/2 ≤ |S|/2,
we have

|PH| + |PH| −
pH
2

− pH
2

≤ (2M − 2)/2 = M ′ +M ′′ − 1,

Moreover, since for all h ∈ [2M ] − {M,M + 1}, k(h) = 1 implies h ∈ H,

|PH| − pH/2 ≤ 1

2
|{h ∈ [2M ] − {M,M + 1} ; k(h) 6= 1}| ≤M ′′.

Thus, since q1(n) ≤ n,

n|PH|−pH/2 = n|PH|−pH/2−M ′′
nM ′′

= O(q1(n)|PH|−pH/2−M ′′
nM ′′

).

Hence

q1(n)|PH|−pH/2n|PH|−pH/2 = O
(
q1(n)|PH|− pH

2
+|PH|− pH

2
−M ′′

nM ′′
)

= O
(
q1(n)M

′−1nM ′′
)
,

thus the conclusion holds. �
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1.5. Proof of theorem 1.8 (case where all ρk’s are positive). Step I. Let us introduce,
on the space of n×n matrices, the Schatten p-norms ||.||p (p ∈ [1,∞]), defined, for p <∞, by

||X||p = (tr |X|p)
1
p ,

and ||.||∞ = ||.||. They satisfy classical Hölder inequalities ([N74]).

Fix k, l ∈ [d] and consider, for n ≥ 1, a bi-unitarily invariant qk(n)×ql(n) random matrix
R(n) such that the sequence is uniformly bounded for ||.|| by C > 0 and such that the moments
of the singular law of R(n) converge in probability to constants. Note first that, by Carleman
criterion, it implies that its singular law converges in probability to a probability measure µ.
Then, as noticed in subsection 1.1, the distribution of R(n) can be realized as the distribution
of U(n)Λ(n)V (n) where U(n), λ(n), V (n) are independent, U(n), V (n) are respectively qk(n)×
qk(n), ql(n)×ql(n) uniform random unitary matrices, and

Λ(n) = [δj
i λ(i, n)]1≤i≤qk(n)

1≤l≤ql(n)

and 0 ≤ λ(1, n) ≤ · · · ≤ λ(min(qk(n), ql(n)), n).

Choose deterministic

0 ≤ ξ(1, n) ≤ · · · ≤ ξ(min(qk(n), ql(n)), n) ≤ C

such that the uniform distribution on the ξ(1, n)’s converges weakly to µ. Now set

Ξ(n) = [δj
i λ(i, n)]1≤i≤qk(n)

1≤l≤ql(n)

and N(n) = U(n)Ξ(n)V (n).

Let us prove that for all P polynomial in noncommutative random variables X,X∗, for all

p ∈ [1,∞), ||P (R̃(n)) − P (Ñ(n))||p converges in probability to zero.

By lemma 4.3.4 p. 152 of [HP00], for all m ≥ 1,

||R̃(n)∗ − Ñ(n)∗||p = ||R̃(n) − Ñ(n)||p = ||Λ̃(n) − Ξ̃(n)||p
converges in probability to zero. So, for all m ≥ 1, ε1, . . . , εm ∈ {., ∗},

||R̃(n)ε1 · · · R̃(n)εm − Ñ(n)ε1 · · · Ñ(n)εm ||p
≤

∑m
l=1 ||R̃(n)ε1 · · · R̃(n)εl−1(R̃(n)εl − Ñ(n)εl)Ñ (n)εl+1 · · · Ñ(n)εm ||p

≤ ∑m
l=1C

m−1||R̃(n)εl − Ñ(n)εl)||p,

which proves the result.

Note that in the case whereR is a uniformly bounded unitarily invariant qk(n)×qk(n) hermitian
random matrix, the moments of the spectral law of which converge in probability, then the same
work can be done, replacing V (n) by U(n)∗ and singular values by eigenvalues, and the same

conclusion holds: for all P ∈ C[X], for all p ∈ [1,∞), ||P (R̃(n)) − P (Ñ(n))||p converges in
probability to zero.

Step II. Let us denote by C the linear span of the c(i)’s. By (6) and (7), for all n, there is an

algebra morphism ψn from C to the linear span Cn of the C̃(i, n)’s. By (vi), for all c ∈ C, for all
k ∈ [d], the normalized trace of the k-th diagonal block of ψn(c) tends to ϕk(ckk).

Since 1 ∈ C, it suffices to prove that for all m ≥ 0, for all (sj , kj , lj)j∈[m] ∈ (N×[d]×[d])m, for
all P1, . . . , Pm polynomials in the noncommutative variables X,X∗, for all d(0), . . . , d(m) ∈ C,
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the normalized trace of the k-th diagonal block of

(21) ψn(d(0))

m∏

j=1

Pj(R̃(sj , kj , lj , n))ψn(d(j))

converges in probability to the k-th coordinate of

(22) E


d(0)

m∏

j=1

Pj(a(sj , kj , lj))d(j)


 ,

for all k ∈ [d].

Step III. Let us prove that we can remove d(0), i.e. that in order to prove the convergence in
probability, for all k ∈ [d] and all d(0), . . . , d(m) ∈ C, of the normalized trace of the k-th diagonal
block of (21) to the k-th coordinate of (22), it suffices to prove the convergence in probability,
for all k ∈ [d] and all d(1), . . . , d(m) ∈ C, of the k-th diagonal block of

m∏

j=1

Pj(R̃(sj, kj , lj , n))ψn(d′(j))

to the k-th coordinate of

E




m∏

j=1

Pj(a(sj , kj , lj))d
′(j)


 .

The idea is to use the formula TrXY = TrY X and to move d(0) from the left to the right of
the product, which comes down to replace d(m) by d(m)d(0). But the formula E(XY ) = E(Y X)
is not always true, so we have to be careful.

First, by linearity of E, we can suppose that d(0) is a simple element. Thus there exists
l0 ∈ [d] such that

d(0) = d(0)pl0 , ψn(d(0)) = ψn(d(0))pl0(n).

Now let us fix k ∈ [d]. We have to prove that

1

qk(n)
Tr pk(n)ψn(d(0))pl0(n)




m∏

j=1

Pj(R̃(sj , kj , lj , n))ψn(d(j))


 pk(n)

converges in probability to

ϕk


pkd(0)pl0




m∏

j=1

Pj(a(sj , kj , lj))d(j)


 pk


 ,

which amounts, since TrXY = TrY X and by (3), to prove that

ql0(n)

qk(n)

1

ql0(n)
Tr pl0(n)




m∏

j=1

Pj(R̃(sj , kj , lj , n))ψn(d(j))


 pk(n)ψn(d(0))pl0(n)

converges in probability to

ρl0

ρk
ϕl0






m∏

j=1

Pj(a(sj , kj , lj))d(j)


 pkd(0)pl0


 .
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Since
ql0

(n)

qk(n) −→
n→∞

ρl0
ρk

, it amounts to prove that

1

ql0(n)
Tr pl0(n)




m∏

j=1

Pj(R̃(sj, kj , lj , n))ψn(d(j)


 pkψn(d(0))pl0(n)

converges in probability to

ϕl0






m∏

j=1

Pj(a(sj , kj , lj))d(j)


 pkd(0)pl0


 .

If one replaces d(m) by d(m)pkd(0), it appears that it suffices to prove that for all l ∈ [d], the
normalized trace of the l-th diagonal block of

m∏

j=1

Pj(R̃(sj , kj , lj , n))ψn(d(j))ψn(pkd(0))

converges in probability to the l-th coordinate of

E




m∏

j=1

Pj(a(sj, kj , lj))d(j)


 .

Step IV. Then, we claim that it suffices to prove it when the R(s, k, l, n)’s are replaced by the
N(s, k, l, n)’s, where the N(s, k, l, n)’s, are defined from the R(s, k, l, n)’s like N(n) from R(n)
in the step I. Indeed, the normalized trace of any diagonal block of the difference between

m∏

j=1

Pj(R̃(sj, kj , lj , n))ψn(d(j))

and
m∏

j=1

Pj(Ñ(sj , kj , lj , n))ψn(d(j))

has an absolute value less or equal than the norm ||.||1 of their difference times one of the n/qk(n),
which is less or equal, by a decomposition like in step I, than

max
k∈[d]

n

qk(n)

m∑

j=1

CmDm−1||Pj(R̃(sj, kj , lj , n)) − Pj(Ñ(sj , kj , lj , n))||1,

where D = max
|z|,|z′|≤C

j∈[m]

|Pj(z, z
′)| which converges in probability to zero, by step I and because all

ρk’s are positive.

So let us prove that the normalized trace of the k-th diagonal block of
m∏

j=1

Pj(Ñ(sj , kj , lj , n))ψn(d(j))

converges in probability to the k-th coordinate of

E




m∏

j=1

Pj(a(sj, kj , lj))d(j)


 ,
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for all k ∈ [d].

Step V. We will prove it by induction on m. If m = 0, the result is clear. In the other case, let
us suppose the result to be proved to the ranks 0, . . . ,m−1. Let us denote x(j) = Pj(a(sj , kj , lj))

and X(j, n) = Pj(Ñ(sj , kj , lj , n)). Since C is an algebra containing p1, . . . , pd, if, for a certain
j ∈ [m], one would replace X(j, n) by one of the pk(n)’s and x(j) by the corresponding pk, then
the result would follow from the induction hypothesis (and from step III if j = 1). Thus, by
linearity, one can, for all j ∈ [m], add a linear combination of the pk(n)’s to X(j, n) and the
same linear combination of the pk’s to x(j). Therefore we can assume that for all j, E(x(j)) = 0.
By linearity, we can moreover suppose that for all j, x(j) is a simple element. Note that these
suppositions imply that for all n, j, X(n, j) has only one non zero block, and satisfies

E(X(j, n)) −→
n→∞

0 (convergence in probability).

From now on, we use the cyclic order on [m]. This means that to put the index m+ 1 on an
element amounts to put the index 1. As simple elements, the x(j)’s have the following property:
the product of any of the x(j)’s by one of the pk’s is either zero or x(j), and the same holds for
X(j, n)’s with pk(n)’s. Thus, if, for a certain j ∈ [m] such that (sj, kj , lj) = (sj+1, kj+1, lj+1),
one would replace d(j) by a linear combination of the pk(n)’s, then the result would follow from
the induction hypothesis (and from step III if j = m). So one can suppose that for all j ∈ [m−1]
such that (sj , kj , lj) = (sj+1, kj+1, lj+1), E(d(j)) = 0.

At last, for j ∈ [m] such that (sj, kj , lj) 6= (sj+1, kj+1, lj+1), one can write

d(j) = d′(j) +
∑

k∈[d]

λk(j)pk, with E(d′(j)) = 0.

Then, by linearity, one can suppose that for all such j, we have

E(d(j)) = 0 or ∃k ∈ [d], d(j) = pk.

To conclude, we have shown that we only have to prove that

E




m∏

j=1

X(j, n)ψn(d(j))




converges in probability to

E




m∏

j=1

x(j)d(j)


 ,

under the hypothesis that all x(j)’s are simple elements and satisfy E(x(j)) = 0, and for all
j ∈ [m],

E(d(j)) = 0 or {d(j) ∈ {p1, . . . , pd} and (sj , kj , lj) 6= (sj+1, kj+1, lj+1)}.

Note that under this hypothesis, by E-freeness, E
(∏m

j=1 x(j)d(j)
)

= 0.

Step VI. For all s, k, l, n with k 6= l, the matrix N(s, k, l, n) has been defined by the work of
step I, so we can write

N(s, k, l, n) = U(s, k, l, n)Ξ(s, k, l, n)V (s, k, l, n),
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with U(s, k, l, n), V (s, k, l, n) uniform random unitary matrices with respective sizes qk(n), ql(n),
and Ξ(s, k, l, n) a deterministic diagonal qk(n)×ql(n) matrix. In the same way, when s is even,
N(s, k, k, n) can be written

N(s, k, l, n) = U(s, k, k, n)Ξ(s, k, k, n)U∗(s, k, k, n),

and when s is odd, N(s, k, k, n) is a uniform random matrix of Uk(n).

Consider j ∈ [m]. If kj 6= lj , then X(j, n) is of one of the 4 following types:

(1) Ũ(sj, kj , lj , n)∆̃jṼ (sj , kj , lj , n), where ∆j is a qkj
(n)×qlj(n) diagonal matrix whose di-

agonal terms are the images of the diagonal terms of Ξ(sj, kj , lj , n) by an odd polynomial.

(2) Ṽ (sj, kj , lj , n)∗∆̃jŨ(sj, kj , lj , n)∗, where ∆j is a qlj(n)×qkj
(n) diagonal matrix whose di-

agonal terms are the images of the diagonal terms of Ξ(sj, kj , lj , n) by an odd polynomial.

(3) Ũ(sj, kj , lj , n)∆̃jŨ(sj , kj , lj , n)∗, where ∆j is a qkj
(n)×qkj

(n) diagonal matrix whose di-
agonal terms are the images of the diagonal terms of Ξ(sj, kj , lj , n) by an even polynomial.

(4) Ṽ (sj, kj , lj , n)∗∆̃jṼ (sj , kj , lj , n), where ∆j is a qlj(n)×qlj(n) diagonal matrix whose diag-
onal terms are the images of the diagonal terms of Ξ(sj, kj , lj , n) by an even polynomial.

In the case where kj = lj, when sj is even, only the last type is possible, and when sj is odd,

X(j, n) is a linear combination of positive or negative powers of Ñ(sj, kj , lj , n). By linearity

again, this combination can be repaced by a non zero power of Ñ(sj , kj , lj , n).

Note that in all types previously presented, the constant diagonal matrix ∆j satisfies

E(∆̃j) −→
n→∞

0.

Moreover, for all n, the family of random matrices from Uk(n)’s arising in these decompositions
are independent, so the result follows from case 1◦) of proposition 1.14 and remark 1.15.

1.6. Proof of theorem 1.10 (case where ρ1 = 0, all other ρk’s are positive). We shall
follow closely the proof of theorem 1.8 (case where all ρk’s are positive) given in the previous
section, but because of the weaker hypothesis (singular values of non hermitian random matrices
and spectrum of hermitian ones are now supposed to be deterministic), we shall skip steps I
and IV, in which non hermitian (resp. hermitian) random matrices where approximated by
random matrices with deterministic singular values (resp. deterministic spectrum). However,
the hypothesis ρ1 = 0 will make things slightly harder.

As previously, let us denote by C the linear span of the c(i)’s, and define ψn in the same way
as before.

As previously again, since 1 ∈ C, it suffices to prove that for all m ≥ 0, the following
proposition holds:

∀(sj, kj , lj)j∈[m] ∈ (N×[d]×[d])m,∀P1, . . . , Pm polynomials in the noncommutative variables X,X∗,

∀d(0), . . . , d(m) ∈ C,∀k ∈ [d], the normalized trace of the k-th diagonal block of

ψn(d(0))

m∏

j=1

Pj(R̃(sj , kj , lj , n))ψn(d(j))
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(23) converges in probability to ϕk


d(0)

m∏

j=1

Pj(a(sj , kj , lj))d(j)


 .

Note first that by linearity, it suffices to prove it when d(0), d(m) are supposed to be simple,
which implies that there exists u, v ∈ (d] such that

(24) pud(0) = d(0), d(m)pv = d(m).

Let us denote by H(m,u, v) the proposition (23), where d(0), d(m) are moreover supposed to
satisfy (24).

We have to prove H(m,u, v) for all m ≥ 0 and all u, v ∈ [d]. Note first that if u 6= v,
H(m,u, v) is immediate. Let us denote by H ′(m) the proposition obtained from (23) removing
d(0):

∀(sj, kj , lj)j∈[m] ∈ (N×[d]×[d])m,∀P1, . . . , Pm polynomials in the noncommutative variables X,X∗,

∀d(1), . . . , d(m) ∈ C,∀k ∈ [d], the normalized trace of the k-th diagonal block of
m∏

j=1

Pj(R̃(sj, kj , lj , n))ψn(d(j))

converges in probability to ϕk




m∏

j=1

Pj(a(sj , kj , lj))d(j)


 .

Following step III of the previous section, we see that for all u ∈ [d] − {1}, H ′(m) implies
H(m,u, u). Thus we only have to prove that for all m ≥ 0, H ′(m) and H(m, 1, 1) hold.

Let us prove it by induction on m. For m = 0, the result is immediate. Consider m ≥ 1 such
that H ′(l) and H(l, 1, 1) hold for all l < m.

Let us first prove H(m). Consider (sj, kj , lj)j∈[m] ∈ (N×[d]×[d])m, P1, . . . , Pm polynomials in
the noncommutative variables X,X∗, d(1), . . . , d(m) ∈ C. Let us prove that

E
( m∏

j=1

Pj(R̃(sj, kj , lj , n))ψn(d(j))
)

converges in probability to dsE(
∏m

j=1

∏m
j=1 Pj(a(sj, kj , lj))d(j)). Let us denote x(j) = Pj(a(sj , kj , lj))

and X(j, n) = Pj(Ñ(sj, kj , lj , n)). Similarly to step V of the previous section, by the induction
hypothesis and the fact that H ′(m− 1) implies H(m− 1, u, u), we can suppose that for all n, j,
X(n, j) has only one non zero block and satisfies

E(X(j, n)) −→
n→∞

0 (convergence in probability).

We can also suppose that for all j ∈ [m] such that with the cyclic order (sj , kj , lj) = (sj+1, kj+1, lj+1),
we have

E(d(j)) = 0 or ∃k ∈ [d], d(j) = pk.

Under these assumptions, we only have to prove that

E




m∏

j=1

X(j, n)ψn(d(j))



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converges in probability to

E




m∏

j=1

x(j)d(j)


 = 0.

Following step VI of the previous section, it appears to be an application of case 1◦) of
proposition 1.14 and remark 1.15.

Let us now prove H(m, 1, 1). Consider (sj, kj , lj)j∈[m] ∈ (N×[d]×[d])m, P1, . . . , Pm polynomials
in the noncommutative variables X,X∗, d(0), . . . , d(m) ∈ C. Let us prove that

E
(
ψn(d(0))

m∏

j=1

Pj(R̃(sj, kj , lj , n))ψn(d(j))
)

converges in probability to dsE(d(0)
∏m

j=1

∏m
j=1 Pj(a(sj , kj , lj))d(j)). Let us denote x(j) =

Pj(a(sj , kj , lj)) and X(j, n) = Pj(Ñ (sj, kj , lj , n)). Again, similarly to step V of the previous
section, we can suppose that for all n ≥ 1, j ∈ [m− 1], X(n, j) has only one non zero block and
satisfies

E(X(j, n)) −→
n→∞

0 (convergence in probability).

We can also suppose that for all j ∈ [m− 1] such that , (sj , kj , lj) = (sj+1, kj+1, lj+1), we have

E(d(j)) = 0 or ∃k ∈ [d], d(j) = pk.

Following again step VI of the previous section, it appears to be an application of case 2◦) of
proposition 1.14 and remark 1.15.

2. Definition of rectangular free additive convolution

For ν probability measure on R, denote by ν̃ the symmetrization of ν, which is the probability
measure defined by ν̃(B) = 1

2(ν(B) + ν(−B)) for all Borel set B.

One of the interests of modelization with free probabilities of the asymptotic behavior of square
random matrices is the possibility to compute the asymptotic spectral law of an hermitian matrix
which is a function of several independent random matrices. In particular ([V91]), if M(1, n),
M(2, n) are independent hermitian unitarily invariant random matrices whose spectral laws
tend respectively to ν1, ν2 when their dimension n goes to infinity, then the spectral law of
M(1, n) + M(2, n) tends to ν1⊞ν2 (free additive convolution of ν1, ν2), and the spectral law of√
M(1, n)M(2, n)

√
M(1, n) (when the matrices are positive) tends to ν1⊠ν2 (free multiplicative

convolution of ν1, ν2). In the same way (combine Theorem 4.3.11 of [HP00] and Propositions
3.5, 3.6 of [HL00]), if the matrices M(1, n),M(2, n) are non hermitian bi-unitarily invariant (and
still independent), with asymptotic singular distributions ν1, ν2, then the symmetrization of the
singular distribution of M(1, n)+M(2, n) tends to ν̃1⊞ν̃2, and the push-forward, by the function
x → x2, of the singular distribution of M(1, n)M(2, n) is the free multiplicative convolution of
the push-forwards, by x→ x2, of ν1, ν2.

Now, suppose that M(1, n), M(2, n), instead of being square, are rectangular (independent
and bi-unitarily invariant) q1(n)×q2(n) random matrices whose singular laws tend to ν1, ν2. We
keep the notations introduced in section 1.2, but suppose that d = 2:

q1(n) + q2(n) = n, q1(n), q2(n) −→
n→∞

∞,
q1(n)

n
−→
n→∞

ρ1 ≥ 0,
q2(n)

n
−→
n→∞

ρ2 > 0.
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Since for 1 ≤ q ≤ q′, the singular law ν of a q×q′ matrix M is related to the singular law ν ′ of
M∗ by

ν ′ =
q′ − q

q′
δ0 +

q

q′
ν,

we can, without restriction, suppose that q1(n) ≤ q2(n).

First, the singular distribution of M(1, n)M(2, n)∗ tends to a distribution that can be com-
puted by free probability theory. Indeed, for all r ≥ 1 even, the r-th moment of the singular
distribution of M(1, n)M(2, n)∗ is

(25)
1

q1(n)
Tr(M(1, n)M(2, n)∗M(2, n)M(1, n)∗)r/2,

which is equal to
q2(n)

q1(n)

1

q2(n)
Tr(M(2, n)∗M(2, n)M(1, n)∗M(1, n))r/2,

which tends to ρ2/ρ1(n) (when ρ1 > 0) times the r/2-th moment of τ1⊠τ2, where τ1, τ2 are the
limit spectral distributions of M(2, n)∗M(2, n),M(1, n)∗M(1, n). τ1, τ2 can easily be computed
from ν1, ν2. Thus, if ρ1 > 0, the limit of the spectral distribution of M(1, n)M(2, n)∗ can
be easily computed using tools of free probability. If ρ1 = 0, then ρ1 = 0, then the explicit
computation of the expectation and of the variance of (25) for r = 2 gives us the convergence
of the singular law of M(1, n)M(2, n)∗ to the Dirac measure in zero.

But it does not seem to be possible to compute the singular law of M(1, n) + M(2, n) with
the tools of free probability theory. Indeed, for r ≥ 1 even, its r-th moment is given by

1

q1(n)
Tr((M(1, n) +M(2, n))(M(1, n)∗ +M(1, n)∗))r/2,

which can be expanded into the sum of

(26)
1

q1(n)
TrM(i1, n)M(i2, n)∗ · · ·M(ir−1, n)M(ir, n)∗,

where the sum is taken over all i ∈ {1, 2}r . Asymptotics of normalized traces like in (26)
cannot be computed with free probability theory, because our random matrices are not square,
and we cannot reduce the problem, as for M(1, n)M(2, n)∗, to a problem which involves only
independent square random matrices. Thus we have to use theorem 1.8 (or theorem 1.10 if
ρ1 = 0) to compute the asymptotic singular law of M(1, n) +M(2, n).

Proposition-Definition 2.1. Let µ1, µ2 be two compactly supported symmmetric probability
measures on the real line.
(a) Let, for all n ≥ 1, M(1, n), M(2, n) be independent bi-unitarily invariant q1(n)×q2(n) random
matrices, with deterministic singular values if ρ1 = 0, uniformly bounded for ||.||, and such that
for all i = 1, 2, the symmetrization of the singular law of M(d, i) converges in probability to µi.
Then the symmetrization of the singular law of M(d, 1) +M(d, 2) converges in probability to a
symmetric probability measure on the real line, denoted µ1⊞λµ2, which depends only on µ1, µ2,
and λ := q1(n)/q2(n).
(b) µ1⊞λµ2 is the unique symmetric measure µ such that for all r ∈ N even, the r-th moment of

µ is ϕ1(((a1 + a2)(a1 + a2)
∗)r/2), where a1, a2 are free with amalgamation over D elements of

p1Ap2, (A, p1, p2, ϕ1, ϕ2) is a (ρ1, ρ2)probability space, and for all i = 1, 2, for all r ∈ N even,

ϕ1((aia
∗
i )

r/2) is the r-th moment of µi.
(c) The support of µ1⊞λµ2 is contained in the sum of the convex hulls of the supports of µ1 and
µ2.
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The binary operation ⊞λ on the set of compactly supported symmetric probability measures,
called rectangular free convolution with ratio λ, will be extended to the set of symmetric proba-
bility measures, and the same result will stay true without any hypothesis of boundness.

Proof By theorem 1.8 (or theorem 1.10 if ρ1 = 0), if a1, a2 are elements of a (ρ1, ρ2)-probability

space (A, p1, p2, ϕ1, ϕ2) as in (b), then (M̃(1, n), M̃ (2, n)) converges in D-distribution in proba-
bility to (a1, a2). Thus once the existence of µ1⊞λµ2 proved, (b) will be immediate.

Let [−si, si] be the convex hull of the support of µi (i = 1, 2). By [A61], to prove the
convergence in probability of the symmetrization of the singular law of M(1, n) +M(2, n) to a
probability measure with support in [−s1 − s2, s1 + s2], it suffices to prove that for every pair
polynomial P =

∑
k ckX

2k that is non negative on [−s1 − s2, s1 + s2], the normalized trace

of
∑

k ck((M(1, n) +M(2, n))(M(1, n) +M(2, n))∗)k converges to a non negative number. We

know that this normalized trace converges to ϕ1[
∑

k ck((a1 + a2)(a1 + a2)
∗)k]. To prove that

this number is nonnegative, one can suppose that for all n, for all i = 1, 2,

M(i, n) = U(i, n)[δl
kλi(k, n)]1≤k≤q1(n)

1≤l≤q2(n)

V (i, n),

where λi(1, n), . . . , λi(q1(n), n) are real numbers of the support of µi such that the uniform
distribution on the λi(k, n)’s (k = 1, . . . , q1(n)) converges weakly to µi and U(i, n), V (i, n),
are independent respectively q1(n)×q1(n), q2(n)×q2(n) uniform unitary random matrices. In
this case, the normalized trace of

∑
k ck((M(1, n)+M(2, n))(M(1, n)+M(2, n))∗)k is obviously

nonnegative.

The fact that the sequence of the ϕ1

(
((a1 + a2)(a1 + a2)

∗)k
)

depends only on µ1, µ2 and λ

is a direct consequence of the fact that the D-distribution of an free with amalgamation over D
family depends only on the individual D-distributions (lemma 1.6). �

Now, let us make a couple of remarks about this convolution.

(1) When ρ1 > 0, the proof of the existence of a symmetric probability measure with support
contained in the sum of the convex hulls of the supports of µ1 and µ2 and which satisfies (b) can
be done using the theory of C∗-algebras (the reader who has no knowledge of operator algebra
can skip (1) without it being problem for the rest of the article): consider a1, a2 are elements of
a (ρ1, ρ2)-probability space (A, p1, p2, ϕ1, ϕ2) as in (b). By the GNS representation or by chapter
III of [S98], we can suppose that A is a C∗-algebra and that

ϕ :

[
x11 x12

x21 x22

]
7→ ρ1ϕ1(x11) + ρ2ϕ2(x22),

is a tracial state. In this case, p1Ap1 is also a C∗-algebra, and ϕ1 is a tracial state on p1Ap1. Then
ϕ1 ([(a1 + a2)(a1 + a2)

∗]n)’s are the even moments of the distribution of ((a1 +a2)(a1 +a2)
∗)1/2,

as a self-adjoint element of p1Ap1. Moreover, it is easy to see that for all x ∈ p1Ap2, the
symmetrization µ̃(xx∗)1/2 of the distribution of (xx∗)1/2 in (p1Ap1, ϕ1) and the distribution µx+x∗

of x+ x∗ in (A, ϕ) are linked by the relation

(27) µx+x∗ = 2ρ1µ̃(xx∗)1/2 + (ρ2 − ρ1)δ0.

(2) When λ = 1, the rectangular free convolution is the well known additive free convolution,
defined in [VDN91]. There are three ways to prove this. All use the fact that the symmetrization
of the distribution of the absolute value of the sum of two free R-diagonal elements is the free
convolution of the symmetrizations of the distributions of their absolute values (Proposition 3.5
of [HL00]).
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- First, we can apply the previous corollary to sequences of square matrices. And we know
(Theorem 4.3.11 of [HP00]) that independent bi-unitarily invariant square matrices are
asymptotically free R-diagonal elements.

- Also, one can prove this constructing A to beM2(C)⊗B, where (B, ϕ) is a C∗-probability
space with two free R-diagonal elements a1, a2, whose absolute values have symmetrized
distributions µ1, µ2. It is then easy to prove (in a similar way as Proposition 3.8 of

[NSS99]) that A1 =

[
0 a1

0 0

]
, A2 =

[
0 a2

0 0

]
are free with amalgamation over D. µ1⊞λµ2

is the symmetrization of the distribution of ((A1 + A2)(A1 + A2)
∗)1/2 in (p1Ap1, ϕ1),

which is the symmetrization of the distribution of ((a1 + a2)(a1 + a2)
∗)1/2 = |a1 + a2| in

(B, ϕ).
- With the same notations, one could also have concluded using the fact that µ̃((A1+A2)(A1+A2)∗)1/2

in (p1Ap1, ϕ1) is, by (27), the distribution of

[
0 a1 + a2

a∗1 + a∗2 0

]
in (M2(C) ⊗B, tr⊗ϕ),

that is, as noticed in Remark 3.5 of [NSS99], the symmetrization of the distribution of
|a1 + a2| (in (B, ϕ)), that is µ1⊞µ2.

(3) We will see later that the free convolution with ratio 0 is also related to the free convolution.

In the next section, we are going to study cumulants related to this convolution (and, more
generally to the freeness with amalgamation over D), like free cumulants in [S94]. We will
use them to define an analytic integral transform of symmetric probability measures which
linearizes ⊞λ, and which will, as a consequence, allow us to compute rectangular free convolution
of symmetric probability measures.

3. Cumulants

In this section, the term algebra (resp. subalgebra) will refer to the notion of ∗-algebra (resp.
∗-subalgebra). The theory of cumulants in a D-probability space (i.e. in an algebra endowed
with a conditional expectation on a subalgebra D) has been developed in [S98] (for a short
abstract, see [NSS02]). In this section, we will begin by giving the main lines of this theory, and
then we will investigate the special case of (ρ1, . . . , ρd)-probability spaces.

3.1. General theory of cumulants in a D-probability space. In this section, we consider
an algebra A, a subalgebra D of A, and a conditional expectation E form A to D, i.e. a map E
such that

∀(d, a, d′) ∈ D ×A×D,E(dad′) = dE(a)d′.

Let us begin with algebraic definitions. A D-bimodule is a vector space M over C on which
the algebra D acts on the right and on the left. The tensor product M⊗DN of two D-bimodules
M,N is their tensor product as C-vector spaces, where for all (m,d, n) ∈M×D×N , (m.d)⊗n and
m⊗ (d.n) are identified. M ⊗DN is endowed with a structure of D-bimodule by d1.(m⊗n).d2 =
(d1.m) ⊗ (n.d2). Therefore we can define, for n positive integer, A⊗Dn = A⊗D · · · ⊗D A︸ ︷︷ ︸

n times

.

A partition π of a finite totally ordered set I is said to be noncrossing if there is no i < j <
k < l ∈ I such that i, k are connected by π, j, l also, but not i, j. The following lemma can
easily be proved by induction over the cardinality of I.

Lemma 3.1. A partition π of a finite totally ordered set I is noncrossing if and only if π has
only one class or a class V of π is an interval, and π−{V } is a non crossing partition of I−V .



28 FLORENT BENAYCH-GEORGES

Consider a sequence (fn)n≥1 of maps, each fn being a D-bimodule morphism between A⊗Dn

and D. For n positive integer and π ∈ NC(n) (noncrossing partition of [n]), we define the
D-bimodule morphism fπ between A⊗Dn and D in the following way: if π = 1n is the one-
block partition, fπ = fn. In the other case, a block V of π is an interval [k, l]. If k = 1
(resp. l = n), then fπ(a1 ⊗ · · · ⊗ an) = fl−k+1(a1 ⊗ · · · ⊗ al)fπ\{V }(al+1 ⊗ · · · ⊗ an) (resp.
fπ\{V }(a1 ⊗ · · · ⊗ ak−1)fl−k+1(ak ⊗ · · · ⊗ an)). In the other case, one has 1 < k ≤ l < n. Then
fπ(a1 ⊗ · · · ⊗ an) is defined to be fπ\{V }(a1 ⊗ · · · ⊗ ak−1fl−k+1(ak ⊗ · · · ⊗ al) ⊗ al+1 ⊗ · · · ⊗ an)
or fπ\{V }(a1 ⊗ · · · ⊗ ak−1 ⊗ fl−k+1(ak ⊗ · · · ⊗ al)al+1 ⊗ · · · ⊗ an), both are the same by definition
of ⊗D.
For example, if π = {{1, 6, 8}, {2, 5}, {3, 4}, {7}, {9}}, then

fπ(a1 ⊗ · · · ⊗ a9) = f3 (a1f2 (a2f2(a3 ⊗ a4) ⊗ a5) ⊗ a6f1(a7) ⊗ a8) f1(a9).

Let us define, for all n ≥ 1, the D-bimodule morphism En between A⊗Dn and D which maps
a1 ⊗ · · · ⊗ an to E(a1 · · · an). Then, one can define the sequence (cn)n≥1 of maps, each cn being
a D-bimodule morphism between A⊗Dn and D,by one of the following equivalent formulae:

∀n,∀π ∈ NC(n), Eπ =
∑

σ≤π

cσ,(28)

∀n, En =
∑

σ∈NC(n)

cσ(29)

∀n,∀π ∈ NC(n), cπ =
∑

σ≤π

µ(σ, π) Eσ ,(30)

∀n, cn =
∑

σ∈NC(n)

µ(σ, 1n) Eσ,(31)

where µ is the Möbius function ([R64], [S99]) of the lattice NC(n) endowed with the refinement
order.

We recall Theorem 1 of [ŚS01].

Theorem 3.2. A family (χi)i∈I of subsets of A is free with amalgamation over D if and only
if for all n ≥ 2, for all non constant i ∈ In, for all a1 ∈ χi1,..., an ∈ χin, for all d1, . . . , dn ∈ D,
one has cn(a1d1 ⊗ · · · ⊗ andn) = 0.

For example, if a1, a2 are free with amalgamation over D, for all n ≥ 2 even, one has

cn((a1 + a2) ⊗ (a∗1 + a∗2) ⊗ (a1 + a2) ⊗ · · · ⊗ (a∗1 + a∗2))

= cn(a1 ⊗ a∗1 ⊗ a1 ⊗ · · · ⊗ a∗1) + cn(a2 ⊗ a∗2 ⊗ a2 ⊗ · · · ⊗ a∗2).(32)

3.2. The special case where D = Span(p1, p2). In this section, we consider a (ρ1, ρ2)-
rectangular probability space (A, p1, p2, ϕ1, ϕ2), with ρ1/ρ2 = λ. We shall adopt the point
of view of operator-valued free probability: the linear span D of {p1, p2} is an algebra, which
can be identified to the the set of 2×2 complex diagonal matrices, and then to C2 by

λ1p1 + λ2p2 ≃
[
λ1 0
0 λ2

]
≃ (λ1, λ2),

and with this identification, the application E is then a conditional expectation from A to D.
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Let us define, for all m, c
(1)
m , c

(2)
m the linear forms on the complex vector space A⊗Dm defined

by

∀x ∈ A, cm(x) =

[
c
(1)
m (x11) 0

0 c
(2)
m (x22)

]
.

By (32), an analytic integral transform of a symmetric measure µ with coefficients given by

c
(1)
2n (a⊗a∗⊗· · ·⊗a∗), where a ∈ p1Ap2 is such that for all r even, ϕ1((aa

∗)r/2) is the r-th moment

of µ, would linearize ⊞λ. Thus we have to give an explicit relation between the ϕ1((aa
∗)r/2)’s

and the c
(1)
n (a ⊗ a∗ ⊗ · · · ⊗ a∗)’s. This relation is given by equation (29), but we shall express

cπ(a⊗ a∗ ⊗ · · · ⊗ a∗) as a function of c
(1)
r (a⊗ a∗ ⊗ · · · ⊗ a∗) and c

(2)
r (a∗ ⊗ a⊗ · · · ⊗ a), and give

a relation between c
(1)
r (a⊗ a∗ ⊗ · · · ⊗ a∗) and c

(2)
r (a∗ ⊗ a⊗ · · · ⊗ a).

For a more exhaustive study of cumulants in (ρ1, . . . , ρd)-probability spaces, the reader can
refer to [B-G2].

Consider a ∈ p1Ap2. First of all, since a = p1ap2 and p1p2 = p2p1 = 0, by definition of
the tensor product of D-bimodules, for all ε1, . . . , εn ∈ {., ∗} such that there exists l ∈ [n − 1],
εl = εl+1, we have

cn(aε1 ⊗ · · · ⊗ aεn) = 0.

Moreover, since cn is a D-bimodule morphism with values in D and p1Dp2 = p2Dp1 = {0}, if
εn = ε1, we also have

cn(aε1 ⊗ · · · ⊗ aεn) = 0.

Thus, for π ∈ NC(n), if

cπ(a⊗ a∗ ⊗ · · · ⊗ a∗) 6= 0,

then all blocks of π have even cardinality and consist of an alternating sequence of even and odd
numbers. We denote by NC’(n) the set of such partitions. For example, {{1, 4, 5, 6}, {2, 3}} ∈
NC’(6), whereas {{1}, {2, 3}, {4, 5, 6}} /∈ NC’(n). Using lemma 3.1, we prove easily that in fact,
any noncrossing partition in which all blocks have even cardinality is in NC’(n).

At last, because cn is a D-bimodule morphism with values in D,

cn(a⊗ a∗ ⊗ · · · ⊗ a∗) = c(1)n (a⊗ a∗ ⊗ · · · ⊗ a∗)p1,(33)

cn(a∗ ⊗ a⊗ · · · ⊗ a) = c(2)n (a∗ ⊗ a⊗ · · · ⊗ a)p2.(34)

Thus for all π ∈ NC’(n).

cπ(a⊗ a∗ ⊗ · · · ⊗ a∗) =
∏

V ∈π
minV odd

c
(1)
|V |(a⊗ · · · ⊗ a∗)

∏

V ∈π
min V even

c
(2)
|V |(a

∗ ⊗ · · · ⊗ a).p1(35)

cπ(a∗ ⊗ a⊗ · · · ⊗ a) =
∏

V ∈π
minV odd

c
(2)
|V |(a

∗ ⊗ · · · ⊗ a)
∏

V ∈π
min V even

c
(1)
|V |(a⊗ · · · ⊗ a∗).p2(36)

Remark 3.3. Note that all we did here stays true if one replaces cπ, c
(1), . . . by Eπ, ϕ1, . . ..

Now, it remains only to give the relation between c
(1)
r (a⊗a∗⊗· · ·⊗a∗) and c

(2)
r (a∗⊗a⊗· · ·⊗a).

Lemma 3.4. For all n even, we have ρ1c
(1)
n (a⊗ a∗ ⊗ · · · ⊗ a∗) = ρ2c

(2)
n (a∗ ⊗ a⊗ · · · ⊗ a).
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Proof We are going to prove it by induction over n. Let us prove it for n = 2. We have c1 = E
and c2(x⊗y) = E(xy)−E(x) E(y), so the result is given by equation (3). Assume now the result
to be proved to the ranks 2, 4, . . . , n− 2. One has, by formulae (29),(35),(36),

c(1)n (a⊗ · · · ⊗ a∗) = ϕ1(a · · · a∗)︸ ︷︷ ︸
X

−
∑

π∈NC’(n)

∏

V ∈π
minV odd

c
(1)
|V |(a⊗ · · · ⊗ a∗)

∏

V ∈π
min V even

c
(2)
|V |(a

∗ ⊗ · · · ⊗ a)

︸ ︷︷ ︸
Y

,

and

c(2)n (a∗ ⊗ · · · ⊗ a) = ϕ2(a
∗ · · · a)︸ ︷︷ ︸
X′

−
∑

π∈NC’(n)

∏

V ∈π
min V odd

c
(2)
|V |(a

∗ ⊗ · · · ⊗ a)
∏

V ∈π
minV even

c
(1)
|V |(a⊗ · · · ⊗ a∗)

︸ ︷︷ ︸
Y ′

.

Since ρi0X = ρi1X
′ (by formula (3)), it suffices to prove that

ρi0Y = ρi1Y
′.

To do that, it suffices to propose a bijective correspondance π 7→ π̃ from NC’(n) − {1n} to
NC’(n) − {1n} such that for all π ∈ NC’(n) − {1n},

ρi0

∏

V ∈π
min V odd

c
(1)
|V |(a⊗· · ·⊗a∗)

∏

V ∈π
minV even

c
(2)
|V |(a

∗⊗· · ·⊗a) = ρi1

∏

V ∈π
minV odd

c
(2)
|V |(a

∗⊗· · ·⊗a)
∏

V ∈π
minV even

c
(1)
|V |(a⊗· · ·⊗a∗).

by the induction hypothesis, the correspondence which maps π ∈ NC’(n)−{1n} to π̃ defined by

k
π̃∼ l ⇔ σ(k)

π∼ σ(l), where σ is the cycle (12 · · · n) of [n], is convenient. �

From (29), (35), and the previous lemma, we deduce:

Proposition 3.5. For a ∈ p1Ap2, n positive integer,

(37) ϕ1((aa
∗)n) =

∑

π∈NC’(2n)

λe(π)
∏

V ∈π

c|V |(a),

where for all r even, cr(a) denotes c
(1)
r (a⊗ · · · ⊗ a∗), and for all π, e(π) denotes the number of

blocks of π with even minimum.

3.3. The case λ = 0, characterization of ⊞0. In all this subsection, we suppose that λ = 0,
i.e. (ρ1, ρ2) = (0, 1). In this case, by equation (3), E is null on p2Ap1Ap2, thus on p2Ap1A.
It implies that En is null on p2Ap1 ⊗D A⊗Dn−1. Hence, for any π ∈ NC(n), Eπ is null on any
space of the type pi0Api1 ⊗D pi1Api2⊗D... ⊗Dpin−1Apin , where the minimum k of a block of π
is such that (ik−1, ik) = (2, 1). By the formula (iii) of the definition of the cumulant functions
in subsection 3.1, the function cπ is null too on the previous subspace.

Consider n even and π ∈ NC(n). For Eπ or cπ to be nonzero on (p1Ap2 ⊗D p2Ap1)
⊗Dn/2, π

has to belong to NC’(n) and no block of π has to have even minimum (i.e. e(π) has be 0). Let
us introduce the set NCd(n) of noncrossing partitions π of [n] such that for all k even in [n],

k−1
π∼ k. Note that NCd(n) is contained in the set of elements of NC’(n) in which no block has
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even minimum. We claim that the inverse inclusion is true. Indeed, suppose the existence of
π ∈ NC’(n)\NCd(n) in which no block has even minimum. Define k = min{k ∈ [n] ; k even and

k − 1
π
≁ k}. k cannot be the minimum of its block in π, and by minimality of k, its preceding

element j in this block has to be even. Then, as π is noncrossing, the set {j + 1,..., k − 1} is a
union of classes of π, but its cardinality is odd, which is in contradiction with π ∈ NC’(n).

So by (29), for all n even, for all family (ai, bi)i=1,...,n/2 of (p1Ap2 × p2Ap1)
n/2, we have, for

all π∈ NCd(n),

ϕ1,π(a1, b1, . . . , an/2, bn/2) =
∑

σ∈NCd(n)
σ≤π

c(1)σ (a1 ⊗ b1 ⊗ · · · ⊗ an/2 ⊗ bn/2).

But NCd(n) is in correspondance with NC(n/2) by the order-preserving bijection d from
NC(n/2) onto NCd(n), that maps any noncrossing partition π to the partition d(π) that links to
elements i, j of [n] if and only if the upper integer parts of i/2 and j/2 are linked by π. With this
definition, the previous equation can be written: for all n even, for all familly (ai, bi)i=1,...,n/2 of

(p1Ap2 × p2Ap1)
n/2, we have, for all π∈ NC(n/2),

(38) ϕ1,π(a1b1, . . . , an/2bn/2) =
∑

σ∈NC(n)
σ≤d(π

)

c(1)σ (a1 ⊗ b1 ⊗ · · · ⊗ an/2 ⊗ bn/2).

So, from the very definition of free cumulants in a noncommutative probability space (p. 621
of [S94] or definition 4.5 of [S99]), we deduce:

Proposition 3.6. For all n even, for all family (ai, bi)i=1,...,n/2 of (p1Ap2×p2Ap1)
n/2, c

(1)
n (a1⊗

b1 ⊗ a2 ⊗ b2 ⊗ · · · ⊗ an/2 ⊗ bn/2) is the free cumulant of the family of the n/2 noncommutative
random variables (a1b1,..., an/2bn/2) in (p1Ap1, ϕ1).

Now we are able to give the link between the free convolution with null ratio ⊞0 and the free
convolution ⊞:

Proposition 3.7. The free convolution with null ratio of two compactly supported symmetric
probability measures is the unique symmetric probability whose push-forward by the square func-
tion is the free convolution of the push-forwards by the square function of the two probabilities.

Proof Denote, for ν probability measure, mn(ν) its n-th moment, and Kn(ν) its n-th free
cumulant. Recall ([S94]) that free cumulants of probability measures are defined by the formula

(39) ∀n ≥ 1,mn(ν) =
∑

π∈NC(n)

∏

B∈π

K|B|(ν),

and that the free convolution of ν1, ν2 compactly supported probability measures is the only
probability with free cumulants Kn(ν1) + Kn(ν2) (n ≥ 1).
Consider two symmetric compactly supported probability measures µ1, µ2. Denote by ν1, ν2

their respective push-forwards by the square function. It suffices to prove that for all n even,
mn(µ1⊞0µ2) = mn/2(ν1⊞ν2), i.e. that for all n even,

mn(µ1⊞0µ2) =
∑

π∈NC(n/2)

∏

B∈π

(K|B|(ν1) + K|B|(ν2)).
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Consider free elements a1, a2 ∈ p1Ap2 such that

∀i = 1, 2,∀n ∈ N even, ϕ1((aia
∗
i )

n/2) = mn(µi).

Then one has

mn(µ1⊞0µ2) = ϕ1

(
((a1 + a2)(a

∗
1 + a∗2))

n/2
)

=
∑

π∈NCd(n)

∏

B∈π

c
(1)
|B|(a1 + a2 ⊗ · · · ⊗ a∗1 + a∗2)︸ ︷︷ ︸

=c
(1)
|B|

(a1⊗···⊗a∗
1)+c

(1)
|B|

(a2⊗··· ) by eq. (32)

by eq. (35)

But for all i = 1, 2, for all m even, c
(1)
m (ai ⊗ · · · ⊗ a∗i ) is the free cumulant of the family of m/2

variables (aia
∗
i , . . . , aia

∗
i ) in the noncommutative probability space (p1Ap1, ϕ1), i.e. the m/2-th

free cumulant of νi. So

mn(µ1⊞0µ2) =
∑

π∈NC(n/2)

∏

B∈π

(K|B|(ν1) + K|B|(ν2)) = mn/2(ν1⊞ν2),

which proves the result. �

3.4. Generating series of the cumulants of an element of p1Ap2. From now on, we
suppose that λ > 0. Now, we will derive from (37) a formula which links generating series of the

sequence ϕ1((aa
∗)n) and c

(1)
2n (a⊗ · · · ⊗ a∗). Note that such a formula could be derived from the

very general Theorem 2.2.3 of [S98], but the work needed to translate this result to our context
is almost as long as this section.

Lemma 3.8. Consider a sequence (c2n)n∈N∗ of complex numbers. Define the sequence (m
(e)
2n )n∈N

by m
(e)
0 = 1 and for each n ∈ N∗,

m
(e)
2n =

∑

π∈NC’(2n)

λe(π)
∏

B∈π

c|B|.

Define the formal power series

C(X) =
∑

n≥1

c2nX
n, M (e)(X) =

∑

n≥1

m
(e)
2nX

n.

Then we have C
(
X(λM (e)(X) + 1)(M (e)(X) + 1)

)
= M (e)(X).

Proof Step I Define, for n positive integer and π ∈ NC’(2n), o(π) to be the number of blocks
of π with odd minimum. Then we have

λm
(e)
2n =

∑

π∈NC’(2n)

λo(π)
∏

B∈π

c|B|.

Indeed, if c denotes the cycle

(2n→ 2n− 1 → · · · → 2 → 1)

of [2n], then c induces a permutation of NC’(2n) by

C : π ∈ NC’(2n) 7→ C(π) := {c(B) ; B ∈ π}.
For example, for π = {{1, 4, 5, 6}, {2, 3}}, C(π) = {{3, 4, 5, 6}, {1, 2}}. For π ∈ NC’(2n), for B
block of π, min c(B) is (minB)−1 if minB > 1, and the second element of B minus 1 in the other
case. Note that in the first case, minB and min c(B) have different parities, and in the second
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one, they have the same parities, by definition of NC’(2n). Hence we have o(C(π)) = e(π) + 1.
Thus

λm
(e)
2n =

∑

π∈NC’(2n)

λe(π)+1
∏

B∈π

c|B| =
∑

π∈NC’(2n)

λo(C(π))
∏

B∈π

c|B| =
∑

π∈NC’(2n)

λo(π)
∏

B∈π

c|B|.

Step II Thus we have to prove that C
(
X(M (o)(X) + 1)(M (e)(X) + 1)

)
= M (e)(X), where

M (o)(X) =
∑

n≥1m
(o)
2nX

n, and m
(O)
2n =

∑

π∈NC’(2n)

λo(π)
∏

B∈π

c|B|.

Define, for each positive n and each j ∈ [n], the “decomposition map” Dj , from the set of
partitions of NC’(2n) in which the class of 1 has cardinality 2j to ∪

l∈N2j

l1+···+l2j=n−j

NC’(2l1)× · · · ×

NC’(2l2j) (the set NC’(0) is considered as a singleton, on which e and o have value 0), which
maps π ∈ NC ′(n) to (π1, . . . , π2j) defined in the following way: denote by {k1 < . . . < k2j}
the class of 1 in π, and for each r, let πr be the restriction of π to the interval ]kr, kr+1[, with
k2j+1 = 2n + 1. It is easy to see that the map Dj is well defined (recall that for all r, kr and
kr+1 have opposite parity), and that it is a bijection. Moreover, we have

e(π) = o(π1) + e(π2) + · · · + o(π2j−1) + e(π2j),

o(π) = 1 + e(π1) + o(π2) + · · · + e(π2j−1) + o(π2j).

We denote by 〈Xn〉P the coefficient of Xn in a formal power series P in X. Let us show that
for each n ≥ 1,

〈Xn〉C
(
X(M (o)(X) + 1)(M (e)(X) + 1)

)
= m

(e)
2n .

We have

〈Xn〉C
(
X(M (o)(X) + 1)(M (e)(X) + 1)

)

=

n∑

j=1

c2j〈Xn〉
(
Xj(M (o)(X) + 1)j(M (e)(X) + 1)j

)

=

n∑

j=1

c2j〈Xn−j〉
(
(M (o)(X) + 1)j(M (e)(X) + 1)j

)

=
n∑

j=1

c2j

∑

l∈N2j

l1+···+l2j=n−j

m
(o)
2l1
m

(e)
2l2

· · ·m(o)
2l2j−1

m
(e)
2l2j

=

n∑

j=1

c2j

∑

l∈N
2j

l1+···+l2j=n−j

∑

π1∈NC’(2l1)

...
π2j∈NC’(2l2j )

λo(π1)+e(π2)+···+e(π2j)
2j∏

r=1

∏

B∈πr

c|B|

The preliminaries about the bijections Dj tell us that

〈Xn〉C
(
X(M (o)(X) + 1)(M (e)(X) + 1)

)
=

∑

π∈NC’(2n)

λe(π)
∏

B∈π

c|B|

= m
(e)
2n .

�
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Let us introduce two power series that will play a role in the computation of the generating
series of the cumulants:

T (X) = (λX + 1)(X + 1),

U(X) = (T − 1)<−1>

=
∑

n≥1

(−1)n−1λn−1
(2n

n

)

2(λ+ 1)2n−1(2n− 1)
Xn.

If λ = 0 then U(z) = z, in the other case U(z) is the power expansion of
−λ−1+[(λ+1)2+4λz]

1/2

2λ ,

where z 7→ z1/2 is the analytic version of the square root on the complement of the real non
positive half line such that 11/2 = 1.

Theorem 3.9. Consider a ∈ p1Ap2, and denote for each n ∈ N∗, m2n(a) = ϕ1((aa
∗)n) and

c2n(a) = c
(1)
2n (a ⊗ · · · ⊗ a∗). Define the formal power series M(X) =

∑
n≥1m2n(a)Xn and

C(X) =
∑

n≥1 c2n(a)Xn. Then

C = U ◦
(

X

(X×(T ◦M))<−1> − 1

)
.

Proof By proposition 3.5 and the previous lemma,

C ◦ (X×(T ◦M)) = M.

So

T ◦ C ◦ (X×(T ◦M)) = T ◦M,

T ◦ C
X

◦ (X×(T ◦M)) =
1

X
,

X

T ◦ C ◦ (X×(T ◦M)) = X,

X

T ◦ C = (X×(T ◦M))<−1> ,

T ◦ C =
X

(X×(T ◦M))<−1> ,

C = U ◦
(

X

(X×(T ◦M))<−1> − 1

)
.

�

4. Definition and first properties of the rectangular R-transform

4.1. The case of compactly supported symmetric measures. Consider a symmetric com-
pactly supported probability measure µ. For n ≥ 0, denote by mn(µ) its n-th moment and by

c2n(µ) the number c
(1)
2n (a ⊗ · · · ⊗ a∗) with a ∈ p1Ap2, where A is a (ρ1, ρ2)-probability space,

such that for all k ≥ 1, ϕ1((aa
∗)k) = m2k(a).

Recall that the generating series of the moments Mµ(X) =
∑

n≥1m2n(µ)Xn and of the

cumulants Cµ(X) =
∑

n≥1 c2n(µ)Xn of a symmetric measure µ are linked by the relation

(40) Cµ = U ◦
(

X

(X×(T ◦Mµ))<−1>
− 1

)
.
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Since the formal power series Cµ linearizes the convolution ⊞λ on the set of compactly sup-
ported symmetric probability measures (by equation (32)), we will define an analytic integral
transform on the set of symmetric probability measures whose power expansion is Cµ(z) when
µ has compact support.

For any symmetric probability measure µ on the real line, we define the Cauchy transform
Gµ of µ on the upper half plane by

Gµ(z) =

∫

t∈R

dµ(t)

z − t
.

When µ has compact support, the power expansion of the Cauchy transform is

Gµ(z) =
∑

n≥0

m2n(µ)
1

z2n+1
.

So, when z ∈ C\[0,+∞) is small enough,

Mµ(z) =
1√
z
Gµ(

1√
z
) − 1,

where we denote by
√

the analytic version of the square root on the complement of the real

nonnegative half line in the complex plane such that
√
−1 = i.

So, for such a z,

(41) zT ◦Mµ(z) = λGµ

(
1√
z

)2

+ (1 − λ)
√
zGµ

(
1√
z

)
.

For any symmetric probability measure µ, we define the rectangular Cauchy transform with

ratio λ of µ on the complement of the real nonnegative half line to be Hµ(z) = λGµ

(
1√
z

)2
+

(1 − λ)
√
zGµ

(
1√
z

)
.

When µ is compactly supported, from the power expansion of the Cauchy transform Gµ we
know that Hµ is analytic in a neighborhood of zero, that Hµ(0) = 0, and that H ′

µ(0) = 1.

So we can invert the function Hµ in a neighborhood of zero, and the inverse function H−1
µ has

a power series expansion that is, by equation (41), the expansion of (X×(T ◦Mµ))<−1>. Note
that z

H−1
µ (z)

− 1 is analytic in a neighborhood of zero, with value zero in zero.

Let us define the analytic function on a neighborhood of zero U(z) =
−λ−1+[(λ+1)2+4λz]

1/2

2λ

(when λ = 0, U(z) = z), where z 7→ z1/2 is the analytic version of the square root on the

complement of the real non positive half line such that 11/2 = 1. Its power expansion is
∑

n≥1

(−1)n−1λn−1(2n
n )

2(λ+1)2n−1(2n−1)z
n. So by equation (40), the analytic power expansion of

z 7→ U

(
z

H−1
µ (z)

− 1

)

is Cµ(z).



36 FLORENT BENAYCH-GEORGES

4.2. Definition of the rectangular R-transform. Note that when A is a tight set of sym-
metric probability measures on the real line, for every 0 < θ < π/2, we have

lim
z→0

|arg z−π
2 |<θ

1

z
Gµ(

1

z
) = 1,

uniformly in µ ∈ A.
Indeed, if ε > 0, if M is such that 1

cos θ sup
µ∈A

µ([−M,M ]c) < ε/2, if z is such that
∣∣arg z − π

2

∣∣ < θ,

and M
1
|z|

−M
< ε/2, then for each µ ∈ A, we have

∣∣∣∣
1

z
Gµ(

1

z
) − 1

∣∣∣∣ =

∣∣∣∣∣

∫
u

1
z − u

dµ(u)

∣∣∣∣∣

≤ M
1
|z| −M

µ([−M,M ]) +
1

cos θ
µ([−M,M ]c)

≤ ε.

Proposition 4.1. Let A be a set of symmetric probability measures on the real line. Then the
following assertions are equivalent

(i) A is tight,
(ii) for every 0 < θ < π, lim

z→0
|arg z−π|<θ

1
zHµ(z) = 1 uniformly in µ ∈ A,

(iii) lim
x→0

x∈(−∞,0)

1
xHµ(x) = 1 uniformly in µ ∈ A.

Proof (i) ⇒ (ii) follows from what precedes, (ii) ⇒ (iii) is clear. Suppose (iii). Consider
ε > 0. Take η > 0 such that ∀u ∈ [0, 1], |λu2 + (1 − λ)u − 1| < η ⇒ |u − 1| < ε/2. Take
x ∈ (−∞, 0) such that for all µ ∈ A, | 1xHµ(x) − 1| < η. Put

√
x = iy. Then

∀µ ∈ A, | 1

iy
Gµ(

1

iy
) − 1|

︸ ︷︷ ︸
∫

t
t2y2

t2y2+1
dµ(t)

< ε/2.

Let M be such that ∀t > M, t2y2

t2y2+1
≥ 1

2 . Then

∀µ ∈ A,µ([−M,M ]c) ≤ 2

∫

t

t2y2

t2y2 + 1
dµ(t) < ε.

�

Define, for α ∈ (0, π), β > 0, ∆α,β to be the set of complex numbers z such that | arg z−π| < α
and |z| < β.

Let H be the set of functions f which are analytic in a domain Df such that for all α ∈ (0, π),
there exists β positive such that

∆α,β ⊂ Df .

A family (fa)a∈A of functions of H is said to be uniform if for all α ∈ (0, π), there exists β
positive such that

∀a ∈ A, ∆α,β ⊂ Dfa .
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The following theorem has already been used, in other forms, to define Voiculescu’s R- and
S-transforms (see paragraph 5 of [BV93]). Its proof relies on Rouché theorem.

Theorem 4.2. Let (Ha)a∈A be a uniform family of functions of H such that for every α ∈ (0, π),

lim
z→0

| arg z−π|<α

Ha(z)

z
= 1 uniformly in a ∈ A.

Then there exists a uniform family (Fa)a∈A of functions of H such that for every α ∈ (0, π),

lim
z→0

| arg z−π|<α

Fa(z)

z
= 1 uniformly in a ∈ A,

and there exists β positive such that

∀a ∈ A, Ha ◦ Fa = Fa ◦Ha = Id on ∆α,β.

Moreover, the family (Fa)a∈A is unique in the following sense: if a family (F̃a)a∈A of functions
of H satisfies the same conditions, then for all α ∈ (0, π), there exists β positive such that

∀a ∈ A, Fa = F̃a on ∆α,β.

Application: definition of the rectangular R-transform

For every symmetric probability measure on the real line µ, let us define the rectangular
R-transform Rµ with ratio λ of µ by

Cµ(z) = U

(
z

H−1
µ (z)

− 1

)
,

where H−1
µ is defined by the previous theorem and the function U is the one defined at the end

of section 4.1.

One can summarize the different steps of the construction of the rectangular R-transform
with ratio λ in the following chain

µ
sym. prob.
measure

−→ Gµ
Cauchy
transf.

−→ Hµ(z) = λGµ

(
1√
z

)2

+ (1 − λ)
√
zGµ

(
1√
z

)
−→

Cµ(z) = U

(
z

H−1
µ (z)

− 1

)
.

rect. R-transf. with ratio λ

Note that the rectangular R-transform with ratio 1 (resp. 0), for symmetric distributions, is
linked to the Voiculescu transform by the relation Cµ(z) =

√
zϕµ(1/

√
z) (resp. Cµ(z) = zϕρ(z),

where ρ is the push-forward of µ by the function t → t2) (see paragraph 5 of [BV93] for the
construction of the Voiculescu transform ϕν of a probability measure ν).

Remark about the characterization of R-transforms. The definition of the rectangular R-transform
of a probability measure µ presents many analogies with the definition of its Voiculescu trans-
form ϕµ (see [BV93]). So it seems natural to state, as the authors of [BV93] did for the
Voiculescu transform (Proposition 5.6), a characterization of the functions that are the rectan-
gular R-transform of a symmetric probability measure. The characterization of the Voiculescu
transform is based on the fact that for every probability measure µ, the inverse of z + ϕµ(z)
extends to a Pick function, and on the fact that any Pick function equivalent to z at infinity is
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of the type 1/Gµ, so its inverse is z+ϕµ(z). But unless λ = 0 or 1, Pick functions do not appear
in an analogous place in the definition of the rectangular R-transform, so we cannot proceed
similarly to characterize rectangular R-transforms.

Furthermore, the Lévy Kinchine formula for ⊞λ (see [B-G1]), compared with theorem 5.10
of [BV93]) will state that when µ is ⊞λ-infinitely divisible, there exists a unique symmetric
⊞-infinitely divisible distribution ν such that Cµ(z) =

√
zϕν(1/

√
z). So the question of the

characterization of rectangular R-transforms joins another question: can we extend the corre-
spondence µ ↔ ν to a bijective correspondence in the set of symmetric distributions such that
Cµ(z) =

√
zϕν(1/

√
z). The analytic functions f on ∆α,β of the type f(z) =

√
zϕν(1/

√
z), with

ν symmetric probability measure, are caraterized by:

(i) f(z̄) = f(z),
(ii) lim

z→0
f(z) = 0,

(iii) for all n and all z1, . . . , zn, the matrix

[ √
zj−

√
zk

√
zj(1+f(zk))−√

zk(1+f(zj))

]n

k,j=1

is positive.

But nothing allows us to claim that the rectangular R-transform of any symmetric distribution
satisfies (iii), and that every function that satisfies (i), (ii), and (iii) is the rectangular R-
transform of a symmetric distribution.

4.3. Properties of the rectangular R-transform.

Theorem 4.3 (Injectivity of the rectangular R-transform). If the rectangular R-transforms with
ratio λ of two symmetric probability measures coincide on a neighborhood of 0 in (−∞, 0), then
the measures are equal.

Proof If the rectangular R-transforms with ratio λ of two symmetric probability measures µ, ν
coincide on a neighborhood of 0 in (−∞, 0), then by uniqueness of analytic continuation, they
coincide on a ∆α,β, and so Hµ = Hν on this set, and zHµ(z) = zHν(z) on this set. So there
exists M > 0 such that for all y > M ,

λ(iy2Gµ(iy))2 + (1 − λ)iyGµ(iy) = λ(iy2Gν(iy))2 + (1 − λ)iyGν(iy).

But if ρ is a symmetric probability measure, iyGµ(iy) =
∫
t∈R

y2

y2+t2
dρ(t) ∈ (0, 1]. So, by injec-

tivity of u 7→ λu2 + (1 − λ)u on (0, 1], Gµ(iy) = Gν(iy) for y > 1, and then, by analycity of the
Cauchy transform, Gµ = Gν , and by injectivity of the Cauchy transform (see [A61] or section
3.1 of [HP00]) µ = ν. �

The following lemma is an easy consequence of proposition 4.1 and theorem 4.2.

Lemma 4.4 (Tightness and rectangular R-transform). Let A be a set of symmetric probability
measures. Then we have equivalence between

(i) A is tight,
(ii) for any 0 < α < π, lim

z→0
|arg z−π|<α

Cµ(z) = 0 uniformly in µ ∈ A,

(iii) lim
x→0

x∈(−∞,0)

Rµ(x) = 0 uniformly in µ ∈ A.

Theorem 4.5 (Paul Lévy’s theorem for rectangular R-transform). Let (µn) be a sequence of
symmetric probability measures. Then we have equivalence between:
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(i) (µn) converges weakly to a symmetric probability measure;
(ii) there exists α, β such that

(a) lim
z→0

| arg z−π|<α

Cµn(z) = 0 uniformly in n,

(b) the sequence (Cµn) converges uniformly on every compact set of ∆α,β;
(iii) (a) lim

x→0
x∈(−∞,0)

Cµn(x) = 0 uniformly in n,

(b) there exists β > 0 such that the sequence (Cµn) converges pointwise on [−β, 0).

Moreover, in this case, denoting by µ the weak limit of (µn), for every α, there exists β such
that the sequence (Cµn) converges uniformly to Cµ on every compact set of ∆α,β.

Proof (i) ⇒ (ii): suppose that (µn) converges weakly to µ. Then by the previous lemma,
we have (a) of (ii). So there exists β > 0 such that on ∆α,β, for all n, |Cµn | ≤ 1. So, by
Montel’s theorem, it suffices to show that the only possible limit, for uniform convergence on
every compact, of any subsequence of (Cµn) is Cµ. Let C be an analytic function on ∆α,β such
that a subsequence

(
Cµkn

)
of (Cµn) converges uniformly to C on every compact of ∆α,β. We

know (see [A61] or section 3.1 of [HP00]) that the sequence (Gµn) converges uniformly on every
compact of the upper half plane to Gµ. So the sequence (Hµn) converges uniformly on every
compact of the complement of [0,+∞) to Hµ. Since lim

z→0
C(z) = 0, to prove C = Cµ, it suffices

to prove that

(λC + 1) (C + 1) = (λCµ + 1) (Cµ + 1) .

But (λCµ(z) + 1) (Cµ(z) + 1) =
z

H−1
µ (z)

So it suffices to prove that
z

(λC(z) + 1) (C(z) + 1)
= H−1

µ (z),

so by theorem 4.2, it suffices to prove that

Hµ

(
z

(λC(z) + 1) (C(z) + 1)

)
= z.

We have ∣∣∣Hµ

[
z

(λC(z)+1)(C(z)+1)

]
− z
∣∣∣

=

∣∣∣∣∣Hµ

[
z

(λC(z)+1)(C(z)+1)

]
−Hµkn

[
z(

λCµkn
(z)+1

)(
Cµkn

(z)+1
)

]∣∣∣∣∣

≤
∣∣∣∣∣Hµ

[
z

(λC(z) + 1) (C(z) + 1)

]
−Hµ

[
z(

λCµkn
(z) + 1

) (
Cµkn

(z) + 1
)
]∣∣∣∣∣

︸ ︷︷ ︸
(1)

+

∣∣∣∣∣Hµ

[
z(

λCµkn
(z) + 1

) (
Cµkn

(z) + 1
)
]
−Hµkn

[
z(

λCµkn
(z) + 1

) (
Cµkn

(z) + 1
)
]∣∣∣∣∣

︸ ︷︷ ︸
(2)

By continuity of Hµ, (1) tends to zero when n tends to infinity, and, since Hµkn
converges

uniformly to Hµ on every compact, (2) tends to zero. So Hµ

(
z

(λC(z)+1)(C(z)+1)

)
= z.
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(ii) ⇒ (iii) is clear.

(iii) ⇒ (i): suppose (iii). Then by (i) ⇒ (ii), every limit of a subsequence of (µn) has a
rectangular R-transform equal to the pointwise limit of (Cµn) on [β, 0). By uniqueness of analytic
continuation, all the limits of subsequences of (µn) have the same rectangular R-transform, so,
by injectivity of this transform (previous theorem), there cannot be more than one limit of
subsequence of (µn). As by (a) of (iii), the set {µn ; n ∈ N} is tight, (µn) converges weakly to
a symmetric probability measure. �

4.4. Retangular R-transform and rectangular free convolution. Recall the definition of
the binary operation ⊞λ on the set of compactly supported symmetric probability measures : let
µ, ν be two compactly supported symmetric probability measures. Let a, b be two free elements
in p1Ap2 with (A, p1, p2, ϕ1, ϕ2) (ρ1, ρ2)-probability space such that λ = ρ1/ρ2 and such that for
all n ∈ N, m2n(µ) = ϕ ((aa∗)n) and m2n(ν) = ϕ ((bb∗)n). Then there exists a unique compactly
supported probability measure µ⊞λν, that depends only on µ and ν such that for all n ∈ N,
m2n(µ⊞λν) = ϕ (((a+ b)(a+ b)∗)n). By equation (32), we know that

(42) Cµ⊞λν = Cµ + Cν ,

as a formal power series. But, by section 4.1, we know that this formal series are the expansion
of the analytic functions with the same name. So (42) holds also for analytic functions.

Let us extend the binary operation ⊞λ to a binary operation on the set of symmetric probability
measures on the real line, that will be commutative, associative, and continuous with respect
to the weak convergence. Let µ, ν be symmetric probability measures. If (µn) (resp. (νn)) is
a sequence of compactly supported symmetric probability measures that converges weakly to µ
(resp. ν), then by theorem 4.5 and equation (42) the sequence (µn⊞λνn) converges to a measure
whose rectangular R-transform is Cµ + Cν (so this measure does not depend on the choice of
the sequences (µn) and (νn) and is equal to µ⊞λν when µ and ν are compactly supported).
This measure will be called the rectangular R-transform with ratio λ of µ and ν, and denoted
by µ⊞λν. Note that the equation (42) stays true for all symmetric probability measures µ and
ν. Moreover, this equation shows that ⊞λ is a commutative, associative, and continuous binary
operation on the set of symmetric probability measures.

Now we can extend the proposition 2.1 to the case where µ1, µ2 are not compactly supported:

Theorem 4.6. Consider sequences q1(n), q2(n) such that

q1(n) + q2(n) = n, q1(n) ≤ q2(n), q1(n) −→
n→∞

∞, q1(n)/q2(n) −→
n→∞

λ ∈ [0, 1].

Let, for all n, An, Bn be independent q1(n)×q2(n) bi-unitarily invariant random matrices such
that the symmetrizations of the singular laws of An, Bn converge in probability to probability
measures µ, ν. Then the symmetrization of the singular law of An +Bn converges in probability
to µ⊞λν.

To prove the theorem, we will need the following lemma, for which we need to introduce
an extended functional calculus. When F is a real Borel function on the real line, for any
q1(n)×q2(n) matrix C, we define F (C) to be the matrix

U [δj
iF (hi)]1≤i≤q1(n)

1≤j≤q2(n)

V,
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where h1, . . . , hq1(n) ≥ 0, and U, V are respectively q1(n)×q1(n), q2(n)×q2(n) unitary matrices
such that

c = U [δj
i hi]1≤i≤q1(n)

1≤j≤q2(n)

V.

Note that (F +G)(C) = F (C) +G(C) and F (C)G(C)∗ = 0 when FG = 0. For any probability

measure σ, we will denote by F (σ) (for example σ2, σ1/2, |σ|. . . ) the push-forward of σ by F , that
is the distribution of the random variable F (X), when X is a random variable with distribution
σ. We denote by µH the spectral measure of an hermitian matrix H. Recall that we denote
by σ̃ the symmetrization of any probability measure σ. For example, the symmetrization of the
singular law of a rectangular matrix A will be denoted by µ̃|A|.

Lemma 4.7. Let (Cn) be a sequence of q1(n)×q2(n) random matrices such that µ̃|Cn| converges in
probability to a probability measure σ. Then, for any odd real function F continuous at σ-almost
every point of R and such that F (R+) ⊂ R+, µ̃|F (Cd)| converges in probability to F (σ).

Proof F (σ) is symmetric, the symmetrization is a continuous operation, so it suffices to prove
that µ|F (Cd)| converges in probability to |F (σ)| = F (|σ|). But µ|F (Cn)| = F (µ|Cn|), µ|Cn| con-
verges in probability to |σ|, and σ 7→ F (σ) on the set of probability measures on the real line
is weakly continuous at |σ| because F is continuous at |σ|-almost every point of the real line
([B68]). �

Proof of the theorem The function that maps a probability measure σ on R+ to the sym-

metrization σ̃1/2 of its push-forward by x → x1/2 is continuous. So it suffices to prove that
the push-forward of the spectral law of |An + Bn| by x → x2, i.e. the spectral law of Mn :=
(An +Bn)(An +Bn)∗ converges in probability to (µ⊞λν)

2.
We can define a distance on the set of probability measures on the real line with the Cauchy
transform by

(σ1, σ2) 7→ sup
ℑz≥1

|Gσ1(z) −Gσ2(z)| .

This distance defines the topology of weak convergence ([A61], [PL02]). The Cauchy transform
of the spectral distribution of an hermitian matrix M is the normalized trace of its resolvant
Rz(M) = (z −M)−1. So the spectral distribution of a sequence (Xn) of q1(n)×q1(n) hermitian
random matrices converges in probability to a probability measure σ on the real line if and only
if for each ε > 0, the probability of the event

{
sup
ℑz≥1

|tr Rz (Xn) −Gσ(z)| > ε

}

tends to zero as n tends to infinity.
Choose ε > 0. We will show that

P

{
sup
ℑz≥1

 tr
(
Rz(Mn)

)
−G(µ⊞λν)2(z)

 > ε

}
n→∞−→ 0,

where P designs the probability measure of the probability space where the random matrices
are defined. Let us define, for t > 0, the function Ft on the real line by

Ft : x 7→
{
x if |x| ≤ t,

0 elseif.

For every probability measure σ, Ft(σ) converges weakly to σ when t tends to infinity, so, by
continuity of ⊞λ, there exists t ∈ (0,+∞) such that t and −t are not atoms of the measures µ
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and ν, and such that

sup
ℑz≥1

∣∣∣G(Ft(µ)⊞λFt(ν))2(z) −G(µ⊞λν)2(z)
∣∣∣ <

ε

3
,(43)

µ
(
R − [−t− 1, t+ 1]

)
+ ν
(
R − [−t− 1, t+ 1]

)
<

ε

18
.(44)

We will now use the notations Ft = F , G(x) = x−F (x) and Mn,t = (F (An)+F (Bn))(F (An)+
F (Bn))∗.
Using triangular inequality and (43), we have

P

{
sup
ℑz≥1

 tr
(
Rz(Mn)

)
−G(µ⊞λν)2(z)

 > ε

}

≤ P

{
sup
ℑz≥1

 tr
[
Rz(Mn) − Rz(Mn,t)

] > ε
3

}

+ P

{
sup
ℑz≥1

 tr Rz(Mn,t) −G(F (µ)⊞λF (ν))2(z)
 > ε

3

}
(45)

To treat the first term of right hand side of (45), recall that for any q1(n)×q1(n) matrix T ,
| tr T | ≤ 1

q1(n) ||T || rg T . The operator norm ||Rz(Mn) − Rz(Mn,t)|| is not less than 2, because

ℑz ≥ 1. Moreover, due to the equation

Rz(Mn) − Rz(Mn,t) = −Rz(Mn)(Mn −Mn,t)Rz(Mn,t),

the rank is not more than the one of Mn −Mn,t. One has (omitting the indices n in An, Bn)

Mn −Mn,t = G(A)G(A)∗ +G(B)G(B)∗ +G(A)B∗ + F (A)G(B)∗ +G(B)A∗ + F (B)G(A)∗,

so its rank is not more that 3 rgG(An) + 3 rgG(Bn). Hence

P

{
sup
ℑz≥1

|tr [Rz(Mn) − Rz(Mn,t)]| > ε
3

}

≤ P
{

6
q1(n)(rgG(An) + rgG(Bn)) > ε

3

}

= P
{
µAn(R − [−t, t]) + µBn(R − [−t, t]) > ε

18

}
,

which tends to zero when n goes to infinity, by (44). On the other side, the second term of right
hand side of (45) goes to zero when n goes to infinity by definition of rectangular convolution
of compactly supported symmetric probability measures and by the previous lemma. So

lim
n→∞

P

{
sup
ℑz≥1

 tr
(
Rz(Mn)

)
−G(µ⊞λν)2(z)

 > ε

}
= 0,

and the result is proved. �
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