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#### Abstract

We consider the non-linear VPFP system with a coulombian repulsive interaction potential and a generic confining potential in space dimension $d \geq 3$. Using spectral and kinetic methods we prove the existence and uniqueness of a mild solution with bounds uniform in time in weighted spaces, and for small total charge we find an explicit exponential rate of convergence toward the equilibrium in terms of the Witten Laplacian associated to the linear equation.


Résumé: On considère le système de Vlasov-Poisson-Fokker-Planck avec un potentiel Coulombien répulsif et un potentiel confinant générique en dimension $d \geq 3$. Avec des méthodes spectrales et cinétiques on prouve l'existence et l'unicité d'une solution douce dans des espaces à poids, bornée uniformément en temps, et pour petite charge totale on trouve un taux de retour exponentiel explicite vers l'équilibre en fonction du Laplacien de Witten associé à l'équation linéaire.
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## 1 Introduction and results

In this article, we consider the Vlasov-Poisson-Fokker-Planck (VPFP) system in $\mathbb{R}_{x, v}^{2 d}$ for $d \geq 3$ which reads after scaling

$$
\left\{\begin{array}{l}
\partial_{t} f+v \cdot \partial_{x} f-\left(E(t, x)+\partial_{x} V_{\mathrm{e}}\right) \cdot \partial_{v} f+-\gamma \partial_{v} \cdot\left(\partial_{v}+v\right) f=0  \tag{1}\\
E=\partial_{x} V_{\mathrm{nl}}=-\frac{\omega \kappa}{\left|S^{d-1}\right|} \frac{x}{|x|^{d}} *_{x} \rho(t, x) \quad \text { where } \rho(t, x)=\int f(t, x, v) d v \\
\left.f\right|_{t=0}=f_{0}, \quad \omega=+1
\end{array}\right.
$$

where $V_{\mathrm{e}}$ is a given external confining potential, $\gamma$ and $\kappa$ are positive physical constants, and $f$ is the normalized distribution function. In this system the interaction potential $\partial_{x} V_{\mathrm{nl}}$ is created by the particules themselves via the Laplace equation $-\Delta V_{\mathrm{nl}}=\omega \kappa \rho$ and we suppose that we are in the coulombian interaction case $\omega=+1$. This equation models a plasma with repulsive interaction (in the case $\omega=-1$ it models either stellar systems or plasmas with attractive interaction). Because of the Coulombian force, it is non linear. We postpone to the end of this article some information about the derivation and the scaling leading to equation (11). Let us just say that $\gamma$ has to be understood as a friction-diffusion coefficient (fixed once and for all), and $\kappa$ as the total charge of the particles, which is supposed to vary in a fixed interval of type $\left[0, M\left[\right.\right.$ of $\mathbb{R}^{+}$.

The aim of this article is to study the long time behavior of this equation, and give a proof of exponential convergence to the equilibrium at least in the case of small charge. Because of the friction-diffusion term and the external potential, this will require a complete study of the VPFP system in adequate spaces $B^{p}$ built from the standard $L^{p}$ spaces after conjugaison with a fractional power of the so-called Maxwellian. On the other hand the friction term together with some confining properties of the external potential will introduce some compacity in this equation as in the linear case (21] 22]) leading to the exponential decay. A general idea of this paper is to consider the VPFP system as an hypoelliptic parabolic problem rather than an hyperbolic problem perturbed with a Brownian motion.

Concerning the problem of existence of global solutions of this problem without external potential, we mention the works of Degond [7] who studied the existence and uniqueness of global strong solutions in dimension 1 and 2, and the global existence of solutions in the sense that $E$ bounded locally in time was proven by Bouchut [3]. Existence of classical solutions was studied by Victory and O'Dowyer [28], Rein and Weckler [32] and Ono and Strauss 29. To our knowledge no result of existence with a generic confining potential is available.

For the stationary solutions in the repulsive case, we mention the works of Dressler [12] [13], of Gogny and Lions [19], of Bouchut [2], Dolbeault [10] and Glassey, Schaeffer and Zheng [18]. Together with the large time behavior it was studied by Carillo Soler and Vasquez [5], Bouchut and Dolbeault [4], Soler [34] and Dolbeault [11] for the convergence to the equilibrium. In the linear case we quote Villani and Desvillettes [ 8$]$ for the convergence in $t^{-N}$ for all $N$ with the use of entropy-dissipating methods, the work of Talay [36] for exponential decay with probalistic method, and Hérau and Nier [21] and Hérau-StolkSjöstrand [22] for explicit exponential decay using hypoelliptic tools close to the ones in this paper. Let us also mention the work of Kagei [25] using invariant manifolds methods in the case without external potential.

Considering the short time linear diffusion estimates for hypoelliptic operators, which are in the core of the study here, we mention the cases $V_{\mathrm{e}}=0$ known since 23] (see also the computations in the case $V_{\mathrm{e}}=x^{2}$ in (25) where the Green function is explicit. Numerous non-linear result already quoted use this fact. For generic hypoelliptic operators, this was studied by many authors in the selfadjoint case, in the spirit of the sum of squares of vector fields theorem with underlying Lie group structure. We refer to the very well written book [6] and references therein for this subject and point out that it is linked with the subelliptic estimates for semi-groups of operators. The author was unable to find any general result concerning the non-selfadjoint case, and the estimate given in Proposition 2.8 in this article seems to be new. Concerning the general study of globally hypoelliptic linear operators we also mention the recent works of Hérau and Nier, [21], by Helffer and Nier [20], Eckmann and Hairer [15], Hérau, Sjöstrand and Stolk [22], Bismut and Lebeau [1]

Let us now precise our notations and hypothesis. We make the following hypothesis on the external potential $V_{\mathrm{e}}$. Concerning the increase of the derivatives of $V_{\mathrm{e}}$, they are slightly different from the ones studied in [21] in the linear case:

$$
\begin{equation*}
e^{-V_{\mathrm{e}}} \in \mathcal{S}\left(\mathbb{R}_{x}^{d}\right), \quad \text { with } \quad V_{\mathrm{e}} \geq 0 \quad \text { and } \quad V_{\mathrm{e}}^{\prime \prime} \in W^{\infty, \infty}(d x) \tag{H1}
\end{equation*}
$$

Note that the assumption $0 \leq V_{\mathrm{e}}$ can be relaxed by adding to $V_{\mathrm{e}}$ any sufficiently large constant and assuming that it is bounded from below. Let us also note that these assumptions easily imply that $V_{\mathrm{e}} \in \mathcal{C}^{\infty}(d x)$ and $\lim _{x \rightarrow \infty} V_{\mathrm{e}}(x)=+\infty$. We introduce now the so-called Maxwellian of the linear problem, i.e. the $L^{1}$-normalized steady solution of (1]) when there is no nonlinear coupling

$$
\begin{equation*}
\mathcal{M}_{\mathrm{e}}(x, v)=\frac{e^{-\left(v^{2} / 2+V_{\mathrm{e}}(x)\right)}}{\int e^{-\left(v^{2} / 2+V_{\mathrm{e}}(x)\right)} d x d v} . \tag{3}
\end{equation*}
$$

To this function we associate a family of weighted spaces : for $p \in[1,+\infty]$, we denote

$$
\mathcal{B}_{\mathrm{e}}^{p}=\left\{f \in \mathcal{D}^{\prime} \text { s. t. } f / \mathcal{M}_{\mathrm{e}} \in L^{p}\left(\mathcal{M}_{\mathrm{e}} d x d v\right)\right\}
$$

with the natural norm defined by

$$
\begin{aligned}
& \|f\|_{\mathcal{B}_{\mathrm{e}}^{p}}^{p}=\int\left(f / \mathcal{M}_{\mathrm{e}}\right)^{p} \mathcal{M}_{\mathrm{e}} d x d v, \quad \text { for } p \in[1, \infty[, \\
& \|f\|_{\mathcal{B}_{\mathrm{e}}^{\infty}}^{\infty}=\left\|f / \mathcal{M}_{\mathrm{e}}\right\|_{L^{\infty}} .
\end{aligned}
$$

Let us note that $B_{e}^{2}$ is the space used in [HN02] and that $\mathcal{B}_{\mathrm{e}}^{1}=L^{1}$. In particular in $\mathcal{B}_{\mathrm{e}}^{2}$ the Maxwellian $\mathcal{M}_{\mathrm{e}}$ is the normalized fondamental state of the linear Fokker Planck operator

$$
\begin{equation*}
K_{\mathrm{e}}=v \cdot \partial_{x}-\partial_{x} V_{\mathrm{e}} \cdot \partial_{v}-\gamma \partial_{v} \cdot\left(\partial_{v}+v\right) . \tag{4}
\end{equation*}
$$

We now precise the concept of solutions we shall examine. For $0 \leq T \leq \infty$ we call mild solutions of equation $]$ the functions in $\mathcal{C}\left(\left[0, T\left[, \mathcal{B}_{\mathrm{e}}^{2}\right)\right.\right.$ such that $\|E\|_{L^{\infty}\left(\left[0, T\left[\times \mathbb{R}^{d}\right)<\infty\right.\right.}$ and

$$
\begin{equation*}
f(t)=e^{-t K_{\mathrm{e}}} f_{0}+\int_{0}^{t} e^{-(t-s) K_{\mathrm{e}}} E(s) \partial_{v} f(s) \tag{5}
\end{equation*}
$$

(they are sometimes called strong solutions in the literature, for example in [3] ). Note that a function in $\mathcal{C}\left(\left[0, T\left[, \mathcal{B}_{\mathrm{e}}^{2}\right)\right.\right.$ is also in $\mathcal{C}\left(\left[0, T\left[, L^{2}\right)\right.\right.$. Of course since one is interested in the long time behavior we shall study the case $T=\infty$ and in this case the solution is called a uniform mild solution. Of course a uniform solution is global in time, but the point is that bounds are uniform with respect to the time $t$. For technical reasons we are also interested in strong solutions, i.e. mild solutions such that equation (1) is satisfied as an equation with each term in some $L^{q}\left(\left[0, T\left[, \mathcal{B}_{\mathfrak{e}}^{p}\right)\right.\right.$ for $p, q \geq 1$, and in particular almost everywhere. Again we notice that each member is also in some $L^{q}\left(\left[0, T\left[, L^{p}\right)\right.\right.$, and by uniform strong solution we mean $T=\infty$.

We first state a result about the existence and uniqueness of a uniform mild solution of equation (1). We denote by $\rho_{0}$ the initial macroscopic density $\rho_{0}(x)=\int f_{0}(x, v) d v$. In order to study the long time behavior later we give uniform-in-time bounds on $V_{\mathrm{nl}}$ given by

$$
\begin{equation*}
V_{\mathrm{nl}}(t, x)=\frac{\kappa}{(d-2)\left|S^{d-1}\right|} \frac{x^{2}}{|x|^{d}} *_{x} \rho(t, x) . \tag{6}
\end{equation*}
$$

Theorem 1.1 Suppose $V_{\mathrm{e}}$ satisfies (H1) and that $0 \leq f_{0}$ is such that $f_{0} \in \mathcal{B}_{\mathrm{e}}^{\infty}$ and $\nabla f_{0} \in \mathcal{B}_{\mathrm{e}}^{2}$. Then the VPFP problem (1) has a unique uniform mild solution $f$. Besides we have $f \in L^{\infty}\left(\left[0, \infty\left[, \mathcal{B}_{e}^{\infty}\right)\right.\right.$ and $V_{\mathrm{nl}}, \partial_{x} V_{\mathrm{nl}} \in L^{\infty}\left(\left[0, \infty\left[, W^{1, \infty}(d x)\right)\right.\right.$ i.e. $V_{\mathrm{nl}}(t)$ and its first derivative in $x$ are in $L^{\infty}(d x)$ uniformly in time. They satisfy the following

$$
\|f(t)\|_{\mathcal{B}_{e}^{\infty}}+\left\|V_{\mathrm{nl}}(t)\right\|_{\infty}+\left\|\partial_{x} V_{\mathrm{nl}}(t)\right\|_{\infty} \leq C\left(f_{0}\right)
$$

for all $t \geq 0$ where $C\left(f_{0}\right)$ can be explicitly bounded in terms of the physical constants and $\left\|f_{0}\right\|_{\mathcal{B}_{e}^{\infty}}$.

In this theorem the assumption $\nabla f_{0} \in \mathcal{B}_{\mathrm{e}}^{2}$ is essentially technical. Indeed we shall need to work with strong approximate solutions rather than weak ones in some parts of the proof.

As usual the existence part of this Theorem is closely related to the proof of $L^{\infty}$ bounds for the derivative of $V_{\mathrm{nl}}$. Anyway because of the presence of a generic confining potential we can not use the method using the explicit Green function (see [3]) and we have to give a new proof of it. The following proposition has to be considered as an intermediate result in the proof of Theorem 1.1.

Proposition 1.2 Consider the solution given by theorem 1.1. We introduce the local-intime Maxwellian

$$
\mathcal{M}_{t}(t, x, v)=\frac{e^{-\left(v^{2} / 2+V_{\mathrm{e}}(x)+V_{\mathrm{nl}}(t, x)\right)}}{\int e^{-\left(v^{2} / 2+V_{\mathrm{e}}(x)+V_{\mathrm{nl}}(t, x)\right)} d x d v}
$$

and the associated spaces $\mathcal{B}_{t}^{p}=\left\{f \in \mathcal{D}^{\prime}\right.$ s. t. $\left.f / \mathcal{M}_{t} \in L^{p}\left(\mathcal{M}_{t} d x d v\right)\right\}$. Then we have the following contraction property

$$
\begin{equation*}
\|f(t)\|_{\mathcal{B}_{t}^{\infty}} \leq\left\|f_{0}\right\|_{B_{0}^{\infty}}<\infty . \tag{7}
\end{equation*}
$$

Note that the contraction property is similar to the linear case. We shall precise below the meaning of the initial condition $\left\|f_{0}\right\|_{B_{0}^{\infty}}<\infty$. Since $f$ is a distribution, a basic conserved quantity is

$$
\iint f(t, x, v) d x d v=1=\iint f_{0}(x, v) d x d v .
$$

To prepare dealing with the trend to the equilibrium we now introduce the so-called Poisson-Emden equation: It is the equation satisfied by the potential related to steady states of equation (1])

$$
\begin{equation*}
-\Delta V_{\infty}=\kappa \frac{e^{-\left(V_{e}+V_{\infty}\right)}}{\int e^{-\left(V_{e}+V_{\infty}\right)} d x} . \tag{8}
\end{equation*}
$$

where we suppose that $V_{\infty}$ is the Green solution. Observe that since the right member is supposed to be in $L^{1}$, the solution if it exists is in the Marcinkiewicz space $L^{\frac{d}{d-2}, \infty}$. Under our conditions on $V_{\mathrm{e}}$ (in fact $e^{-V_{\mathrm{e}}} \in L^{1}$ is sufficient) a result of Dolbeault [11] says that this solution exists and is unique in this space. We now state a Proposition about the regularity properties of the solution of the Poisson-Emden equation when $V_{\mathrm{e}}$ satisfies the additional assumptions (H1).

Proposition 1.3 Suppose $V_{\mathrm{e}}$ satisfies (H1). Then the unique solution $V_{\infty}$ of the PoissonEmden equation (8) is in $W^{\infty, \infty}$, with semi-norms uniformly bounded w.r.t. $\kappa$ varying in a fixed compact set.

Let us now define the Fokker Planck operator corresponding to the stationnary state of the Vlasov-Poisson-Fokker Planck equation

$$
\begin{equation*}
K_{\infty}=v \partial_{x}-\partial_{x}\left(V_{\mathrm{e}}+V_{\infty}\right) \partial_{v}-\gamma \partial_{v}\left(\partial_{v}+v\right) \tag{9}
\end{equation*}
$$

As before we define the Maxwellian associated to this operator

$$
\mathcal{M}_{\infty}(x, v)=\frac{e^{-\left(v^{2} / 2+V_{e}(x)+V_{\infty}(x)\right)}}{\int e^{-\left(v^{2} / 2+V_{e}(x)+V_{\infty}(x)\right)} d x d v}
$$

which is in $L^{1}$ with norm one thanks to proposition 1.3 , and the associated spaces $\mathcal{B}_{\infty}^{p}=\left\{f \in \mathcal{D}^{\prime}\right.$ s. t. $\left.f / \mathcal{M}_{\infty} \in L^{p}\left(\mathcal{M}_{\infty} d x d v\right)\right\}$. The equilibrium associated to the limit linear Fokker-Planck operator with initial data $f_{0}$ is then given by

$$
f_{\infty}=\mathcal{M}_{\infty}
$$

Applying a result of Dolbeault [11] to the solution $f(t)$ given by theorem 1.1, we get that $f(t,.) \longrightarrow f_{\infty}$ in $L^{1}$. In fact the Lebesgue dominated convergence Theorem and the uniform bounds for $f$ directly imply that $f(t,.) \longrightarrow f_{\infty}$ in $\mathcal{B}_{\mathrm{e}}^{p}$ for $1 \leq p<\infty$. Let us also observe that from Proposition 1.2 we get that $\left\|f_{\infty}\right\|_{\mathcal{B}_{\infty}^{\infty}} \leq\left\|f_{0}\right\|_{B_{0}^{\infty}}$. We want now to precise the convergence, at least for small charge $\kappa$.

In order to study the long time behavior of the system (11) we introduce an additional hypothesis on $V_{\mathrm{e}}$. We first define an intermediate operator called the Witten Laplacian naturally associated to to the linear Fokker-Planck operator $K_{\infty}$

$$
\Lambda_{\infty}^{2}=-\gamma \partial_{v}\left(\partial_{v}+v\right)-\gamma \partial_{x}\left(\partial_{x}+\partial_{x} V_{\mathrm{e}}+\partial_{x} V_{\infty}\right)
$$

The closure of this operator defined in $\mathcal{B}_{\infty}^{2}$ has 0 as single eigenvalue associated with the eigenfunction $\mathcal{M}_{\infty}$. We shall assume the following:

$$
\left\{\begin{array}{l}
\text { Operator } \Lambda_{\infty}^{2} \text { has a spectral gap in } \mathcal{B}_{\infty}^{2}  \tag{H2}\\
\text { with first non-zero eigenvalue denoted } \alpha_{\infty}
\end{array}\right.
$$

Now we can state the result about the convergence to equilibrium. We phrase it in the norms $\|\cdot\|_{\mathcal{B}_{\infty}^{p}}$ associated to the equilibrium (recall that these norms are equivalent to the $\|\cdot\|_{\mathcal{B}_{e}^{p}}$ since $\left.V_{\infty} \in L^{\infty}\right)$.
Theorem 1.4 Suppose that conditions (H1) and (H2) are fullfilled. Then for any constant $C_{0} \geq 1$ there exists a constant $c_{0}>0$ such that we have the following:
For any given initial data $f_{0} \in \mathcal{B}_{\mathrm{e}}^{\infty}$ with $\nabla f_{0} \in \mathcal{B}_{\mathrm{e}}^{2}$ satisfying $\left\|f_{0}\right\|_{\mathcal{B}_{\mathrm{e}}^{\infty}} \leq C_{0}$ and for any $0 \leq \kappa \leq c_{0} \alpha_{\infty}$ the solution given by Theorem 1.1 satisfies for all $t \geq 0$

$$
\left\|f(t, \cdot)-f_{\infty}\right\|_{\mathcal{B}_{\infty}^{2}} \leq 6\left\|f_{0}-f_{\infty}\right\|_{\mathcal{B}_{\infty}^{2}} e^{-\frac{\alpha_{\infty}}{2 A_{\infty}} t} .
$$

Here $A_{\infty}$ is an explicit constant depending only on the second order derivatives of $V_{\mathrm{e}}+V_{\infty}$ and $c_{0}$ is uniform in $\kappa$ varying in a fixed compact set.

Let us make some comments about this results. F,irst hypothesis (H2) may seem complicated, nevertheless in the particular case when $\partial_{x} V_{\mathrm{e}} \longrightarrow \infty$ like $|x|^{\eta}$ for $\eta>0$, it is a consequence of the study in [21]. Anyway one could suspect that a necessary and sufficient condition for (H2) is that the operator $\Lambda_{e}^{2}=-\gamma \partial_{v}\left(\partial_{v}+v\right)-\gamma \partial_{x}\left(\partial_{x}+\partial_{x} V_{\mathrm{e}}\right)$ has the same property. We don't go further in this direction.

A second remark is that one could hope for a better result not involving the smallness of the charge $\kappa$ but rather the smallness of the difference between the initial datum and the equilibrium $\left\|f_{0}-f_{\infty}\right\|_{B_{0}^{\infty}}$. The author did not succeed yet in showing such a stronger result. To the aim of the author this is perhaps due to the fact that in a sense we neglected the hyperbolic properties of the transport and only took into account the isotropic hypoelliptic properties of the whole operator: Even if the classical trajectories, i.e. the ones not perturbed by the Brownian motion are confined, they are not constant. This is a general consequence of considering in our method the VPFP system as an hypoelliptic parabolic problem rather than a perturbed hyperbolic one. Let us mention that in a sense the method employed in e.g. [3] for the global existence takes into account the two properties. Concerning a general initial datum, one could also suspect that for bad prepared initial data (i.e. such that the linearized Fokker-Planck operator at time $t=0$ has a very small spectral gap) the decay is not significantly exponential, as shown by the study of metastable states in [21]. In fact one may conjecture that the decay is given by something like $e^{-\left(\int_{0}^{t} \alpha(s) d s\right) / A(t)}$ where $\alpha(s)$ is the lowest non-zero eigenvalue of $-\gamma \partial_{v}\left(\partial_{v}+v\right)-\gamma \partial_{x}\left(\partial_{x}+\partial_{x} V_{\mathrm{e}}+\partial_{x} V_{\mathrm{nl}}(t)\right)$ and $A(t)$ is uniformly bounded but this result was out of reach of the author.

As a corollary of Theorem 1.4 we also get the following result concerning the decay of the relative entropy.

Corollary 1.5 Consider the solution given by Theorem 1.1 under the hypothesis of Theorem 1.4. Then (with the notations of Theorem 1.4 and in particular for $\kappa \leq c_{0} \alpha_{\infty}$ ) we have

$$
0 \leq H\left(f, f_{\infty}\right)(t) \stackrel{\text { def }}{=} \iint f(t) \ln \left(\frac{f(t)}{f_{\infty}}\right) d x d v \leq C_{0}^{\prime}\left\|f_{0}-f_{\infty}\right\|_{\mathcal{B}_{\infty}^{2}} e^{-\frac{\alpha_{\infty}}{2 A_{\infty}} t}
$$

where $C_{0}^{\prime}$ only depends on $C_{0}$ and is uniform in $\kappa$ varying in a fixed compact set.

The plan of the article is the following. In Section 2, we deal with the linear FokkerPlanck operator. We introduce the functional frame involving the $B^{p}$ spaces which play the role of the $L^{p}$ scale, and give some results about the existence and uniqueness without $E$. To prepare the study with $E$ we next give a short-time diffusion estimate for a generic Fokker-Planck operator $K$ of type $\left\|\left(-\partial_{v}+v\right) e^{-t K}\right\| \leq C\left(1+t^{-1 / 2}\right)$, in the space $B^{2}$. There is a similar gain as in the explicit case when the Green function is known (see e.g. [3]) and obtained through hypoelliptic techniques. It will play a crucial role in the following and in particular close to the equilibrium, where the potential in $K_{\infty}$ is not known. Then we study the existence and uniqueness of mild and strong solutions when the potential $E(t, x)$ is given.

In section 3, we study the full VPFP equation. First, we study an approximate problem where the potential is mollified by an approximation of identity $\zeta_{\varepsilon}$ and we get results of existence in this case. Second, we get the equivalent of Proposition 1.2, i.e. the non-linear contraction property for the approximate problem, using maximum principle arguments. In the next subsection we use properties of the local-in-time relative entropy and the free energy to get uniform bounds both in time and $\varepsilon$, in particular for the potential but also for the solution itself. This allows us to prove Theorem 1.1 in the last subsection.

In section 4, we study the Poisson-Emden equation, and in particular its subsolutions. It gives information on the meaning of the initial conditions, the regularity of the potential through the evolution as well as the equilibrium state. All this is gathered in Proposition 1.3 above.

In section 5 we study more carefully the convergence to the equilibrium. In the first subsection we complete the study of a generic Fokker-Planck operator, by showing a long time diffusion estimate of type $\left\|\left(-\partial_{v}+v\right) e^{-t K}\right\| \leq C\left(1+t^{-1 / 2}\right) e^{-\alpha t / A}$ where $\alpha$ is the spectral gap of the associated Witten Laplacian. This estimate is then used in a Duhamel formula of type (5) to get the exponential decay for small charge.

In the appendix we first recall some facts about the physical meaning of equation 1 . Next we give some proofs or sketch of proof related to section 2 . In the last part we give a short functional proof of the explicit exponential decay in the linear case, slightly different from the ones given in ([21] [22]).

## 2 Linear setting

### 2.1 Weighted spaces and linear functional analysis

In this section we work in a linear context with a generic potential independent of time $V$ satisfying conditions (H1).

$$
\left\{\begin{array}{l}
V \in \mathcal{C}^{\infty}, \quad V^{\prime \prime} \in L^{\infty}  \tag{10}\\
e^{-V} \in L^{1}\left(\mathbb{R}^{n}\right), \quad V \geq 0
\end{array}\right.
$$

It is associated to a generic Maxwellian

$$
\begin{equation*}
\mathcal{M}(x, v)=\frac{e^{-\left(v^{2} / 2+V(x)\right)}}{\int e^{-\left(v^{2} / 2+V(x)\right)} d x d v} . \tag{11}
\end{equation*}
$$

and to a family of weighted spaces defined for $p \in[1,+\infty]$ by

$$
B^{p}=\left\{f \in \mathcal{D}^{\prime} \text { s.t. } f / \mathcal{M} \in L^{p}(\mathcal{M} d x d v)\right\}
$$

with the natural norm defined by

$$
\begin{align*}
& \|f\|_{B^{p}}=\left(\int(f / \mathcal{M})^{p} \mathcal{M} d x d v\right)^{1 / p}, \quad \text { for } p \in[1, \infty[  \tag{12}\\
& \|f\|_{B^{\infty}}=\|f / \mathcal{M}\|_{L^{\infty}}
\end{align*}
$$

We define the dual of any space $\mathcal{B} \subset L^{1}$ with respect to the measure $\mathcal{M}^{-1} d x d v$. This means that

$$
\begin{equation*}
\langle f, g\rangle_{\mathcal{B}, \mathcal{B}^{\prime}}=\int f g \mathcal{M}^{-1} d x d v=\int \frac{f}{\mathcal{M}} \frac{g}{\mathcal{M}} \mathcal{M} d x d v \tag{13}
\end{equation*}
$$

for adequate $f$ and $g$. The $B_{p}$ spaces satisfy the following properties:
Proposition 2.1 Let $p \in[1, \infty]$. Then
i) $B^{p}$ is a Banach space for the norm defined in (12).
ii) $B^{2}$ is a Hilbert space for the scalar product induce by the norm.
iii) For all $1 \leq p \leq q \leq \infty$, we have $B^{q} \hookrightarrow B^{p}$ with injection of norm 1 i.e.

$$
\|\cdot\|_{B^{1}} \leq\|\cdot\|_{B^{p}} \leq\|\cdot\|_{B^{q}} \leq\|\cdot\|_{B^{\infty}} .
$$

iv) For the duality product defined in (13) and $p<\infty$ we have $\left(B^{p}\right)^{\prime}=B^{p^{\prime}}$.
$v)$ We have the following interpolation equality for $p \leq q \leq r$ and $1 / q=\theta / p+(1-\theta) / r$

$$
\begin{equation*}
B^{q}=\left[B^{p}, B^{r}\right]_{\theta}, \quad\|\cdot\|_{B^{q}} \leq\|\cdot\|_{B^{p}}^{\theta}\|\cdot\|_{B^{r}}^{1-\theta} \tag{14}
\end{equation*}
$$

vi) The spaces $\mathcal{C}_{0}^{\infty}$ and $\mathcal{M}^{1 / p^{\prime}} \mathcal{S}$ are dense in the $B^{p}$, for $p \in[1+\infty[$.

Proof. Points i) and ii) are immediate consequences of the change of function $u=$ $f / \mathcal{M}^{1 / p^{\prime}}$ for $1 / p+1 / p^{\prime}=1$, and the corresponding properties in Lebesgue spaces. For point iii), we prove that for $p, q \in[1, \infty]$ such that $p \leq q$,

$$
\mathcal{M} L^{\infty}=B^{\infty} \subset B^{q} \subset B^{p} \subset B^{1}=L^{1} \subset S^{\prime} .
$$

and that the injection is continuous with norm 1. This is a straightforward computation since for $f \in B^{p}$ and by Hölder inequality we have

$$
\begin{aligned}
\|f\|_{B^{p}} & =\left(\int(f / \mathcal{M})^{p} \mathcal{M} d x d v\right)^{1 / p} \\
& \leq\left\|(f / \mathcal{M})^{p}\right\|_{L^{q / p}(\mathcal{M} d x)}^{1 / p}\|1\|_{L^{(q / p)^{\prime}}(\mathcal{M} d x)}^{1 / p}=\left\|(f / \mathcal{M})^{q}\right\|_{L^{q}(\mathcal{M} d x)} \times 1 \\
& \leq\|f\|_{B^{q}}
\end{aligned}
$$

since for all $p \in\left[1, \infty\left[,\|\mathcal{M}\|_{B^{p}}=\|1\|_{L^{p}(\mathcal{M} d x)}=\int \mathcal{M} d x d v=1\right.\right.$ and $\|\mathcal{M}\|_{B^{\infty}}=\|1\|_{L^{\infty}}=1$. Points iv), v) and vi) are also clear from the standard results in Lebesgue spaces.

For further use we also state some properties of the so-called relative entropy, defined for a $L^{1}$-normalized function $f \geq 0$ by

$$
\begin{equation*}
H(f \mid \mathcal{M}) \stackrel{\text { def }}{=} \int f \ln \left(\frac{f}{\mathcal{M}}\right) d x d v . \tag{15}
\end{equation*}
$$

Proposition 2.2 Let $p>1$ and $0 \leq f \in B^{p}$ normalized in $L^{1}=B^{1}$. Then the relative entropy is well defined by (15) and satisfies the following

$$
0 \leq H(f \mid \mathcal{M}) \leq c_{p}\|f\|_{B^{p}}^{p}
$$

where $c_{p}>0$ and $c_{p}=1$ when $p \geq 2$.

Proof. For the left-hand side it is sufficient to observe that for a given $f \in B^{p}$ and from proposition 2.1, the function

$$
\left[1, p\left[\ni q \longmapsto\|f\|_{B^{q}}^{q}\right.\right.
$$

is increasing and differentiable, with derivative at point $q=1$ equal to $H(f \mid \mathcal{M})$ :

$$
\left.\frac{d}{d q}\left(\int\left(\frac{f}{\mathcal{M}}\right)^{q} \mathcal{M} d x d v\right)\right|_{q=1}=\int \frac{f}{\mathcal{M}} \ln \left(\frac{f}{\mathcal{M}}\right) \mathcal{M} d x d v
$$

This gives the result. For the right-hand side we notice that for $x \geq 0$ we have $x \ln (x) \leq$ $c_{p} x^{p}$ with $c_{p}=1$ if $p \geq 2$ and the proof is complete.

We now state some results about the linear Fokker-Planck operator, say in $L^{1}$. First the Hamiltonian vector field of $v^{2} / 2+V(x)$ is denoted by

$$
X_{0}=v \partial_{x}-\partial_{x} V(x) \partial_{v},
$$

and it is easy to check that it is formally skew-adjoint with respect to the duality product (13) since $X_{0}$ commutes with the multiplication with $\mathcal{M}$. We also introduce the differential ((d, 1$)$-matricial) operators

$$
\begin{equation*}
a=\gamma^{1 / 2}\left(\partial_{x}+\partial_{x} V(x)\right), \quad b=\gamma^{1 / 2}\left(\partial_{v}+v\right) \tag{16}
\end{equation*}
$$

For the duality product defined in (13), their formal adjoint are the following $(1, d)$ matricial operators

$$
\begin{equation*}
a^{*}=-\gamma^{1 / 2} \partial_{x}, \quad b^{*}=-\gamma^{1 / 2} \partial_{v} . \tag{17}
\end{equation*}
$$

with these notations we can write the Fokker-Planck operator

$$
\begin{equation*}
K=X_{0}+b^{*} b, \tag{18}
\end{equation*}
$$

and its formal adjoint taken with respect to the duality product (13) is

$$
\begin{equation*}
K^{*}=-X_{0}+b^{*} b . \tag{19}
\end{equation*}
$$

We also introduce the Witten laplacian

$$
\Lambda^{2}=a^{*} a+b^{*} b,
$$

which is the naturally associated formally self-adjoint operator with respect to the duality product (13). All these operators are linked thanks to the following remarkable algebraic properties:

$$
a=\left[b, X_{0}\right], \quad b=-\operatorname{Hess} V\left[a, X_{0}\right] .
$$

Remark 2.3 Let us see what form is taken by the operator $K$ in the usual flat $L^{p}$ spaces. If we pose $u=(f / \mathcal{M}) \mathcal{M}^{1 / p}=\left(f / \mathcal{M}^{1 / p^{\prime}}\right)$ for $p \in[1, \infty],\left(1 / p+1 / p^{\prime}=1\right)$, we notice that

$$
f \in B^{p} \Leftrightarrow u \in L^{p} .
$$

With $u$ as a variable function the Cauchy problem for the Fokker-Planck equation reads

$$
\left\{\begin{array}{l}
\partial_{t} u+K_{p} u=0 \\
\left.u\right|_{t=0}=u_{0} \in L^{p} \\
K_{p}=v \partial_{x}-\partial_{x} V \partial_{v}+\gamma\left(-\partial_{v}+v / p^{\prime}\right)\left(\partial_{v}+v / p\right)
\end{array}\right.
$$

In particular in the flat Hilbert space $L^{2}, K_{2}$ is the following formal differential operator :

$$
K_{2}=v \partial_{x}-D_{x} V \partial_{v}+\gamma\left(-\partial_{v}+v / 2\right)\left(\partial_{v}+v / 2\right) .
$$

We note that $K_{2}$ is exactly of the form $K_{2}=X_{0}+b_{2}^{*} b_{2}$ where $b_{2}=\gamma^{1 / 2}\left(\partial_{v}+v / 2\right)$ is the annihilation operator, and $b_{2}^{*}=\gamma^{1 / 2}\left(-\partial_{v}+v / 2\right)$ is the creation one in the $v$ variables. Of course the diffusion-friction term $b_{2}^{*} b_{2}$ is exactly an harmonic oscillator. In the original spaces $B^{p}$ the term $b^{*} b$ will often be referred to as an harmonic oscillator in $v$.

We want now to study the following linear Cauchy problem,

$$
\begin{equation*}
\partial_{t} f+K f=0, f_{t=0}=f_{0} \tag{20}
\end{equation*}
$$

in the $B^{p}$ spaces. We first quote some results from [20] and [21] in $B^{2}$ and give an easy consequence in $B^{\infty}$.

Proposition 2.4 We have the following:
i) (20) For $p=2$, operators $K$ (resp. $K^{*}$ ) defined as the closure of (18) (resp. (19)) with domain $\mathcal{C}_{0}^{\infty}$ are maximal accretive. It defines a semi-group of contraction and positivity preserving denoted $e^{-t K}$ (resp. $e^{-t K^{*}}$ ).
ii) The Cauchy problem $\partial_{t} f+K f=0$ is well posed in $B^{\infty}$ and the solution satisfies the contraction and positivity preserving properties, i.e. $f(t) \geq 0$ and $\|f(t)\|_{B^{\infty}} \leq\left\|f_{0}\right\|_{B^{\infty}}$ (id. for $K^{*}$ ).

Proof. We study the case of $K$ since for $K^{*}$ the arguments are the same. The first point i) is only a traduction in terms of the $B^{p}$ spaces of the result in 20. 21. For point ii) we observe that $B^{\infty} \subset B^{2}$ therefore the only possible solution is the one given in $B^{2}$ and it is non-negative if $f_{0}$ is. We first have to prove that $f(t)$ stays in $B^{\infty}$. Of course it is a direct consequence of the maximum principle since for $f_{0} \in B^{\infty}$ we have $f_{0} \in B^{2}$ and there exists a constant $C$ such that $-C \mathcal{M} \leq f_{0} \leq C \mathcal{M}$ a.e. and therefore $-C \mathcal{M} \leq f(t) \leq C \mathcal{M}$ for all $t \geq 0$. Since $\mathcal{M}$ satisfies $\partial_{t} \mathcal{M}+K \mathcal{M}=0$, it is sufficient to take $C=\left\|f_{0}\right\|_{B^{\infty}}$ and we get the result.

Remark 2.5 Of course it would be more convenient to have that $e^{-t K}$ is maximal accretive in the $B^{p}$ 's. We don't go further in this direction, but make some remarks about it in the case $p \in\left[2, \infty\left[\right.\right.$. For any $f \in B_{p} \cap \mathcal{S}$, we can define the dual function $f^{\prime}=\operatorname{sign}(f)(|f| / \mathcal{M})^{p-1} \in B_{p^{\prime}}$ which satisfies

$$
\left\langle f, f^{\prime}\right\rangle=\|f\|_{B_{p}}^{2}=\left\|f^{\prime}\right\|_{B_{p^{\prime}}}
$$

We can observe then

$$
\left\langle K f, f^{\prime}\right\rangle=\iint K f f^{\prime} d x d v=\iint\left(\frac{|b f|}{\mathcal{M}}\right)^{2}\left(\frac{|f|}{\mathcal{M}}\right)^{p-2} \mathcal{M} d x \geq 0
$$

Then the study could perhaps be carried on following standard arguments (see for example [31] section 7 in the elliptic case).

Remark 2.6 We also do not develop the following ideas in this article: Let $G$ be a convex function on $\mathbb{R}$ (with perhaps some additional properties of smoothness), then one can prove that if $f$ is a solution in an adequate space of $\partial_{t} f+K f=0$ then the function $u=\mathcal{M} G(f / \mathcal{M})$ is a subsolution, i.e. $\partial_{t} u+K u \leq 0$. Then from the maximum principle (again with some care about the spaces used) we can get that for $u_{0} \in L^{1}(\mathcal{M} d x d v)$ we have $u \in L^{1}(\mathcal{M} d x d v)$ and $\|u\| \leq\left\|u_{0}\right\|$ in this space. This could be applied to $G(s)=s \ln (s)$ (on $\mathbb{R}^{+}$) for non-negative functions and give that the relative entropy is uniformly bounded. This has to be compared to similar results in (4) for example (without $\mathcal{M}$ ). In fact the $B^{p}$ space follow the same property with $G=s^{p}$, and the case $G=s$ gives the conservation of the mass. This gives an infinite number of bounded energy functionals for the Linear Fokker-Planck operator. Note also that it can be used to prove results using renormalized techniques but with the renormalized function $\mathcal{M} G(f / \mathcal{M})$ instead of $G(f)$.

### 2.2 Short time diffusion estimates in $B^{2}$

In this section we continue the study of a generic linear Fokker-Planck operator with potential $V$ independent of time satisfying hypothesis (H1). Now we give some long-time and short-time diffusion estimates which will play a crucial role in the study of the nonlinear problem. In the following $K$ is the closure in $B^{2}$ of the linear Fokker-Planck with domain $\mathcal{C}_{0}^{\infty}$, and we recall it is maximal accretive with semi-group denoted $e^{-t K}$.

We shall need the following chain of Sobolev spaces based on $B^{2}$. In the spirit of 21] we denote

$$
\Lambda_{a}^{2}=1+a^{*} a, \quad \Lambda_{b}^{2}=1+b^{*} b
$$

where $a$ and $b$ were defined in (16-17). $\Lambda_{a}^{2}$ and $\Lambda_{b}^{2}$ are to be understood as (unbounded) operators acting after conjugating in the flat space $L^{2}$ with the change of function $u=$ $f / \mathcal{M}^{1 / 2}$. Note that they also are maximal accretive and denote by the same letter their closure in $B^{2}$ (see the reference already quoted for example). In this sense $b^{*} b$ is an harmonic oscillator and $a^{*} a$ is the Witten Laplacian associated to $V$. We introduce the natural chain of Sobolev space for $k, l \in \mathbb{R}$

$$
\begin{equation*}
\mathbb{H}^{l, k}=\left\{f \in \mathcal{M}^{1 / 2} \mathcal{S}^{\prime} \text { s.t. } \Lambda_{a}^{k} \Lambda_{b}^{l} f \in B^{2}\right\} \tag{21}
\end{equation*}
$$

for which $l \leq l^{\prime}$ and $k \leq k^{\prime}$ imply $\mathbb{H}^{l, k} \hookrightarrow \mathbb{H}^{l^{\prime}, k^{\prime}}$ and $\mathbb{H}^{0,0}=B^{2}$. We first write a result from [21-20 about the parabolic (smoothing) properties of operator $K$ in $B^{2}$.

Proposition 2.7 (21]-[20]) For all $t>0$, $e^{-t K}$ maps $\mathcal{M}^{1 / 2} \mathcal{S}^{\prime}$ to $\mathcal{M}^{1 / 2} \mathcal{S}$. Besides for a given $k \geq 0$ there is constants $C_{k, k}$ and $N_{k}$ such that for any initial data $f_{0} \in \mathbb{H}^{k, k}$ we have

$$
\begin{equation*}
\|f(t)\|_{\mathbb{H}^{k, k}} \leq C_{k, k}\left(t^{N_{k}}+t^{-N_{k}}\right)\left\|f_{0}\right\|_{\mathbb{H}-k,-k} \tag{22}
\end{equation*}
$$

Besides the same result holds for $K^{*}$.
The purpose of the following Proposition is to ameliorate the estimate for small $t$ in (22), at least in the case $k=1$, and with explicit bounds. It is based on the construction of a particular Lyapounov functional $A(t)$ taking into account the hypoelliptic properties of $K$.

Proposition 2.8 There exists a constant $C_{2}$ such that for all $t>0$, we have the following: i) $e^{-t K} b^{*}$ is bounded by $C_{2}\left(1+t^{-1 / 2}\right)$ and ii) $e^{-t K} a^{*}$ is bounded by $C_{2}\left(1+t^{-3 / 2}\right)$,
as bounded operators on $B^{2}$. Here $C_{2}$ depends only on $\left\|V^{\prime \prime}\right\|_{L^{\infty}}$ (and $\gamma$ ). Besides we have the same bounds as i) for the operators $b^{\natural} e^{-t K^{\sharp}}$ and $e^{-t K^{\sharp}} b^{\natural}$ and as ii) for operators $a^{\natural} e^{-t K^{\sharp}}$ and $e^{-t K^{\sharp}} a^{\natural}$, where $\sharp$ and $\bigsqcup$ are either nothing or $*$.

Proof. We shall in a moment prove the results for $a e^{-t K}$ and $b e^{-t K}$. Taking these bounds for given we note that they imply similar bounds for their adjoints $e^{-t K^{*}} b^{*}$ and $e^{-t K^{*}} a^{*}$ since $B^{2^{\prime}}=B^{2}$. The proof is exactly the same for $b e^{-t K^{*}}$ and $a e^{-t K^{*}}$ since the sign in front of $X_{0}$ has no importance in the proof. Taking the adjoints again give the result for $e^{-t K} b^{*}$ and $e^{-t K} a^{*}$.

Now for the bound on $b^{*} e^{-t K}$ we simply have to note that for $f_{0} \in B^{2}$ given and $f(t)=e^{-t K} f_{0}$ we have

$$
\left\|b^{*} f(t)\right\|^{2}=\left(b b^{*} f(t), f(t)\right)=\left(b^{*} b f(t), f(t)\right)+d\|f(t)\|^{2}=\|b f(t)\|^{2}+d\|f(t)\|^{2}
$$

and we get the result. For $a^{*} e^{-t K}$ we similarly write

$$
\left\|a^{*} f(t)\right\|^{2}=\left(a a^{*} f(t), f(t)\right)=\left(a^{*} a f(t), f(t)\right)+\left(\Delta V_{\mathrm{e}} f(t), f(t)\right) \leq\|a f(t)\|^{2}+C_{e}\|f(t)\|^{2}
$$

since $V_{\mathrm{e}}$ is with second derivatives bounded. This gives the result. For the other terms, we repeat the procedure followed in preceding paragraph and the proof of the last assertion in Proposition 2.8 is complete.

Let us come back now to the bounds on $a e^{-t K}$ and $b e^{-t K}$. We note that the operators are well defined since $e^{-t K}$ is defined from $\mathcal{M}^{1 / 2} S^{\prime}$ to $\mathcal{M}^{1 / 2} S$. For the proof we shall need a series of results. The first thing we do it to change the function $f$ by the standard conjugation tool: We pose

$$
u=f / \mathcal{M}^{1 / 2}, u_{0}=f_{0} / \mathcal{M}^{1 / 2}
$$

and $f$ is a solution of $\partial_{t} f+K f=0,\left.f\right|_{t=0}=f_{0}$ in $B_{2}$ if and only if

$$
\partial_{t} u+K_{2} u=0,\left.\quad u\right|_{t=0}=u_{0}
$$

in the flat Hilbert space $L^{2}$, where $K_{2}$ denotes the maximal extension in $L^{2}$ of the following differential operator originally defined on $\mathcal{C}_{0}^{\infty}$ :

$$
K_{2}=v \partial_{x}-\partial_{x} V \partial_{v}+\gamma\left(\partial_{v}+v / 2\right)\left(\partial_{v}+v / 2\right)
$$

We note that $K_{2}$ is exactly of the form $K_{2}=X_{0}+b_{2}^{*} b_{2}$. Actually this is immediate to check that in $\mathcal{D}^{\prime}$ we have

$$
b_{2} u=(b f) / \mathcal{M}^{1 / 2}
$$

In order to prove lemma 2.8, we work in $L^{2}$ with the new formulation via $u, K_{2}$ of the Cauchy problem. and we omit the subscript 2, since there is no possible confusion since the unknown function is now $u$ instead of $f$. The norm is the standard one associated with the $L^{2}$ space. We recall that for $u_{0} \in \mathcal{S}^{\prime}$, and for all $t>0, u(t) \in \mathcal{S}$ from Proposition 2.7. We choose $u_{0} \in \mathcal{S}$ and we pose for $t \geq 0$,

$$
A(t)=t^{3}\|a u\|^{2}+E t^{2} \operatorname{Re}(a u, b u)+D t\|b u\|^{2}+C\|u\|^{2}
$$

$A$ is a $\mathcal{C}^{0}\left(\mathbb{R}^{+}, \mathbb{R}\right) \cap \mathcal{C}^{1}\left(\mathbb{R}^{+*}, \mathbb{R}\right)$ function, and we can compute its time derivative.
Derivative of $\|u\|^{2}$ : We have

$$
\begin{equation*}
\partial_{t}\|u\|^{2}=-2 \operatorname{Re}(K u, u)=-2\|b u\|^{2} \tag{23}
\end{equation*}
$$

Derivative of $t\|b u\|^{2}$ : We write

$$
\begin{equation*}
\partial_{t} t\|b u\|^{2}=\|b u\|^{2}+t \partial_{t}\left(b^{*} b u, u\right) \tag{24}
\end{equation*}
$$

Let us compute separately the second derivative. We have

$$
\begin{aligned}
\partial_{t}\left(b^{*} b u, u\right) & =-\operatorname{Re}\left(b^{*} b K u, u\right)-\operatorname{Re}\left(b^{*} b u, K u\right) \\
& =-2\left\|b^{*} b u\right\|^{2}-\operatorname{Re}\left(b^{*} b X_{0} u, u\right)+\operatorname{Re}\left(X_{0} b^{*} b u, u\right) \\
& =-2\left\|b^{*} b u\right\|^{2}-\operatorname{Re}\left(\left[b^{*} b, X_{0}\right] u, u\right)
\end{aligned}
$$

using that $a=\left[b, X_{0}\right]$, we get

$$
\begin{aligned}
\partial_{t}\left(b^{*} b u, u\right) & =-2\left\|b^{*} b u\right\|^{2}-\operatorname{Re}\left(b^{*} a u, u\right)-\operatorname{Re}\left(a^{*} b u, u\right) \\
& =-2\left\|b^{*} b u\right\|^{2}-2 \operatorname{Re}(a u, b u)
\end{aligned}
$$

As a consequence we can write that

$$
\begin{equation*}
\partial_{t}\left(t\|b u\|^{2}\right)=\|b u\|^{2}-2 t\left\|b^{*} b u\right\|^{2}-2 \operatorname{Re} t(a u, b u) . \tag{25}
\end{equation*}
$$

Derivative of $t^{2} \operatorname{Re}(a u, b u)$ : We write

$$
\begin{equation*}
\partial_{t} t^{2} \operatorname{Re}(a u, b u)=2 t \operatorname{Re}(a u, b u)+t^{2} \partial_{t} \operatorname{Re}(a u, b u) . \tag{26}
\end{equation*}
$$

Let us compute again separately the second derivative :

$$
\begin{aligned}
\partial_{t} \operatorname{Re}(a u, b u) & =-\operatorname{Re}(a K u, b u)-\operatorname{Re}(a u, b K u) \\
& =-\operatorname{Re}\left(a b^{*} b u, b u\right)-\operatorname{Re}\left(a u, b b^{*} b u\right)-\operatorname{Re}\left(a X_{0} u, b u\right)-\operatorname{Re}\left(a u, b X_{0} u\right) .
\end{aligned}
$$

We can commute the field $X_{0}$ in the last two terms and we get

$$
\begin{aligned}
\partial_{t} \operatorname{Re}(a u, b u)= & -\operatorname{Re}\left(a b^{*} b u, b u\right)-\operatorname{Re}\left(a u, b b^{*} b u\right)-\operatorname{Re}\left(\left[a, X_{0}\right] u, b u\right)-\operatorname{Re}\left(a u,\left[b, X_{0}\right] u\right) \\
& +\underbrace{\operatorname{Re}\left(X_{0} a u, b u\right)+\operatorname{Re}\left(a u, X_{0} b u\right)}_{=0 \text { since } X_{0} \text { is skewadjoint }} .
\end{aligned}
$$

Now use the facts that $\left[b, X_{0}\right]=a$ and $-\operatorname{Hess} V b=\left[a, X_{0}\right]$. This yields

$$
\partial_{t} \operatorname{Re}(a u, b u)=-\operatorname{Re}(b a u, b b u)-\operatorname{Re} e\left(b^{*} a u, b^{*} b u\right)+(\operatorname{Hess} V b u, b u)-\|a u\|^{2}
$$

and using (26) we get

$$
\begin{aligned}
\partial_{t}\left(t^{2} \operatorname{Re}(a u, b u)\right)= & 2 t \operatorname{Re}(a u, b u)-t^{2}\|a u\|^{2}+t^{2}(\operatorname{Hess} V b u, b u) \\
& -t^{2} \operatorname{Re}(b a u, b b u)-t^{2} \operatorname{Re}\left(b^{*} a u, b^{*} b u\right) .
\end{aligned}
$$

Using eventually the fact that $b^{*} b=b b^{*}-\gamma d$ yields

$$
\begin{align*}
\partial_{t}\left(t^{2} \operatorname{Re}(a u, b u)\right)= & 2 t \operatorname{Re}(a u, b u)-t^{2}\|a u\|^{2}+t^{2}(\operatorname{Hess} V b u, b u)  \tag{27}\\
& -2 t^{2} \operatorname{Re}(b a u, b b u)-t^{2} \gamma d \operatorname{Re}(a u, b u) .
\end{align*}
$$

Derivative of $t^{3}\|a u\|^{2}$ : We write

$$
\begin{equation*}
\partial_{t} t^{3}\|a u\|^{2}=3 t^{2}\|a u\|^{2}+t^{3} \partial_{t}\|a u\|^{2} \tag{28}
\end{equation*}
$$

We study separately the second term:

$$
\begin{aligned}
\partial_{t} \operatorname{Re}(a u, a u) & =-\operatorname{Re}(a K u, a u)-\operatorname{Re}(a u, a K u) \\
& =-\operatorname{Re}\left(a b^{*} b u, a u\right)-\operatorname{Re}\left(a u, a b^{*} b u\right)-\operatorname{Re}\left(a X_{0} u, a u\right)-\operatorname{Re}\left(a u, a X_{0} u\right) .
\end{aligned}
$$

We shall again commute the field $X_{0}$ in the last terms

$$
\begin{aligned}
\partial_{t} \operatorname{Re}(a u, a u) & =-2\|b a u\|^{2}-2 \operatorname{Re}\left(a u, a X_{0} u\right) \\
& =-2\|b a u\|^{2}-\operatorname{Re}\left(\left[a, X_{0}\right] u, a u\right)+\underbrace{\operatorname{Re}\left(X_{0} a u, a u\right)}_{=0 \text { since } X_{0} \text { is skewadjoint }}
\end{aligned}
$$

Now since $-\mathrm{Hess} V b=\left[a, X_{0}\right]$. We get

$$
\partial_{t} \operatorname{Re}(a u, a u)=-2\|b a u\|^{2}+2 \operatorname{Re}(\operatorname{Hess} V b u, a u)
$$

From (28) we can therefore write

$$
\begin{equation*}
\partial_{t} t^{3}\|a u\|^{2}=3 t^{2}\|a u\|^{2}-2 t^{3}\|b a u\|^{2}+2 t^{3} \mathrm{R} e(\operatorname{Hess} V b u, a u) \tag{29}
\end{equation*}
$$

Derivative of $A$ : We put together the results of (23-25-27-29) and we get the following formula for the derivative of $A$, where we have put the similar terms on the same lines :

$$
\begin{aligned}
& \partial_{t} A(t)= \\
& -2 C\|b u\|^{2}-2 t D\left\|b^{*} b u\right\|-t^{2} E\|a u\|^{2}-2 t^{3}\|b a u\|^{2} \\
& +D\|b u\|^{2}+t^{2} E \operatorname{Re}(\operatorname{Hess} V b u, b u) \\
& +2 t D \operatorname{Re}(a u, b u)+2 t E \operatorname{Re}(a u, b u)+2 t E \operatorname{Re} e(\operatorname{Hess} V b u, a u)-t^{2} D \gamma d \operatorname{Re}(a u, b u) \\
& +3 t^{2}\|a u\|^{2} \\
& -2 E t^{2} \operatorname{Re}(b a u, b b u)
\end{aligned}
$$

We bound now each terms on the lines 2,5 by terms appearing in 1 . We suppose that $t \in] 0,1]$. Now since the Hessian of $V$ is bounded by a constant, say $C_{V}$, we have

$$
\begin{equation*}
\boxed{2} \leq\left(D+E C_{V}\right)\|b u\|^{2} \ll 2 C\|b u\|^{2} \text { if } D, E \ll C \tag{30}
\end{equation*}
$$

For the term $\sqrt[3]{3}$, we write for $\eta>0$,

$$
\begin{aligned}
3 & \leq\left(2 D+2 E+2 E C_{V}+D \gamma n\right) t\|a u\|\|b u\| \\
& \leq \eta t^{2}\|a u\|^{2}+\frac{C t e(D, E, \gamma d)}{\eta}\|b u\|^{2}
\end{aligned}
$$

We therefore get that for a given $E$, we have to choose $\eta$ sufficiently small and then $C$ big enough to get

$$
\begin{equation*}
3 \ll E t^{2}\|a u\|^{2}+2 C\|b u\|^{2} \tag{31}
\end{equation*}
$$

Now we treat the term 4 : this is easy since we only need to take $E \gg 3$ in order to get

$$
\begin{equation*}
4 \ll-3 t^{2}\|a u\|^{2} \tag{32}
\end{equation*}
$$

For the last term 5 we write :

$$
\begin{aligned}
& 5=-2 E t^{2} \operatorname{Re}(b a u, b b u) \leq 2 E t^{2}\|b a u\|\|b b u\| \\
& \leq E\left(\eta^{\prime} t^{3}\|b a u\|^{2}+\frac{t}{\eta^{\prime}}\|b b u\|\right) \\
& \leq E \eta^{\prime} t^{3}\|b a u\|^{2}+\frac{E t}{\eta^{\prime}}\left\|b^{*} b u\right\|,
\end{aligned}
$$

where in the last estimate we use the fact that for $w \in \mathcal{S}$, we have $\|b w\| \leq\left\|b^{*} w\right\|$. Now for a given $E$ we have to choose first $\eta^{\prime}$ small enough, and then $D$ sufficiently large to write

$$
\begin{equation*}
5 \ll 2 t D\left\|b^{*} b u\right\|^{2}+2 t^{3}\|b a u\|^{2} \tag{33}
\end{equation*}
$$

Synthesis We checked that each line $2-5$ can separately be bounded by a term appearing in 1 . In order to get the fact that $t \mapsto A(t)$ is decreasing, we choose the constants as follows : first $E$ so that (32), and then $\eta, \eta^{\prime}, C$ and $D$ such that (33) and (31). Eventually increasing $C$ so that (30) holds yields the result. In particular since $A(t)$ is right-continuous in 0 we get that for all $t \in[0,1]$

$$
A(t)=t^{3}\|a u\|^{2}+E t^{2} \operatorname{Re}(a u, b u)+D t\|b u\|^{2}+C\|u\|^{2} \leq C\left\|u_{0}\right\|^{2}
$$

In particular we have for $t \in[0,1]$,

$$
\begin{equation*}
\|a u(t)\| \leq C^{1 / 2} t^{-3 / 2}\left\|u_{0}\right\|, \quad\|b u(t)\| \leq(C / D)^{1 / 2} t^{-1 / 2}\left\|u_{0}\right\| \tag{34}
\end{equation*}
$$

This is the short time $(t \in] 0,1])$ estimate of Lemma 2.8 for $u_{0} \in \mathcal{S}$. For $t \geq 1$ we simply write that

$$
\left\|b e^{-t K} u_{0}\right\|=\left\|b e^{-K / 2} e^{-(t-1 / 2) K} u_{0}\right\| \leq C_{2}\left\|e^{-(t-1 / 2) K} u_{0}\right\| \leq C_{2}\left\|u_{0}\right\|
$$

where we used first the short time estimate (with $t=1 / 2$ ) and then the fact that $K$ is maximal accretive. The result for $u_{0} \in B^{2}$ follows then from the continuity properties in Proposition 22.

Remark 2.9 We could give a similar result in $B^{4 / 3}$, provided one has proven that $e^{-t K}$ is a smoothing semi-group of contraction in this space: In this case There exists $C_{4 / 3}$ such that $\left\|e^{-t K} b^{*}\right\|_{B^{4 / 3}} \leq C_{4 / 3} t^{-1 / 2}$ and $\left\|e^{-t K} a^{*}\right\|_{B^{4 / 3}} \leq C_{4 / 3} t^{-3 / 2}$. They come from the study in $B^{4}(1 / 4+3 / 4=1)$ of the adjoints $b e^{-t K}$ and $a e^{-t K}$. As a consequence it is possible by interpolation to get a similar result in $B^{p}$ for $p \in[4 / 3,2]$. The method in nearly the same but with a much more complicated Lyapounov function $A(t)$. The computations are tricky and the functional framework is not sufficient here to be able to use later this result. Anyway we shall only use the $B^{2}$ bounds.

Remark 2.10 In the particular cases of $V_{\mathrm{e}}=x^{2}$ or more generally quadratic, one can compute explicitly the Green function of $e^{-t K}$ using the method of characteristics (see e.g. [23], [25], [3]). Our result in then in accordance with them, although the knowledge of the Green function allows to work on all the spaces (of type $L^{p}$ ) and not only in $L^{2}\left(B^{2}\right)$ types. In fact this result has to be compared with a huge literature about the study of the Green functions of hypoelliptic operators, and the ellipses in the $(x, v)$-space of radius $t^{1 / 2}$ in the velocity direction and $t^{3 / 2}$ in the spatial direction are naturally introduced, as the balls for the so-called Carnot-Carathéodory distance (see e.g. [6], [17]). Anyway the author did not find any result like the one in Proposition 2.8. In fact the results quoted are deeply linked to the Lie-group structure of the square of vector fields and we work here with first order differential operators $b$ and $a$. In particular the invariance with respect to the translations associated to the left-invariant vector fields is crucial to obtain global bounds on the green function. In our case we did not understand completely the geometry associated to our framework. To finish the last obstruction is that in a very large number of known results the hypoelliptic operators studied are formally selfadjoint, i.e. with no transport term.

### 2.3 Strong solutions for a given interaction potential

In this section we work again in a linear setting and study the following Fokker-Planck equation

$$
\left\{\begin{array}{l}
\partial_{t} f+v \cdot \partial_{x} f-\left(E+\partial_{x} V\right) \cdot \partial_{v} f-\gamma \partial_{v} \cdot\left(\partial_{v}+v\right) f=U,  \tag{35}\\
\left.f\right|_{t=0}=f_{0}
\end{array}\right.
$$

where $E(t, x)$ is a given time-dependant potential satisfying $E \in L^{\infty}\left(\left[0, T\left[\times \mathbb{R}^{d}\right)\right.\right.$ and $V$ is again a generic potential satisfying hypothesis (H1). We shall prove existence and uniqueness in the space $\mathbb{H}^{l, k}$ based on $B^{2}$ and defined in (21). In the following Propositions we will assume the following

$$
\left\{\begin{array}{l}
V \text { satisfies }(\mathrm{H} 1),  \tag{H3}\\
E \in L^{\infty}\left(\left[0, T\left[\times \mathbb{R}^{d}\right),\right.\right. \\
f_{0} \in B^{2}\left(\mathbb{R}^{2 n}\right), \\
U \in L^{2}\left(\left[0, T\left[, \mathbb{H}^{0,-1}\left(\mathbb{R}_{x}^{d} \times \mathbb{R}_{v}^{d}\right)\right) .\right.\right.
\end{array}\right.
$$

The first Proposition gives existence and uniqueness of a unique mild solution of the system (35).

Proposition 2.11 Under hypotheses (H3) there exists a unique mild solution solution of (35), where by definition a mild solution is a solution $f \in \mathcal{C}\left(\left[0, T\left[, B^{2}\right)\right.\right.$ satisfying

$$
f(t)=e^{-t K} f_{0}+\int_{0}^{t} e^{-(t-s) K} E(s) \partial_{v} f(s)+\int_{0}^{t} e^{-(t-s) K} U(s) d s
$$

Proof. This is obtained via a standard fixed point theorem in $L^{\infty}\left(\left[0, T\left[, B^{2}\right)\right.\right.$. We only sketch the proof. To simplify the notations we suppose $\gamma=1$ which implies $\partial_{v}=-b^{*}$. Let $F$ be the following operator from $L^{\infty}\left(\left[0, T\left[, B^{2}\right)\right.\right.$ into itself given by

$$
\begin{align*}
F(f) & =e^{-t K} f_{0}+\int_{0}^{t} e^{-(t-s) K} E(s) \partial_{v} f(s)+\int_{0}^{t} e^{-(t-s) K} U(s) \\
& =e^{-t K} f_{0}-\int_{0}^{t} e^{-(t-s) K} b^{*} E(s) f(s)+\int_{0}^{t} e^{-(t-s) K}\left(1+b^{*} b\right) \Lambda_{b}^{-1} \Lambda_{b}^{-1} U(s) . \tag{36}
\end{align*}
$$

According to the diffusion estimates given in Proposition 2.8 and using the fact the $b \Lambda_{b}^{-1}$ is bounded by 1 as an operator in $B^{2}$, we get that for all $0<t<T$

$$
\left\|e^{-t K}\left(1+b^{*} b\right) \Lambda_{b}^{-1}\right\|_{B^{2}} \leq C t^{-1 / 2}
$$

We therefore get for $f \in B^{2}, F(f) \in B^{2}$ and for all $t>0$,

$$
\|F(f)\|_{L^{\infty}\left(\left[0, t\left[B^{2}\right)\right.\right.} \leq C t^{1 / 2}\|f\|_{L^{\infty}\left([0, t], B^{2}\right)} .
$$

Using a standard fixed point theorem we get that $f$ is the unique limit of the following iteration scheme

$$
\begin{equation*}
\partial_{t} f^{n+1}+K f^{n+1}+E b^{*} f^{n}=U, \quad f^{0}=f_{0}, \tag{37}
\end{equation*}
$$

and the continuity is clear from formula (36).
Now we state an other Proposition essentially saying that the mild solution of (35) is the only weak solution.

Proposition 2.12 Under conditions (H3) the following statements are equivalent:
i) $f$ is a weak solution in $L^{2}\left([0, T], B^{2}\right)$;
ii) $f$ is a weak solution in the class $\mathbb{Y}$ defined by

$$
\mathbb{Y}=\left\{f ^ { \prime } \in L ^ { 2 } \left(\left[0, T\left[, \mathbb{H}^{0,1}\right) \quad \text { s.t. } \quad \partial_{t} f^{\prime}+X_{0} f^{\prime} \in L^{2}\left(\left[0, T\left[, \mathbb{H}^{0,-1}\right)\right\}\right.\right.\right.\right.
$$

iii) $f$ is the mild solution.

Proof. The existence and uniqueness of a weak solution in $\mathbb{Y}$ is proven in the appendix (Proposition A.1).It is nearly a paraphrasing of the one given by Degond in the appendix of [7] using a theorem of Lions [26]. Since a mild solution is also a weak solution we therefore get that they coincide, which proves the equivalence of ii) and iii). Since ii) clearly implies i) we only have to prove that every weak solution $f$ of (35) is in $\mathbb{Y}$. We follow again the proof of Degond [7]. Since $f \in L^{2}\left([0, T], B^{2}\right)$ we get that $E b^{*} f \in L^{2}\left(\left[0, T\left[, \mathbb{H}^{0,-1}\right)\right.\right.$, so that $f$ is a weak solution of the equation

$$
\partial_{t} f+K f=g,\left.\quad f\right|_{t=0}=f_{0}
$$

where $g=U-E b^{*} f \in L^{2}\left(\left[0, T\left[, \mathbb{H}^{0,-1}\right)\right.\right.$. But Proposition A. 1 provides a unique solution $\tilde{f} \in \mathbb{Y}$ of this equation, and we only have to prove that $f=\tilde{f}$. The function $\varphi=f-\tilde{f}$ is then a weak solution of the Fokker-Planck equation

$$
\partial_{t} \varphi+K \varphi=0,\left.\quad \varphi\right|_{t=0}=0
$$

This implies $\varphi=0$ from the study of the semi-group associated to $K$ made in the preceding sections (see [21]). This completes the proof.

Now we recall some basic properties of the solutions of (35).
Proposition 2.13 Suppose that conditions (H3) are fulfilled. Then the mild solution $f$ of (35) satisfies
i) $f_{0} \geq 0$ and $U \geq 0 \longrightarrow f \geq 0$,
ii) $\|f(t)\|_{L^{1}} \leq\left\|f_{0}\right\|_{L^{1}}+\int_{0}^{t}\|U(s)\|_{L^{1}} d s$ provided $U \in L^{1}\left(\left[0, T\left[\times \mathbb{R}^{2 d}\right)\right.\right.$.

Proof. Again we postpone the proof of this result to this appendix, since this is essentially a reformulation of the ones given in Degond [7]. However we can make some comments. For the statement ii), we can notice that the embedding $B^{2} \hookrightarrow L^{1}$ implies that for all $t \geq 0, f(t) \in L^{1}$. For the second assertion we can remark that the maximum principle is not a priori true, opposite to the case without friction studied in [7]. Indeed the expected inequality would be for adequate $f_{0}$ and $U$

$$
\ll \quad\|f(t)\|_{B^{\infty}} \leq\left\|f_{0}\right\|_{B^{\infty}}+\int_{0}^{t}\|U(s)\|_{B^{\infty}} d s
$$

But with the change of unknown $w=f / \mathcal{M}$ we see that equation (35) reads

$$
\partial_{t} w+v . \partial_{x} w-\partial_{x} V . \partial_{v} w-E \partial_{v} w+v E w+\gamma\left(-\partial_{v}+v\right) \partial_{v} w=U / \mathcal{M}
$$

so that the term $v E w$ destroys the maximum principle properties. In fact this principle will be true in a modified and time-dependant $B^{p}$ space and will come from the interaction potential in the non-linear context. This is essentially the sense of formula (7) in Proposition 1.2.

To end this section we give now conditions insuring the existence of a strong solution of (35). In our terminology, a strong solution is a mild solution such that equation (35) is satisfied almost everywhere (i.e. each term in (35) is measurable).

Proposition 2.14 Suppose that conditions (H3) are fulfilled and that in addition we have

$$
D^{*} f_{0} \xlongequal{\text { def }}\left(a^{*} f_{0}, b^{*} f_{0}\right) \in B^{2}, \quad \nabla E \in L^{\infty}\left(\left[0, T\left[\times \mathbb{R}^{d}\right)\right.\right.
$$

Then the mild solution of (35) given by proposition 2.11 is a strong solution. Besides we have

$$
\begin{aligned}
& D^{*} f \in \mathcal{C}\left(\left[0, T\left[, B^{2}\right), \quad X_{0} f \in \mathcal{C}\left(\left[0, T\left[, B^{p}\right) \quad \forall p \in[1,2[ \right.\right.\right.\right. \\
\text { and } & b^{*} b f \in L^{2}\left(\left[0, T\left[, B^{p}\right), \quad \partial_{t} f \in L^{2}\left(\left[0, T\left[, B^{p}\right) \quad \forall p \in[1,2[.\right.\right.\right.\right.
\end{aligned}
$$

and for almost every $t \in\left[0, T\left[\right.\right.$ equation $\partial_{t} f+K f+E b^{*} f=U$ is satisfies in the $B^{p}$ sense for $1<p \leq 2$.

Proof. Let us first study the derivatives of $f$ in the terminology adapted to our problem. We introduce

$$
D^{*} f=\binom{a^{*} f}{b^{*} f}
$$

where we recall that $a^{*} f$ and $b^{*} f$ are d-dimensional vectors. Then the system satisfied by $D^{*} f$ is

$$
\left\{\begin{array}{l}
\partial_{t} D^{*} f+X_{0} D^{*} f+E b^{*} D^{*} f+b^{*} b D^{*} f  \tag{38}\\
\quad=\left[X_{0}, D^{*}\right] f+\left[E b^{*}, D^{*}\right] f+\left[b^{*} b, D^{*}\right] f \\
D^{*} f(0)=D^{*} f_{0} \in B^{2}
\end{array}\right.
$$

We note that easy computations give

$$
\begin{aligned}
& {\left[X_{0}, D^{*}\right] f=\left(\begin{array}{ll}
0 & \operatorname{Hess} V \\
-\mathrm{Id} & 0
\end{array}\right) D^{*} f, \quad\left[E b^{*}, D^{*}\right] f=\left(\begin{array}{ll}
0 & \nabla E b^{*} \\
0 & 0
\end{array}\right) D^{*} g} \\
& \text { and } \quad\left[b^{*} b, D^{*}\right] g=\left(\begin{array}{ll}
0 & 0 \\
0 & -\mathrm{Id}
\end{array}\right) D^{*} g
\end{aligned}
$$

where $\nabla E$ is a $d \times d$ matrix satisfying

$$
\|\nabla E\|_{L^{\infty}} \leq C_{0}
$$

Therefore $D^{*} f$ satisfies the following system of equations in the distributional sense

$$
\begin{equation*}
\partial_{t} g+K g+E b^{*} g+A(x) g=0,\left.\quad g\right|_{t=0}=D^{*} f_{0} \tag{39}
\end{equation*}
$$

where $A(t, x) \in L^{\infty}\left(\mathbb{R}_{t} \times \mathbb{R}_{x}^{d}\right)$ is the following matrix

$$
A(t, x)=-\left(\begin{array}{cc}
0 & \operatorname{Hess} V+\nabla E \\
-I d & -\mathrm{Id}
\end{array}\right)
$$

A slight modification of Theorem A.1 for systems and perturbed by a bounded operator therefore gives that there exists a unique weak solution $g \in \mathbb{Y}$ of (39). Assuming for a while that $D^{*} f \in L^{\infty}\left(\left[0, T\left[, B^{2}\right)\right.\right.$ (see remark 2.15 below), we get that $g=D^{*} f$, and therefore applying proposition 2.12 (again slightly modified for the system and with an additional bounded term) we get that $D^{*} f \in \mathbb{Y}$. This gives

$$
\begin{equation*}
\Lambda_{b} b^{*} f \in L^{2}\left(\left[0, T\left[, B^{2}\right) \Longrightarrow b^{*} b f \in L^{2}\left(\left[0, T\left[, B^{2}\right)\right.\right.\right.\right. \tag{40}
\end{equation*}
$$

and in particular $b^{*} b f$ is in $B^{2}$ for almost every $t \in[0, T[$. For the other terms we simply write that for $1 \leq p<2$,

$$
b^{*} f \in \mathcal{C}\left(\left[0, T\left[, B^{2}\right) \Longrightarrow \partial_{x} V b^{*} f \in \mathcal{C}\left(\left[0, T\left[, B^{p}\right)\right.\right.\right.\right.
$$

Indeed for fixed $t$ and using Hölder inequality for $1 / p+1 / p^{\prime}=1,1 / 2+1 / p^{*}=1 / p$ we have

$$
\begin{align*}
\left\|\partial_{x} V b^{*} f(t)\right\|_{B^{p}} & =\left\|\frac{\partial_{x} V b^{*} f}{\mathcal{M}^{1 / p^{\prime}}}\right\|_{L^{p}}=\left\|\mathcal{M}^{1 / 2-1 / p^{\prime}} \partial_{x} V \frac{b^{*} f}{\mathcal{M}^{1 / 2}}\right\|_{L^{p}}  \tag{41}\\
& \leq\left\|\mathcal{M}^{1 / 2-1 / p^{\prime}} \partial_{x} V\right\|_{L^{p^{*}}}\left\|\frac{b^{*} f}{\mathcal{M}^{1 / 2}}\right\|_{L^{2}} \leq C_{0}\left\|b^{*} f\right\|_{B^{2}} .
\end{align*}
$$

We follow exactly the same procedure for the other term and we get

$$
\begin{equation*}
\left\|v a^{*} f(t)\right\|_{B^{p}} \leq C_{1}\left\|\mathcal{M}^{1 / 2-1 / p^{\prime}} v\right\|_{L^{p^{*}}}\left\|\frac{a^{*} f}{\mathcal{M}^{1 / 2}}\right\|_{L^{2}} \leq C_{1}\left\|a^{*} f\right\|_{B^{2}} \tag{42}
\end{equation*}
$$

From (4142) we deduce

$$
\begin{equation*}
X_{0} f \in \mathcal{C}\left(\left[0, T\left[, B^{p}\right) .\right.\right. \tag{43}
\end{equation*}
$$

For the term involving the time dependant potential we simply write that

$$
\begin{equation*}
\left\|E b^{*} f\right\|_{B^{2}} \leq\|E\|_{L^{\infty}(d x)}\left\|b^{*} f\right\|_{B^{2}} . \tag{44}
\end{equation*}
$$

Putting together the results (40-41,42-43-44) and using the original equation (35) give that for almost every $t \in\left[0, T\right.$ [ we have $\partial_{t} f \in L^{2}\left[0, T\left[, B^{p}\right)\right.$ for $1 \leq p<2$. In particular for almost every $t \in\left[0, T\right.$ [ equation (35) is satisfied as an equation in $B^{p}$. As a corollary equation (35) is satisfies almost everywhere in $(t, x, v)$ and $f$ is a strong solution.

Remark 2.15 We won't give the proof here of the fact that $D^{*} f \in B^{2}$. This can be achieved after some work using the algebraic properties of type $a=\left[b, X_{0}\right]$ and that $b u \in L^{2}\left(\left[0, T\left[, B^{2}\right)\right.\right.$. Anyway we want to emphasize the following fact concerning the hypoelliptic properties of equation (35). Indeed we only know that the derivatives $D^{*} f$ satisfy (39) but only in $\mathcal{C}\left(\left[0, T\left[, \mathbb{H}^{-1,-1}\right)\right.\right.$ and the existence of a unique mild solution $g \in \mathcal{C}\left(\left[0, T\left[, B^{2}\right)\right.\right.$ does not imply a priori that $D^{*} f=g$, since there may be other solutions of (39) in $\mathcal{C}\left(\left[0, T\left[, \mathbb{H}^{-1,-1}\right)\right.\right.$. For this to be true, one requires the global hypoellipticity properties of the system (39).

## 3 Non-linear setting

### 3.1 Approximate solution

In this section we study the following approximate problem

$$
\left\{\begin{array}{l}
\partial_{t} f_{\varepsilon}+v \cdot \partial_{x} f_{\varepsilon}-\left(E_{\varepsilon}+\partial_{x} V_{\mathrm{e}}\right) \cdot \partial_{v} f_{\varepsilon}-\gamma \partial_{v} \cdot\left(\partial_{v}+v\right) f_{\varepsilon}=0  \tag{45}\\
E_{\varepsilon}(t, x) \stackrel{\text { def }}{=} \partial_{x} V_{\mathrm{nl} \varepsilon}(t, x)=-\zeta_{\varepsilon} * \frac{\kappa}{\left|S^{d-1}\right|} \frac{x}{|x|^{d}} *_{x} \rho_{\varepsilon}(t, x) \\
\text { where } \rho_{\varepsilon}(t, x)=\int f_{\varepsilon}(t, x, v) d v \\
\left.f_{\varepsilon}\right|_{t=0}=f_{0}
\end{array}\right.
$$

where $\zeta_{\varepsilon}$ is a standard approximation of identity in $x$ with compact support. We shall prove the following Proposition where we recall that the space of adapted derivatives $\mathbb{H}^{1,1}$ was defined in (21).
Proposition 3.1 Suppose the $V_{\mathrm{e}}$ satisfies hypothesis (H1) and that $f_{0} \in \mathbb{H}_{x, v}^{1,1}$. Then for all $T>0$, the approximate problem (45) admits a unique strong solution in $\mathcal{C}\left(\left[0, T\left[, \mathbb{H}^{1,1}\right)\right.\right.$ satisfying

$$
\left\|f_{\varepsilon}\right\|_{\mathcal{B}_{\mathrm{e}}^{2}} \leq C\left(T, \varepsilon\left\|f_{0}\right\|_{\mathcal{B}_{\mathrm{e}}^{2}}\right) .
$$

Proof. We omit in the following the subscript $\varepsilon$ in $f_{\varepsilon}, \rho_{\varepsilon}$ and $E_{\varepsilon}$ and suppose $\gamma=1$ $\left(\partial_{v}=-b^{*}\right)$. The existence is given by a fixed point theorem. We study the following family of linear problems where $f^{0}$ is fixed and on an interval of time $[0, T]$ for $T$ finite and fixed.

$$
\left\{\begin{array}{l}
\partial_{t} f^{n+1}+v \cdot \partial_{x} f^{n+1}-\left(E^{n}+\partial_{x} V_{\mathrm{e}}\right) \cdot \partial_{v} f^{n+1}-\gamma \partial_{v} \cdot\left(\partial_{v}+v\right) f^{n+1}=0,  \tag{46}\\
E^{n}=\partial_{x} V_{\mathrm{nl}}^{n}(t, x)=-\zeta_{\varepsilon} * \frac{\kappa}{\left|S^{d-1}\right|} \frac{x}{|x|^{d}} \rho^{n}(t, y) d y \\
\text { with } \rho^{n}(t, x)=\int f^{n}(t, x, v) d v, \\
\left.f\right|_{t=0}=f_{0} \quad \text { and } \quad f^{0}=f_{0} .
\end{array}\right.
$$

In the following we call $C_{T}$ any constant independent of $n$ (but depending on $T, \varepsilon$ ). Proposition 2.11 yields that for each $n \geq 0$ this problem admits a mild solution $f^{n+1}$ since

$$
\left\|E^{n}\right\|_{L^{\infty}(d t d x)} \leq C_{\varepsilon}\left\|\rho^{n}\right\|_{L^{1}}=C_{\varepsilon},
$$

where we used proposition 2.13 for the last inequality. This solution is given by

$$
f^{n+1}(t)=e^{-t K} f_{0}-\int_{0}^{t} e^{-(t-s) K} b^{*} E^{n} f^{n+1}(s), d s
$$

and we observe using a Gronwall inequality and the diffusion estimate from Proposition 2.8 that there exists a constant $C_{T}$ independent of $n$ such that $\left\|f^{n}\right\|_{B^{2}} \leq C_{T}$. Now for all $0 \leq t \leq T$,

$$
\begin{aligned}
\left\|f^{n+1}-f^{n}\right\|_{B^{2}} \leq & \left\|\int_{0}^{t} e^{-(t-s) K} b^{*} E^{n}\left(f^{n+1}(s)-f^{n}(s)\right) d s\right\|_{B^{2}} \\
& +\left\|\int_{0}^{t} e^{-(t-s) K} b^{*} f^{n}\left(E^{n}(s)-E^{n-1}(s)\right) d s\right\|_{B^{2}} \\
\leq & C_{T}^{\prime} \sqrt{t}\left(\left\|f^{n+1}-f^{n}\right\|_{B^{2}}-\left\|f^{n}-f^{n-1}\right\|_{B^{2}}\right),
\end{aligned}
$$

since $\left\|E^{n}(s)-E^{n-1}(s)\right\|_{L^{\infty}} \leq C_{T}\left\|f^{n}-f^{n-1}\right\|_{B^{2}}$. A standard fixed point theorem give that on any interval $\left[0, c_{T}\left[\in\left[0, T\left[\right.\right.\right.\right.$ the scheme converges in $L^{\infty}\left(\left[0, c_{T}\left[, B^{2}\right)\right.\right.$ where $c_{T}$ is independent of $n$. We can apply the same procedure on any interval of type $\left[t, t+c_{T}[\subset[0, T[\right.$ for $t$ arbitrary and we get that $f^{n}$ converges (strongly) in $L^{\infty}\left(\left[0, T\left[, B^{2}\right)\right.\right.$ toward a function $f$, and that this is also the case for $E^{n}$ toward $E$ in $L^{\infty}\left(\left[0, T\left[, L^{\infty}\right)\right.\right.$ where $E$ is given by

$$
E=-\zeta_{\varepsilon} * \frac{\kappa}{\left|S^{d-1}\right|} \frac{x}{|x|^{d}} *_{x} \int f(t, x, v) d v
$$

The function $f$ is therefore a mild solution of the problem $\partial_{t} f+K f+E b^{*} f=0,\left.f\right|_{t=0}=f_{0}$. Since by Proposition 2.11 the solution is unique we get the result.

Under hypothesis on the derivatives on the initial data $f_{0}$ we also get:
Proposition 3.2 Consider the solution given by Proposition 3.1 under conditions (H1). Then if $f_{0} \in \mathbb{H}_{x, v}^{1,1}$ this solution is a strong one and we have

$$
\begin{align*}
& D^{*} f \in \mathcal{C}\left(\left[0, T\left[, B^{2}\right), \quad X_{0} f \in \mathcal{C}\left(\left[0, T\left[, B^{p}\right) \quad \forall p \in[1,2[,\right.\right.\right.\right.  \tag{47}\\
\text { and } & b^{*} b f \in L^{2}\left(\left[0, T\left[, B^{2}\right), \quad \partial_{t} f \in L^{2}\left(\left[0, T\left[, B^{p}\right) \quad \forall p \in[1,2[,\right.\right.\right.\right.
\end{align*}
$$

so that equation $\partial_{t} f+K f+E b^{*} f=0$ is satisfies in the $L^{2}\left(\left[0, T\left[, B^{p}\right)\right.\right.$ sense for $1 \leq p<2$ and in particular a.e.. Besides The interaction potential

$$
V_{\mathrm{nl} \varepsilon}=\zeta_{\varepsilon} * \frac{\kappa}{(d-2)\left|S^{d-1}\right|} \frac{x^{2}}{|x|^{d}} * \int f_{\varepsilon} d v
$$

satisfies

$$
0 \leq V_{\mathrm{nl} \varepsilon}(t) \quad \text { and } \quad V_{\mathrm{nl} \varepsilon}, \partial_{x} V_{\mathrm{nl} \varepsilon}, \partial_{x}^{2} V_{\mathrm{nl} \varepsilon}, \partial_{t} V_{\mathrm{nl} \varepsilon} \in \mathcal{C}\left(\left[0, T\left[, L^{\infty}\right)\right.\right.
$$

with bounds dependent of $\varepsilon$ and the initial data.

Proof. Again we omit the subscripts $e$ and $\varepsilon$. This is direct consequence of the linear study of the preceding section. We first note that the estimates on the derivatives in $x$ of $V_{\mathrm{nl} \varepsilon}$ are clear from the convolution. In particular we get that $\nabla E=\partial_{x}^{2} V_{\mathrm{nl} \varepsilon} \in$ $L^{\infty}\left(\left[0, T\left[\times \mathbb{R}^{d}\right)\right.\right.$. This implies the first part thanks to Proposition 2.14. Let us now study the bound on $\partial_{t} V_{\mathrm{nl}}$. We recall that equation

$$
\partial_{t} f+K f+E b^{*} f=0
$$

is satisfies in the $L^{2}\left(\left[0, T\left[, B^{p}\right)\right.\right.$ sense. This implies that we can differentiate under the integral sign in the definition of $V_{\mathrm{nl}}$ (take the derivative in the sense of distribution and check that we only deal with integrable functions): For almost every $t \in\left[0, T\left[, x \in \mathbb{R}^{d}\right.\right.$,

$$
\begin{aligned}
\partial_{t} V_{\mathrm{nl}}(t) & =\partial_{t}\left(\zeta_{\varepsilon} * \frac{\kappa}{(d-2)\left|S^{d-1}\right|} \frac{x^{2}}{|x|^{d}} * \int f(t) d v\right) \\
& =\zeta_{\varepsilon} * \frac{\kappa}{(d-2)\left|S^{d-1}\right|} \frac{x^{2}}{|x|^{d}} * \int \partial_{t} f(t) d v \\
& =\zeta_{\varepsilon} * \frac{\kappa}{(d-2)\left|S^{d-1}\right|} \frac{x^{2}}{|x|^{d}} * \int(-K f(t)) d v
\end{aligned}
$$

since $K f(t) \in B^{p}$ for almost every $t$ and $1 \leq p<2$. Notice that $X_{0} f$ can be replaced by $v \partial_{x} f$ in the last integral and that $b^{*} b f$ disappears. We get

$$
\begin{align*}
\partial_{t} V_{\mathrm{nl}}(t) & =-\zeta_{\varepsilon} * \frac{\kappa}{(d-2)\left|S^{d-1}\right|} \frac{x^{2}}{|x|^{d}} * \int \partial_{x} v f(t) d v \\
& =\zeta_{\varepsilon} * \frac{\kappa}{\left|S^{d-1}\right|} \frac{x}{|x|^{d}} * \int v f(t) d v \tag{48}
\end{align*}
$$

Since $f \in \mathcal{C}\left(\left[0, T\left[, B^{2}\right)\right.\right.$, this yields $\partial_{t} V_{\mathrm{nl}} \in \mathcal{C}\left(\left[0, T\left[, L^{\infty}\right)\right.\right.$ (with certainly some kind of decay in $x$ not used here).

### 3.2 Local Maxwellian and behavior in associated $B^{p}$ spaces

In this section we consider the solutions $f_{\varepsilon}$ of the approximate problem in $\mathcal{B}_{\mathrm{e}}^{p}$ for $p \geq 2$ and an initial data $f_{0} \in \mathcal{B}_{\mathrm{e}}^{p}$. We introduce the local-in-time Maxwellian using the approximate interaction potential $V_{\mathrm{nl} \varepsilon}$. It is defined for all $t \geq 0$ by

$$
\left.\mathcal{M}_{\varepsilon}(t, x, v)=e^{-\left(v^{2} / 2+V_{\mathrm{nl}}^{\varepsilon}\right.}(t, x)+V_{\mathrm{e}}(x)+\mu_{\varepsilon}(t)\right),
$$

where $\mu(t)$ is defined so that $\mathcal{M}_{\varepsilon}$ is $L^{1}$ normalized,

$$
\begin{equation*}
e^{\mu_{\varepsilon}(t)}=\int e^{-\left(v^{2} / 2+V_{\mathrm{nl}}(t, x)+V_{\mathrm{e}}(x)\right)} d x d v \tag{49}
\end{equation*}
$$

Of course this definition makes sense since $V_{\text {nl }} \in \mathcal{C}\left(\left[0, \infty\left[, L^{\infty}(d x)\right)\right.\right.$. Let us also define the (time-dependent) associated $\mathcal{B}_{t}^{p}$ spaces

$$
{ }^{\varepsilon} \mathcal{B}_{t}^{p}=\left\{f \in \mathcal{D}^{\prime} \text { s.t. } f / \mathcal{M}_{\varepsilon}(t) \in L^{p}\left(\mathcal{M}_{\varepsilon}(t) d x d v\right)\right\}
$$

as in the preceding sections. Since we also have also $\partial_{x} V_{\mathrm{nl} \varepsilon}(t) \in \mathcal{C}\left(\left[0, \infty\left[, L^{\infty}(d x)\right)\right.\right.$, we note that for all fixed $t \geq 0, \mathcal{M}_{\varepsilon}$ is $L^{1}$-normalized eigenfunction associated to the eigenvalue 0 of the following Fokker-Planck operator in ${ }^{\varepsilon} \mathcal{B}^{2}$

$$
K_{\varepsilon}(t)=v \cdot \partial_{x}-\left(\partial_{x} V_{\mathrm{nl} \varepsilon}(t)+\partial_{x} V_{\mathrm{e}}\right) \cdot \partial_{v}-\gamma \partial_{v} \cdot\left(\partial_{v}+v\right)
$$

The aim of this section is to prove the following Proposition, which shows that the evolution equation $\partial_{t}+K_{\varepsilon}(t)$ has a similar contraction property in $\mathcal{B}_{t}^{\infty}$ to the linear one. Let us precise the underlying idea: we proved in Proposition 2.4 that the linear problem $\partial_{t} f+K_{\mathrm{e}} f=0$ was well posed in $\mathcal{B}_{\mathrm{e}}^{\infty}$ where $K_{\mathrm{e}}=X_{0}+b^{*} b$. This means exactly that posing $w(t)=f(t) / \mathcal{M}_{\mathrm{e}}$, we have $|w(t)| \leq\|w(0)\|_{L^{\infty}}$. The spirit is the nonlinear context is to follow exactly the same idea but with the adapted local Maxwellian $\mathcal{M}_{\varepsilon}(t)$ instead of $\mathcal{M}_{\mathrm{e}}$. This will be extended later to $\varepsilon=0$.

Proposition 3.3 Let $f_{\varepsilon}$ be the solution given by proposition 3.1. Then we have
i) $f_{0} \in{ }^{\varepsilon} \mathcal{B}_{0}^{\infty}$ i.e. $f_{0} \in \mathcal{M}_{\varepsilon}(0) L^{\infty}$;
ii) for all $t \geq 0,\left\|f_{\varepsilon}(t)\right\|_{\mathcal{B}_{t}^{\infty}} \leq\left\|f_{0}\right\|_{\mathcal{B}_{0}^{\infty}}$

Proof. For fixed $t \geq 0$ the fact that $V_{\text {nl }}(t) \in L^{\infty}(d x)$ implies that the spaces ${ }^{\varepsilon} \mathcal{B}_{t}^{\infty}$ and $\mathcal{B}_{\mathrm{e}}$ are norm equivalent (with equivalence constants a priori dependant of $\varepsilon$ and $t$ ). This proves in particular point i).

For the proof of point ii), we shall need a series of results. From now on we omit the dependance in $\varepsilon$. We first work in the flat space $L^{\infty}$ by changing the function $f$ :

$$
w(t)=f(t) / \mathcal{M}(t), \quad w_{0}=f_{0} / \mathcal{M}(0)
$$

Then $w$ satisfies the following integro-differential system

$$
\left\{\begin{array}{l}
\partial_{t} w+v \cdot \partial_{x} w-\partial_{x}\left(V_{\mathrm{nl}}+V_{\mathrm{e}}\right) \cdot \partial_{v} f+A(f) \mathcal{M}^{-1}+\gamma\left(-\partial_{v}+v\right) \partial_{v} w=0  \tag{50}\\
\partial_{x} V_{\mathrm{nl}}(t, x)=-\zeta_{\varepsilon} *_{x} \frac{\kappa}{\left|S^{d-1}\right|} \frac{x}{|x|^{d}} *_{x} \rho(t, x) \\
\text { with } \rho(t, x)=\int f(t, x, v) d v \text { and } f=\mathcal{M} w \\
\left.w\right|_{t=0}=w_{0}
\end{array}\right.
$$

where the term $A(f)$ comes from the time derivative of the Maxwellian and is given by

$$
\begin{equation*}
A(f)=\left(\partial_{t} V_{\mathrm{nl}}(t)+\partial_{t} \mu(t)\right) f(t) . \tag{51}
\end{equation*}
$$

From equation (48) we get that

$$
\partial_{t} V_{\mathrm{nl}}=\zeta_{\varepsilon} * \frac{\kappa}{\left|S^{d-1}\right|} \frac{x}{|x|^{d}} * \int v f(t) d v=-\zeta_{\varepsilon} * \kappa \Delta^{-1} \partial_{x} \int v g d v .
$$

Let us define the following operator for $g \in \mathcal{B}_{\mathrm{e}}^{p}$ and $p>1$ :

$$
B(g)=-\zeta_{\varepsilon} * \kappa \Delta^{-1} \partial_{x} \int v g d v
$$

Then we have $\partial_{t} V_{\mathrm{nl}}=B(f)$ and we notice that

$$
\partial_{t} \mu(t)=-\iint B(f) \mathcal{M}(t) d x d v
$$

We can therefore write

$$
A(f)=\left(B(f)-\iint B(f) \mathcal{M}(t) d x d v\right) f
$$

In order to prove Theorem 3.3 we shall need a series of results. First we know that for $f_{0} \in \mathcal{B}_{\mathrm{e}}^{p}$ the approximate solution $f$ is in $\mathcal{B}_{\mathrm{e}}^{p}$. Let us call it $f_{1}$ and define the associated functions and quantities

$$
V_{\mathrm{nl1}}, \quad \mathcal{M}_{1}, \quad E_{1}=\partial_{x} V_{\mathrm{nl1}} \quad \text { and } \mu_{1} .
$$

We suppose form now on that they are given. We shall later use an annex operator:
Lemma 3.4 Let $2 \leq q \leq p \leq \infty$. For any fixed $t \geq 0$, the operator defined by

$$
g \longmapsto A_{1}(g)=\left(B(g)-\int e^{\mu_{1}(t)} B(g) \mathcal{M}_{1}(t) d x d v\right) f_{1}
$$

is bounded from $\mathcal{B}_{\mathrm{e}}^{q}$ to $\mathcal{B}_{\mathrm{e}}^{p}$. Besides its Kernel contains all even functions in the variable $v$ in $\mathcal{B}_{\mathrm{e}}^{q}$.

Notice that in the case $p=\infty$ it implies that the operator

$$
w \longmapsto A_{1}(g) \mathcal{M}^{-1}, \quad \text { for } g=\mathcal{M} w
$$

is bounded from $L^{\infty}$ to $L^{\infty}$.
Proof. For the first part it is sufficient to show the for $g \in \mathcal{B}_{\mathrm{e}}^{q}$ we have $B(g) \in L^{\infty}$. This is immediate from the definition of $B$. For the second part we observe that for even $g$ such that $v g \in L^{1}$ we have $\int v g d v=0$. This gives the result.

We now freeze some parts of equation ( (5) using $f_{1}$. We get that $w=f / \mathcal{M}$ is then a solution of the following linear equation:

$$
\left\{\begin{array}{l}
\partial_{t} w+v \cdot \partial_{x} w-\partial_{x}\left(V_{\mathrm{nl} 1}+V_{\mathrm{e}}\right) \cdot \partial_{v} w+A_{1}(g) \mathcal{M}_{1}^{-1}+\gamma\left(-\partial_{v}+v\right) \partial_{v} w=0  \tag{52}\\
\text { where } \quad g=\mathcal{M}_{1} w \\
\left.w\right|_{t=0}=w_{0}
\end{array}\right.
$$

We shall prove the following Proposition about this equation. From now on $w$ is an unknown function a priori in $L_{\mathrm{loc}}^{1}\left(\mathbb{R}^{+}, L^{\infty}(d x d v)\right)$.

Proposition 3.5 Let $p=\infty$ and consider the associated solution $f_{1}$ of the approximate problem (45). Then the problem (52) is well-posed in $L^{\infty}\left(\mathbb{R}^{+} \times \mathbb{R}^{2 d}\right)$, positivity-preserving and has the contraction property in $L^{\infty}$ (i.e. for a given initial data $w_{0} \in L^{\infty}$ we have $\left.\|w(t)\|_{L^{\infty}} \leq\left\|w_{0}\right\|_{L^{\infty}}\right)$.

Proof. We stick to the proof given for the similar operators in Section 2.3 and Appendix A. 2 and suppose without restriction that $\gamma=1$. In order to prove that the problem is well-posed we go back again to the $B_{e}^{p}$ spaces by posing

$$
h=\mathcal{M}_{\mathrm{e}} w, \quad h_{0}=\mathcal{M}_{\mathrm{e}} w_{0},
$$

with a given initial data $h_{0}$ a priori in $L^{1}$. We recall that $\mathcal{M}_{\mathrm{e}}$ is independent of time. With this unknown function the problem (52) reads

$$
\left\{\begin{aligned}
\partial_{t} h+ & v \cdot \partial_{x} h-\left(E_{1}+\partial_{x} V_{\mathrm{e}}\right) \cdot \partial_{v} h-\gamma \partial_{v}\left(\partial_{v}+v\right) h \\
& \quad-v\left(\partial_{x} V_{\mathrm{nl1}}\right) h+A_{1}\left(\frac{\mathcal{M}_{1}}{\mathcal{M}_{\mathrm{e}}} h\right) \frac{\mathcal{M}_{\mathrm{e}}}{\mathcal{M}_{1}}=0
\end{aligned}\right\} \begin{aligned}
& \left.h\right|_{t=0}=
\end{aligned}
$$

which reads since $b=\partial_{v}+v$

$$
\left\{\begin{array}{l}
\partial_{t} h+K_{\mathrm{e}} h-E_{1} b h+A_{1}\left(\frac{\mathcal{M}_{1}}{\mathcal{M}_{\mathrm{e}}} h\right) \frac{\mathcal{M}_{\mathrm{e}}}{\mathcal{M}_{1}}=0  \tag{53}\\
\left.h\right|_{t=0}=h_{0}
\end{array}\right.
$$

This is a Fokker-Planck operator as studied in Section 2.3. The difference is that the term $-E \partial_{v} f=E b^{*} f$ there is here replaced by $E_{1} b$, and that we have an additional term $A_{1}\left(\mathcal{M}_{1} / \mathcal{M}_{\mathrm{e}} h\right) \mathcal{M}_{\mathrm{e}} / \mathcal{M}_{1}$. Anyway this doesn't change at all the existence and uniqueness
study: Indeed the second term is related a bounded operator on $\mathcal{B}_{\mathrm{e}}^{2}$ to $\mathcal{B}_{\mathrm{e}}^{2}$ from Lemma 3.4 and since $\mathcal{M}_{\mathrm{e}} / \mathcal{M}_{1}$ is locally in time in $L^{\infty}(d x d v)$. As for the first one only have to use the diffusion estimate $e^{-t K_{\mathrm{e}}} b$ instead of $e^{-t K_{\mathrm{e}}} b^{*}$ from Proposition 2.8 in the proofs. We get that the Cauchy problem (53) admits a unique weak solution, which coincides with the unique mild solution in $\mathcal{C}\left(\mathbb{R}^{+}, \mathcal{B}_{\mathrm{e}}^{2}\right)$. Exactly in the same way we also obtain that it is positivity preserving.

Now the main difference is that we don't have anymore the $L^{1}=\mathcal{B}_{\mathrm{e}}^{1}$ property as in Proposition 2.13. Instead we have the one in $\mathcal{B}_{\mathrm{e}}^{\infty}$ : We notice that $h=\mathcal{M}_{\mathrm{e}}$ is a stationary solution of (53) since

$$
\begin{array}{ll} 
& \partial_{t} \mathcal{M}_{\mathrm{e}}=0, \quad b \mathcal{M}_{\mathrm{e}}=0, \quad K_{\mathrm{e}} \mathcal{M}_{\mathrm{e}}=0 \\
\text { and } \quad & A_{1}\left(\frac{\mathcal{M}_{1}}{\mathcal{M}_{\mathrm{e}}} \mathcal{M}_{\mathrm{e}}\right) \frac{\mathcal{M}_{\mathrm{e}}}{\mathcal{M}_{1}}=A_{1}\left(\mathcal{M}_{1}\right) \frac{\mathcal{M}_{\mathrm{e}}}{\mathcal{M}_{1}}=0, \tag{54}
\end{array}
$$

where the last equality is due to the fact that $\mathcal{M}_{1}$ is even in the variable $v$ and Lemma 3.4. Let us now assume that the initial data $h_{0}$ satisfies

$$
\begin{equation*}
\left|h_{0}\right| \leq C \mathcal{M}_{\mathrm{e}} \tag{55}
\end{equation*}
$$

for a given $C$, in particular for $C_{0}=\left\|h_{0}\right\|_{\mathcal{B}_{e} \times}$. Then from the positivity preserving we get that for all $t \geq 0$ the solution $h(t)$ satisfies the same property

$$
\begin{equation*}
|h(t)| \leq C_{0} \mathcal{M}_{\mathrm{e}} \tag{56}
\end{equation*}
$$

This gives that $h \in L^{\infty}\left(\mathbb{R}^{+}, \mathcal{B}_{e}^{\infty}\right)$. Since $\mathcal{B}_{\mathrm{e}}^{\infty} \subset \mathcal{B}_{\mathrm{e}}^{2}$ we get that this solution is the only one in $L^{\infty}\left(\mathbb{R}^{+}, \mathcal{B}_{\mathrm{e}}^{\infty}\right)$ and that for all $t \geq 0$

$$
\begin{equation*}
\|h(t)\|_{\mathcal{B}_{e}^{\infty}} \leq\left\|h_{0}\right\|_{\mathcal{B}_{e}^{\infty}} . \tag{57}
\end{equation*}
$$

Let us come back to the initial problem (52) for the function $w$. Estimate (57) means exactly that there exists a unique solution $w$ in $L^{\infty}\left(\mathbb{R}^{+} \times \mathbb{R}^{2 d}\right)$, therefore the Cauchy problem is well-posed in this space. Eventually we get also from (57) that for all $t \geq 0$,

$$
\|w(t)\|_{L^{\infty}} \leq\left\|w_{0}\right\|_{L^{\infty}}
$$

This is the contraction property announced in Proposition 3.5, and completes the proof of this Proposition.

## End of the proof of Proposition 3.3.

Let us now come back to the non-linear original approximate problem (45). Since we know that $w_{\varepsilon}=f_{\varepsilon} / \mathcal{M}_{\varepsilon}$ is a solution of it with initial Cauchy data $w_{\varepsilon}(0)=f_{0} / \mathcal{M}_{\varepsilon}(0)$, it is also a solution of linear problem (52) since $w_{\varepsilon}(0) \in L^{\infty}$. Therefore it satisfies the property

$$
\left\|w_{\varepsilon}(t)\right\|_{L^{\infty}} \leq\left\|w_{\varepsilon}(0)\right\|_{L^{\infty}} .
$$

This reads in terms of $f_{\varepsilon}$ :

$$
\left\|f_{\varepsilon}(t)\right\|_{\mathcal{B}_{t}^{\infty}}^{\infty} \leq\left\|f_{0}\right\|_{\mathcal{E}_{0}^{\infty}} .
$$

and completes the proof of the Proposition.

### 3.3 Free energy and relative entropy

We continue in this section the study of the solution $f_{\varepsilon}$ of the approximate problem (45) with Cauchy data $f_{0} \in \mathcal{B}_{\mathrm{e}}$. Let us first introduce the associated relative entropy:

$$
\begin{equation*}
H\left(f_{\varepsilon} \mid \mathcal{M}_{\varepsilon}\right) \stackrel{\text { def }}{=} \iint f_{\varepsilon} \ln \frac{f_{\varepsilon}}{\mathcal{M}_{\varepsilon}} d x d v \tag{58}
\end{equation*}
$$

which is of course dependant of time, where we recall that $\mathcal{M}_{\varepsilon}$ is defined by

$$
\begin{equation*}
\mathcal{M}_{\varepsilon}(t, x, v)=e^{-\left(v^{2} / 2+V_{\mathrm{nl} \varepsilon}(t, x)+V_{\mathrm{e}}(x)+\mu_{\varepsilon}(t)\right)} . \tag{59}
\end{equation*}
$$

Lemma 3.6 We have the following:
i) There exist constants $C_{0}$ and $C_{0}^{\prime}$ uniform in $\varepsilon$ such that $C_{0} \mathcal{M}_{\mathrm{e}} \leq \mathcal{M}_{\varepsilon}(0) \leq C_{0}^{\prime} \mathcal{M}_{\mathrm{e}}$.
ii) There exist a constant $C_{1}$ uniform in $\varepsilon$ and $t \geq 0$ such that the relative entropy is uniformly bounded by $C_{1}$.
In both assertions the constants depend only on $\left\|f_{0}\right\|_{\mathcal{B}_{e}^{\infty}}$ and are uniform w.r.t. $\kappa$ varying in a fixed compact set.

Proof. Let us first proof point ii). We observe that

$$
\begin{align*}
\left\|V_{\mathrm{n} \mathrm{\varepsilon} \varepsilon}(0)\right\|_{L^{\infty}(d x)} & =\left\|\zeta_{\varepsilon} *_{x} \frac{\kappa}{(d-2)\left|S^{d-1}\right|} \frac{x^{2}}{x^{d}} *_{x} \rho_{0}\right\|_{L^{\infty}(d x)} \\
& \leq C_{1}\left\|\frac{x^{2}}{x^{d}} *_{x} \rho_{0}\right\|_{L^{\infty}(d x)} \leq C_{2}\left\|\frac{x^{2}}{x^{d}} *_{x} e^{-V e}\right\|_{L^{\infty}(d x)} \tag{60}
\end{align*}
$$

and the last member is a constant. This gives the uniform bound on $V_{\mathrm{nl} \varepsilon}(0)$. We immediately get a uniform bound for $\mu_{\varepsilon}(0)$ using its expression in (49) and therefore point i). For point ii) we write from Proposition 2.2 and Proposition 2.1 that for all $t \geq 0$,

$$
0 \leq H\left(f_{\varepsilon}(t) \mid \mathcal{M}_{\varepsilon}(t)\right) \leq\left\|f_{\varepsilon}(t)\right\|_{\mathcal{E}_{t}^{2}}^{2} \leq\left\|f_{\varepsilon}\right\|_{\mathcal{E}_{t}^{\infty}}^{2} .
$$

On the other hand we know from Proposition 3.3 that for all $t \geq 0$,

$$
\left\|f_{\varepsilon}\right\|_{\mathcal{B}_{t}^{\infty}} \leq\left\|f_{0}\right\|_{\mathcal{B}_{0}^{\infty}} .
$$

Using point i) then gives the result and the proof is complete.

Let us now have a look to a particular Lyapounov function called the free energy.
Lemma 3.7 The free energy defined for all $t \geq 0$ by

$$
F\left(f_{\varepsilon}\right)(t)=\iint\left(v^{2} / 2+V_{\mathrm{e}}+\frac{1}{2} V_{\mathrm{nl} \varepsilon}(t)+\ln \left(f_{\varepsilon}(t)\right)\right) f_{\varepsilon}(t) d x d v
$$

is $\mathcal{C}\left(\mathbb{R}^{+}, \mathbb{R}\right)$, decreasing and uniformly bounded (w.r.t. both $t$ and $\varepsilon$ and also $\kappa$ in a fixed bounded set) with bound depending only on $\left\|f_{0}\right\|_{\mathcal{B}_{e}}$.

Proof. First we recall that under our conditions $f_{\varepsilon}$ is a strong solutions of equation (45) from Proposition 47. In particular each term of the equation belongs for almost every $t$ to $B^{p}$ for $1 \leq p<2$. It is then easy to see that it is also the case for each following terms

$$
v^{2} \partial_{t} f_{\varepsilon}, \quad v^{3} \partial_{x} f_{\varepsilon}, \quad \partial_{v}\left(\partial_{v}+v\right) f_{\varepsilon}, \quad \text { etc... }
$$

and the following computations are valid, in particular we may differentiate under the integral sign and $F\left(f_{\varepsilon}\right)$ is derivable in $t$ a.e. In this context we mimic the proofs given in [4]. We observe that replacing $d f_{\varepsilon} / d t$ by its expression in the equation leads to

$$
\begin{align*}
& \frac{d}{d t} \iint \frac{v^{2}}{2} f_{\varepsilon} d x d v \\
& =\iint \frac{v^{2}}{2}\left(-v \partial_{x} f_{\varepsilon}+\partial_{x} V_{\mathrm{e}} \partial_{v} f_{\varepsilon}+\partial_{x} V_{\mathrm{nl} \varepsilon} \partial_{v} f_{\varepsilon}+\gamma \partial_{v}\left(\partial_{v}+v\right) f_{\varepsilon}\right) d x d v  \tag{61}\\
& =-\iint v \partial_{x} V_{\mathrm{e}} f_{\varepsilon} d x d v-\iint v \partial_{x} V_{\mathrm{nl} \varepsilon} f_{\varepsilon} d x d v-\gamma \iint v^{2} f_{\varepsilon} d x d v+\gamma d
\end{align*}
$$

where for the last term we used the fact that $f_{\varepsilon}$ is $L^{1}$ normalized. On the other hand we also have

$$
\begin{equation*}
\frac{d}{d t} \iint V_{\mathrm{e}} f_{\varepsilon} d x d v=\iint V_{\mathrm{e}} d f_{\varepsilon} / d t d x d v=-\iint V_{\mathrm{e}} v \partial_{x} f_{\varepsilon} d x d v=\iint \partial_{x} V_{e} v f_{\varepsilon} d x d v \tag{62}
\end{equation*}
$$

The computation of the following derivative is also standard and could be obtained by renormalization techniques as in [4]:

$$
\begin{equation*}
\frac{d}{d t} \iint f_{\varepsilon} \ln \left(f_{\varepsilon}\right) d x d v=d \gamma-4 \gamma \iint\left(\partial_{v} \sqrt{f_{\varepsilon}}\right)^{2} d x d v \tag{63}
\end{equation*}
$$

Eventually let us estimate the time derivative of the term involving $V_{\mathrm{nl}}$. We denote in the following

$$
V_{\mathrm{nl}}=\frac{\kappa}{(d-2)\left|S^{d-1}\right|} \frac{x^{2}}{x^{d}} *_{x} \rho_{\varepsilon}
$$

so that $V_{\mathrm{nl} \varepsilon}=\zeta_{\varepsilon} *_{x} V_{\mathrm{nl}}$ and $-\Delta V_{\mathrm{nl}}=\kappa \rho_{\varepsilon}$. We can write

$$
\begin{aligned}
\frac{d}{d t} \iint \frac{1}{2} V_{\mathrm{nl} \varepsilon} f_{\varepsilon} d x d v & =\frac{d}{d t} \frac{1}{2} \int V_{\mathrm{nl} \varepsilon} \rho_{\varepsilon} d x \\
& =\frac{1}{2} \int \frac{d V_{\mathrm{nl} \varepsilon}}{d t} \rho_{\varepsilon} d x+\frac{1}{2} \int V_{\mathrm{nl} \varepsilon} \frac{d \rho_{\varepsilon}}{d t} d x \\
& =\frac{1}{2} \int\left(\frac{d V_{\mathrm{nl}}}{d t} *_{x} \zeta_{\varepsilon}\right) \rho_{\varepsilon} d x+\frac{1}{2} \int V_{\mathrm{nl} \varepsilon} \frac{d \rho_{\varepsilon}}{d t} d x \\
& =\frac{1}{2} \int \frac{d V_{\mathrm{nl}}}{d t}\left(\rho_{\varepsilon} *_{x} \zeta_{\varepsilon}\right) d x+\frac{1}{2} \int V_{\mathrm{nl} \varepsilon} \frac{d \rho_{\varepsilon}}{d t} d x \\
& =\frac{1}{2} \int \frac{d V_{\mathrm{nl}}}{d t}\left(-\frac{1}{\kappa} \Delta V_{\mathrm{nl} \varepsilon}\right) d x+\frac{1}{2} \int V_{\mathrm{nl} \varepsilon} \frac{d \rho_{\varepsilon}}{d t} d x \\
& =\frac{1}{2} \int\left(-\frac{1}{\kappa} \frac{d \Delta V_{\mathrm{nl}}}{d t}\right) V_{\mathrm{nl} \varepsilon} d x+\frac{1}{2} \int V_{\mathrm{nl}} \frac{d \rho_{\varepsilon}}{d t} d x \\
& =\frac{1}{2} \int V_{\mathrm{nl} \varepsilon} \frac{d \rho_{\varepsilon}}{d t} d x+\frac{1}{2} \int V_{\mathrm{nl} \varepsilon} \frac{d \rho_{\varepsilon}}{d t} d x=\int V_{\mathrm{nl} \varepsilon} \frac{d \rho_{\varepsilon}}{d t} d x
\end{aligned}
$$

Using the expression $\rho_{\varepsilon}=\int f_{\varepsilon} d v$ we get

$$
\begin{align*}
\frac{d}{d t} \iint \frac{1}{2} V_{\mathrm{nl} \varepsilon} f_{\varepsilon} d x d v & =\int V_{\mathrm{nl} \varepsilon} \frac{d \rho_{\varepsilon}}{d t} d x \\
& =\iint\left(\frac{d}{d t} f_{\varepsilon}\right) V_{\mathrm{nl} \varepsilon} d x d v  \tag{64}\\
& =-\iint\left(v \partial_{x} f_{\varepsilon}\right) V_{\mathrm{nl} \varepsilon} d x d v=\iint v\left(\partial_{x} V_{\mathrm{nl} \varepsilon}\right) f_{\varepsilon} d x d v
\end{align*}
$$

Let us put together estimates (61-64). We get as in (4):

$$
\frac{d}{d t} F\left(f_{\varepsilon}\right)=-\gamma \iint\left(2 \partial_{v} \sqrt{f_{\varepsilon}}+v \sqrt{f_{\varepsilon}}\right)^{2} \leq 0
$$

Therefore for all $t \geq 0$ we obtain $F\left(f_{\varepsilon}\right)(t) \leq F\left(f_{\varepsilon}\right)(0)$. Using the bound in (60) for $V_{\text {nl }}(0)$ we get that $F\left(f_{\varepsilon}\right)(t)$ has a uniform upper bound with bound as announced in the Lemma.

Using exactly the same tools as in [4, (2.38-2.58)], we get that since $V_{\mathrm{e}} \geq 0, V_{\mathrm{nl}} \geq 0$, the free energy is also bounded from below independently of $t, \varepsilon, \kappa$ (in a fixed compact set of $\mathbb{R}^{+}$) with bounds only dependent on $V_{\mathrm{e}}$. The proof of Lemma 3.7 is complete.

Remark 3.8 Let us just say a word about the method in (4). We want first to stress the importance of the result [4, (2.38)] about the negative part of $\ln \left(f_{\varepsilon}\right) f_{\varepsilon}$ : Let us define $\ln ^{-}\left(f_{\varepsilon}\right)=\sup \left(-\ln \left(f_{\varepsilon}\right), 0\right)$, then

$$
\begin{align*}
\forall K>0, \quad \ln ^{-}\left(f_{\varepsilon}\right) f_{\varepsilon} \leq & f_{\varepsilon}+\frac{1}{K}\left(v^{2} / 2+V_{\mathrm{e}}(x)\right) f_{\varepsilon}  \tag{65}\\
& +\left(1+\left(v^{2} / 2+V_{\mathrm{e}}(x)\right) / K\right) e^{-1} e^{-\left(v^{2} / 2+V_{\mathrm{e}}(x)\right) / K}
\end{align*}
$$

Taking $K=1 / 2$ in this inequality implies

$$
\begin{align*}
0 \leq & \iint \ln ^{+}\left(f_{\varepsilon}(t)\right) f_{\varepsilon}(t) d x d v+(1 / 2) \iint\left(v^{2} / 2+V_{\mathrm{e}}\right) f_{\varepsilon}(t) d x d v  \tag{66}\\
& \leq F\left(f_{\varepsilon}\right)(t)+C \leq F\left(f_{\varepsilon}\right)(0)+C
\end{align*}
$$

Here $C$ only dependent on the physical constants and $V_{\mathrm{e}}$. The lower bound for $F\left(f_{\varepsilon}\right)(t)$ follows and an upper bound for each term in (66) also. Eventually we get an upper bound for $\iint \ln ^{-}\left(f_{\varepsilon}(t)\right) f_{\varepsilon}(t) d x d v$ using (65) and then one for each term appearing in the definition of $F\left(f_{\varepsilon}\right)(t)$.

As a crucial Corollary we get the following result about uniform bounds for quantities associated with the approximate solution $f_{\varepsilon}$.

Corollary 3.9 The following quantities are bounded uniformly in $t \geq 0$, $\varepsilon$ and $\kappa$ varying in a fixed compact set:

$$
\begin{aligned}
& \iint \frac{v^{2}}{2} f_{\varepsilon}(t) d x d v, \quad \iint f_{\varepsilon}(t) \ln ^{-}\left(f_{\varepsilon}(t)\right) d x d v, \quad \int f_{\varepsilon}(t) \ln \left(f_{\varepsilon}(t)\right) d x d v \\
& \iint V_{\mathrm{e}} f_{\varepsilon}(t) d x d v, \quad \iint V_{\mathrm{n} 1}(t) f_{\varepsilon}(t) d x d v, \quad \text { and } \quad \mu_{\varepsilon}(t)
\end{aligned}
$$

Besides their bounds depend only on $\left\|f_{0}\right\|_{\mathcal{B}_{e}^{\infty}}$.

Proof. For the five first quantities this is the result of the preceding study. Let us have a look at the last one. We know the the relative entropy is uniformly bounded, and using (58,59) we can write it as

$$
\begin{align*}
H\left(f_{\varepsilon} \mid \mathcal{M}_{\varepsilon}\right) & =\iint f_{\varepsilon} \ln \frac{f_{\varepsilon}}{\mathcal{M}_{\varepsilon}} d x d v \\
& =\iint\left(\frac{v^{2}}{2} f_{\varepsilon}+V_{\mathrm{e}} f_{\varepsilon}+V_{\mathrm{nl} \varepsilon} f_{\varepsilon}+f_{\varepsilon} \ln \left(f_{\varepsilon}\right)\right) d x d v+\mu_{\varepsilon} \tag{67}
\end{align*}
$$

since $\iint f_{\varepsilon}=1$. Since the first integral and the relative entropy are uniformly bounded, we get the same result for $\mu_{\varepsilon}$.

### 3.4 Global existence, uniqueness and uniform bounds

The aim of this section is to prove Theorem 1.1 and Proposition 1.2. Let us consider the approximate problem (45). From the definition of $\mathcal{M}_{\mathrm{e}}$ and Corollary 3.9, we have

Proposition 3.10 There exists constants $C_{u}, C_{u}^{\prime}, C_{u}^{\prime \prime}$ and $C_{u}^{\prime \prime \prime}$ uniform in time and $\varepsilon$ (and $\kappa$ varying in a fixed compact set) such that

$$
\begin{array}{ll} 
& 0 \leq \mathcal{M}_{\varepsilon}(t) \leq C_{u} \mathcal{M}_{\mathrm{e}}, \quad 0 \leq f_{\varepsilon}(t) \leq C_{u}^{\prime} \mathcal{M}_{\mathrm{e}}, \quad 0 \leq \rho_{\varepsilon}(t) \leq C_{u}^{\prime \prime} e^{-V_{\mathrm{e}}} \\
\text { and } \quad & \left\|V_{\mathrm{nl} \varepsilon}(t)\right\|_{L^{\infty}(d x)}+\left\|\partial_{x} V_{\mathrm{nl} \varepsilon}(t)\right\|_{L^{\infty}(d x)} \leq C_{u}^{\prime \prime \prime}
\end{array}
$$

Besides the constants depend only on $\left\|f_{0}\right\|_{\mathcal{B}_{\mathrm{e}}}$.

Proof. For the first bound this is enough to write that

$$
\mathcal{M}_{\varepsilon}(t)=c_{e} \mathcal{M}_{\mathrm{e}} e^{-V_{\mathrm{nl}}(t)} e^{-\mu_{\varepsilon}(t)} \leq c_{e} e^{\left\|\mu_{\varepsilon}\right\|_{L_{t}^{\infty}}} \mathcal{M}_{\mathrm{e}}
$$

by noticing that $V_{\mathrm{nl} \varepsilon} \geq 0$. The uniform bound on $\mu_{\varepsilon}$ given in Corollary 3.9 gives the result.
For the second bound we first write that from Proposition 3.3 we have

$$
0 \leq f_{\varepsilon}(t) \leq\left\|f_{0}\right\|_{\mathcal{B}_{0}^{\infty}} \mathcal{M}_{\varepsilon}(t)
$$

Using first the upper bound on $\mathcal{M}_{\varepsilon}(t)$ and then the lower bound on $\mathcal{M}_{\varepsilon}(0)$ in point i) of Proposition 3.6 give the result. The estimate on $\rho_{\varepsilon}$ is then a direct consequence of an integration in the variable $v$.

For the $L^{\infty}$ estimates on $V_{\mathrm{nl} \varepsilon}$ and its derivative, we first recall recall the definition

$$
V_{\mathrm{n} \mathrm{l} \varepsilon}(t)=\zeta_{\varepsilon} *_{x} \frac{\kappa}{(d-2)\left|S^{d-1}\right|} \frac{x^{2}}{|x|^{d}} *_{x} \rho_{\varepsilon}(t)
$$

We immediately get the bound for $V_{\mathrm{nl} \varepsilon}$ thanks to the upper bound for $\rho_{\varepsilon}$ :

$$
\begin{aligned}
\left\|V_{\mathrm{nl} \varepsilon}(t)\right\|_{L^{\infty}(d x)} & \leq\left\|\frac{\kappa}{(d-2)\left|S^{d-1}\right|} \frac{x^{2}}{|x|^{d}} *_{x} \rho_{\varepsilon}(t)\right\|_{L^{\infty}(d x)} \\
& \leq C_{u}^{\prime \prime} \frac{\kappa}{(d-2)\left|S^{d-1}\right|}\left\|\frac{x^{2}}{|x|^{d}} *_{x} e^{-V_{e}}\right\|_{L^{\infty}(d x)}=C_{u}^{\prime \prime \prime}
\end{aligned}
$$

For the bound on $\partial_{x} V_{\text {nle }}$ we follow exactly the same procedure using the fact that

$$
\partial_{x} V_{\mathrm{nl} \varepsilon}=-\zeta_{\varepsilon} * x \frac{\kappa}{\left|S^{d-1}\right|} \frac{x}{|x|^{d}} *_{x} \rho_{\varepsilon}
$$

and with an other $C_{u}^{\prime \prime \prime}$. This completes the proof of Proposition 3.10.
We can now study the full Vlasov-Poisson-Fokker-Planck operator and complete the proof of the existence and uniqueness stated in the introduction.

Proof of Theorem 1.1 and Proposition 1.2. We take a sequence $\left(\varepsilon_{n}\right)$ to be chosen later and we pose for each $n$

$$
f_{n}=f_{\varepsilon_{n}}, \quad \rho_{n}=\rho_{\varepsilon_{n}}, \quad V_{\mathrm{n} l n}=V_{\mathrm{nl} \varepsilon_{\mathrm{n}}}, \quad \zeta_{n}=\zeta_{\varepsilon_{n}},
$$

where $f_{\varepsilon_{n}}$ is the strong solution given by Proposition 3.1. We study the following iteration scheme for $n \geq 1$

$$
\left\{\begin{array}{l}
\partial_{t} f_{n}+v \cdot \partial_{x} f_{n}-\left(E_{n}+\partial_{x} V_{\mathrm{e}}\right) \cdot \partial_{v} f_{n}-\gamma \partial_{v}\left(\partial_{v}+v\right) f_{n}=0  \tag{68}\\
E_{n}=\partial_{x} V_{\mathrm{n} 1 n}(t, x)=-\zeta_{n} * \frac{\kappa}{\left|S^{d-1}\right|} \frac{x}{|x|^{d}} *_{x} \rho_{n}(t, x) \\
\text { with } \rho_{n}(t, x)=\int f_{n}(t, x, v) d v \\
\left.f_{n}\right|_{t=0}=f_{0}
\end{array}\right.
$$

We now verify that for $\varepsilon_{n}$ well chosen, the scheme converges in $L^{\infty}\left(\left[0, T\left[, \mathcal{B}_{\mathrm{e}}^{2}\right)\right.\right.$ for an arbitrary $T$ toward a unique solution $f$ which is a mild solution of (11). Using the dispersion estimates from Proposition 2.8 we have for all $0 \leq t \leq T$

$$
\begin{align*}
&\left\|f_{n+1}(t)-f_{n}(t)\right\|_{B^{2}} \leq C_{T} \sqrt{t}\left\|E_{n+1} f_{n+1}-E_{n} f_{n}\right\|_{L^{\infty}\left(\left[0, t,\left[\mathcal{B}_{e}^{2}\right)\right.\right.} \\
& \leq C_{T} \sqrt{t} \sup _{[0, t]}\left(\left\|E_{n+1}\left(f_{n+1}-f_{n}\right)\right\|_{\mathcal{B}_{e}^{2}}\right. \\
&+\left\|f_{n}\left(\zeta_{n+1}-\zeta_{n}\right) * \varphi * \rho_{n+1}\right\|_{\mathcal{B}_{e}^{2}}  \tag{69}\\
&\left.+\left\|f_{n} \zeta_{n} * \varphi *\left(\rho_{n+1}-\rho_{n}\right)\right\|_{\mathcal{B}_{e}^{2}}\right) \\
&=C_{T} \sqrt{t}(A 1+A 2+A 3),
\end{align*}
$$

where $\varphi(x)=x /|x|^{d}$. For the first term we have

$$
\begin{align*}
A 1 & \leq\left\|E_{n+1}\right\|_{L^{\infty}}\left\|f_{n+1}-f_{n}\right\|_{L^{\infty}\left(\left[0, t\left[, \mathcal{B}_{e}^{2}\right)\right.\right.} \\
& \leq C_{u}\left\|f_{n+1}-f_{n}\right\|_{L^{\infty}\left(\left[0, t, \mathcal{B}_{e}^{2}\right)\right.} \tag{70}
\end{align*}
$$

where $C_{u}$ does not depend on $T, \varepsilon$ thanks to the uniform estimate given in Proposition 3.10. For the second one we shall use the Hardy-Littlewood Sobolev inequality. For all $t$, and writing $f_{n}$ instead of $f_{n}(t)$ we have

$$
\begin{align*}
A 2 & =\left\|\left(\left(\zeta_{n+1}-\zeta_{n}\right) * \varphi * \rho_{n+1}\right) f_{n} / \mathcal{M}_{\mathrm{e}}^{1 / 2}\right\|_{L^{2}} \\
& \leq\left\|\mathcal{M}_{\mathrm{e}}^{1 / d^{\prime}-1 / 2}\left(\left(\zeta_{n+1}-\zeta_{n}\right) * \varphi * \rho_{n+1}\right) f_{n} / \mathcal{M}_{\mathrm{e}}^{1 / d^{\prime}}\right\|_{L^{2}}  \tag{71}\\
& \leq\left\|\mathcal{M}_{\mathrm{e}}^{1 / d^{*}}\left(\varphi *\left(\zeta_{n+1}-\zeta_{n}\right) * \rho_{n+1}\right) f_{n} / \mathcal{M}_{\mathrm{e}}^{1 / d^{\prime}}\right\|_{L^{2}},
\end{align*}
$$

where $1 / d+1 / d^{\prime}=1$ and $1 / d^{*}+1 / d=1 / 2$ (for example $d^{*}=6$ for $d=3$ ). Now from Hölder inequality we get

$$
\begin{align*}
A 2 & \leq\left\|\mathcal{M}_{\mathrm{e}}^{1 / d^{*}}\left(\varphi *\left(\zeta_{n+1}-\zeta_{n}\right) \rho_{n+1}\right)\right\|_{L^{d^{*}}}\left\|f_{n}\right\|_{B^{d}}  \tag{72}\\
& \leq C_{u}\left\|\left(\varphi *\left(\zeta_{n+1}-\zeta_{n}\right) \rho_{n+1}\right)\right\|_{L^{d^{*}}(d x)}
\end{align*}
$$

since $\left\|f_{n}\right\|_{B^{d}}$ is uniformly bounded with respect to $t$ and $\varepsilon$ and $\mathcal{M}_{\mathrm{e}}^{1 / d^{*}} \in L^{\infty}\left(\mathbb{R}_{x}^{d}, L^{d^{*}}\left(\mathbb{R}_{v}^{d}\right)\right)$. Now we can apply the Hardy-Littelwood Sobolev inequality which gives

$$
\begin{equation*}
A 2 \leq C_{u}^{\prime}\left\|\left(\left(\zeta_{n+1}-\zeta_{n}\right) \rho_{n+1}\right)\right\|_{L^{2}} . \tag{73}
\end{equation*}
$$

For this we used the fact that $\varphi(x)=|x|^{-n / a}$ for $a=d /(d-1)$ and the result followed from $1 / 2+1 / a=1+1 / d^{*}$ (see for example [24, Theorem 4.5.3]). Now $\zeta_{n}$ is an approximation of identity therefore we can choose the sequence $\varepsilon_{n}$ such that for all $g \in L^{2}(d x)$, $\left\|\left(\zeta_{n+1}-\zeta_{n}\right) g\right\|_{L^{2}(d x)} \leq 2^{-n}\|g\|_{L^{2}(d x)}$. It gives in our case

$$
A 2 \leq C_{u}^{\prime} 2^{-n}\left\|\rho_{n+1}\right\|_{L^{2}} \leq C_{u}^{\prime \prime} 2^{-n}
$$

for a uniform in time $C_{u}^{\prime \prime}$ and the last inequality comes from Proposition 3.10.
For the last term A3 we follow similar computations. We write that for $t$ fixed (and omitted) we have

$$
\begin{equation*}
A 3=\left\|f_{n} \zeta_{n} * \varphi *\left(\rho_{n+1}-\rho_{n}\right)\right\|_{\mathcal{B}_{e}^{2}} \leq\left\|\mathcal{M}_{\mathrm{e}}^{1 / d^{*}} \zeta_{n} * \varphi *\left(\rho_{n+1}-\rho_{n}\right)\right\|_{L^{d^{*}}}\left\|f_{n}\right\|_{\mathcal{B}_{\mathrm{e}}^{d}} \tag{74}
\end{equation*}
$$

following similar computations to the ones in (72). This gives

$$
\begin{align*}
A 3 & \leq C_{u}\left\|\zeta_{n} * \varphi *\left(\rho_{n+1}-\rho_{n}\right)\right\|_{L^{d^{*}}(d x)} \leq C_{u}^{\prime}\left\|\varphi *\left(\rho_{n+1}-\rho_{n}\right)\right\|_{L^{d^{*}}(d x)}  \tag{75}\\
& \leq C_{u}^{\prime}\left\|\rho_{n+1}-\rho_{n}\right\|_{L^{2}(d x)}
\end{align*}
$$

from the Hardy-Littlewood-Sobolev inequality. We get

$$
\begin{align*}
A 3 & \left.\leq \| \int\left(f_{n+1}-f_{n}\right) / \mathcal{M}\right) \mathcal{M} d v \|_{L^{2}(d x)} \\
& \left.\leq \|\left(\int\left(\left(f_{n+1}-f_{n}\right) / \mathcal{M}\right)^{2} \mathcal{M} d v\right)^{1 / 2}\left(\int \mathcal{M} d v\right)^{1 / 2}\right) \|_{L^{2}(d x)} \tag{76}
\end{align*}
$$

using the Cauchy-Schwartz inequality. We have therefore

$$
\begin{equation*}
A 3 \leq C_{u}^{\prime \prime}\left\|f_{n+1}-f_{n}\right\|_{\mathcal{B}_{e}^{2}} . \tag{77}
\end{equation*}
$$

Putting the estimates about A1 A2 and A3 together yields

$$
\begin{equation*}
\left\|f_{n+1}(t)-f_{n}(t)\right\|_{\mathcal{B}_{e}^{2}} \leq C_{T} \sqrt{t} \sup _{[0, t]}\left(\left\|f_{n+1}(s)-f_{n}(s)\right\|_{\mathcal{B}_{e}^{2}}+2^{-n}\right) . \tag{78}
\end{equation*}
$$

For $t$ small we get the strong convergence of the scheme defined in (68) in $L^{\infty}\left([0, t], \mathcal{B}_{\mathrm{e}}^{2}\right)$. Standard iterating tools give then strong convergence of the scheme in $L^{\infty}\left(\left[0, T\left[, \mathcal{B}_{\mathrm{e}}^{2}\right)\right.\right.$ to a limit $f$. By dominated convergence using the uniform bounds of Proposition 3.19, we also
get that $E_{n}$ and $V_{\mathrm{n} 1 n}$ converge to $E$ and $V_{\mathrm{nl}}$ respectively in $L^{\infty}\left(\left[0, T\left[\times \mathbb{R}_{x}^{d}\right)\right.\right.$ where $E=\partial_{x} V_{\mathrm{n} 1}$ was defined in equation (11) and $V_{\mathrm{nl}}$ in (6). From Proposition 2.11, $f \in \mathcal{C}\left(\left[0, T\left[, \mathcal{B}_{\mathrm{e}}^{2}\right)\right.\right.$ is the unique mild solution of (11). Since $T$ is arbitrary $f$ is a global mild solution (not yet uniform).

Now using Propositions 3.3 and 3.10 and the Lebesgue dominated convergence Theorem yields for all $t \geq 0$

$$
\|f(t)\|_{\mathcal{B}_{t}^{\infty}} \leq\left\|f_{0}\right\|_{B_{0}^{\infty}} .
$$

Here the $\mathcal{B}_{t}^{p}$ spaces were defined in Proposition 1.2 and this gives the proof of this Proposition. Of course passing to the limit also in Proposition 3.10 gives that $f$ is a uniform mild solution with the associated uniform bounds for $V_{\mathrm{nl}}$ and $\partial_{x} V_{\mathrm{nl}}$. The proofs of Theorem 1.1 and Proposition 1.2 are complete.

## 4 Poisson-Emden equation and equilibrium state

The aim of this subsection is to prove Proposition 1.3 about the potential $V_{\infty}$ associated to the stationary solutions of the Vlasov-Poisson-Fokker-Planck equation. Recall that the equation satisfied by $V_{\infty}$ is

$$
\begin{equation*}
-\Delta V_{\infty}=\kappa \frac{e^{-\left(V_{e}+V_{\infty}\right)}}{\int e^{-\left(V_{e}+V_{\infty}\right)} d x}, \tag{79}
\end{equation*}
$$

where we recall that $\kappa$ is varying in a fixed compact set of $\mathbb{R}^{+}$of type $[0, M]$. Since we are in the repulsive interaction case the existence and uniqueness of a (Green) solution of this equation is given by a result of Dolbeault [11] under a light hypothesis on the external potential. We first quote his result:

Proposition 4.1 ( 11$])$ Let $U_{e} \in L_{\text {loc }}^{\infty}\left(\mathbb{R}^{N}\right), N \geq 3$ and $M>0$. A necessary and sufficient condition for the existence of a solution $U \in L^{\frac{N}{N-2}, \infty}$ of the Poisson-Emden equation

$$
\begin{equation*}
-\Delta U=M \frac{e^{-\left(U_{e}+U\right)}}{\int e^{-\left(U_{e}+U\right)} d x} \tag{80}
\end{equation*}
$$

is $e^{-U_{e}} \in L^{1}$. The solution if it exists is unique.
Now the main hypothesis (2) on the exterior potential $V_{\mathrm{e}}$ implies that $e^{-V e} \in L^{1}$ and as a consequence we can apply this Proposition to $U=V_{\infty}, U_{e}=V_{\mathrm{e}}, M=\kappa, N=d$ and we get a unique solution in $L^{\frac{d}{d-2}, \infty}$. Anyway the regularity of $V_{\infty}$ is improved under the assumption $e^{-V_{e}} \in \mathcal{S}$ :

Proof of Proposition 1.3. In order to prove that $V_{\infty} \in W^{\infty, \infty}$, it is sufficient to prove that the (Green) solution $U$ of the following Poisson-Emden-type equation

$$
\begin{equation*}
-\Delta U=C e^{-\left(V_{e}+U\right)} \tag{81}
\end{equation*}
$$

is in $W^{\infty, \infty}$. We first note that $U$ is given by

$$
U=\frac{C}{(d-2)\left|S^{d-1}\right|} \frac{x^{2}}{|x|^{d}} * e^{-(V e+U)} .
$$

Since $U \geq 0$ we get that $0 \leq U \leq C U_{e}$, where $U_{e}$ is the Green solution of $-\Delta U_{e}=e^{-V_{e}}$ :

$$
U_{e}=\frac{1}{(d-2)\left|S^{d-1}\right|} \frac{x^{2}}{|x|^{d}} * e^{-V_{e}} .
$$

From Hardy-Littlewood Sobolev inequalities, we have $U_{e} \in L^{p}$ for $d /(d-2)<p \leq \infty$. Therefore this is also the case for $U$. Since we directly have that $-\Delta U \in L^{p}$ for all $p$, we get that

$$
-\Delta U+U \in L^{p}, \quad d /(d-2)<p<\infty
$$

and this gives $U \in W^{2, p}$ by elliptic regularity in $\mathbb{R}^{d}$ (see for example [35], [38]).
Now shall use a bootstrap argument to prove that $U \in W^{\infty, \infty}$. Let $d /(d-2)<p<\infty$ be fixed in the following. We notice that $0 \leq U \leq U_{1}$ gives $U \in L^{\infty}$, and as a consequence we get for all $i, j$,

$$
\partial_{i j}\left(e^{-U}\right)=\left(\left(\partial_{i j} U\right)+\left(\partial_{i} U\right)\left(\partial_{j} U\right) e^{-U} \in L^{p}\right.
$$

since on the one hand $-\Delta U \in L^{p}$ and on the other hand

$$
\begin{equation*}
\forall k, \quad \partial_{k} U \in L^{2 p} \Longrightarrow\left(\partial_{i} U\right)\left(\partial_{j} U\right) \in L^{p} \tag{82}
\end{equation*}
$$

In a direct way we also get $\partial_{k} e^{-U} \in L^{p}$. Recall that for the function itself we only have $e^{-U} \in L^{\infty}$. We get therefore

$$
(-\Delta+1)^{2} U=-\Delta C e^{-\left(V_{e}+U\right)}+2 C e^{-\left(V_{e}+U\right)}+U \in L^{p}
$$

Since $e^{-V e} \in W^{2, p}$ and using the same trick as in (82), this gives $U \in W^{4, p}$ for the arbitrary fixed $d /(d-2)<p<\infty$. By a boostrap argument using the same method we get in fact

$$
U \in W^{2 k, p}
$$

for all $k \in \mathbb{N}$ and therefore

$$
U \in \cap_{k \in \mathbb{N}} W^{2 k, p} \subset W^{\infty, \infty}
$$

Applying this to $V_{\infty}$ gives $V_{\infty} \in W^{\infty, \infty}$. The uniformity w.r.t. $\kappa$ is also clear and the proof of Proposition 1.3 is complete.

Remark 4.2 Let us have a look at the equilibrium state and the convergence of the solution of equation (11). From the preceding study we get that the equilibrium is unique and given by

$$
f_{\infty}=\frac{e^{-\left(V_{e}+V_{\infty}+v^{2} / 2\right)}}{\int e^{-\left(V_{e}+V_{\infty}+v^{2} / 2\right)} d x} .
$$

The stationary Vlasov-Poisson-Fokker-Planck equation then reads

$$
\begin{equation*}
K_{\infty} f_{\infty}=0 \quad \text { where } \quad K_{\infty}=v \partial_{x}-\partial_{x}\left(V_{\mathrm{e}}+V_{\infty}\right) \partial_{v}-\gamma \partial_{v}\left(\partial_{v}+v\right) \tag{83}
\end{equation*}
$$

Now we want to apply the result of Dolbeault [1]] about the convergence in $L^{1}$ of solutions. Since the solution given by Theorem 1.1 is in particular in $\mathcal{C}\left(\mathbb{R}^{+}, L^{1}\right)$ and that $(t, x) \mapsto$ $\nabla V_{\mathrm{nl}}(t, x)$ is in $L_{\mathrm{loc}}^{\infty}\left(\mathbb{R}^{+}, L^{\infty}\right)$, his Theorem applies and we get that

$$
f(t, .) \longrightarrow f_{\infty} \quad \text { in the } L^{1} \text { sense. }
$$

Now from the uniform bound $0 \leq f(t) \leq C_{u} \mathcal{M}_{\mathrm{e}}$ and applying the Lebesgue dominated convergence Theorem we easily get that

$$
f(t, .) \longrightarrow f_{\infty} \quad \text { in } B^{p}
$$

for $1 \leq p<\infty$ as already mentioned in the introduction

Remark 4.3 To end this section we notice that since $V_{\infty} \in W^{\infty, \infty}$ we get that the potential at infinity $V_{\mathrm{e}}+V_{\infty}$ satisfies the same hypothesis of $V_{\mathrm{e}}$ alone. As a consequence it will be possible to apply to $K_{\infty}$ all the properties obtained for any generic Fokker-Planck operator $K$ associated to a generic potential $V$ satisfying conditions of type (H1). This will be crucial in the next section, in which we study the exponential convergence to the equilibrium. A second remark is that the total potential at equilibrium is not explicit. In particular the Green function for the equation $\partial_{t} f+K_{\infty} f$ is not known. This justify a posteriori the abstract study (anyway with explicit constants) performed in the linear sections. In the next one we first go on with the study of a generic linear Fokker-Planck operator by studying the long time behavior and the exponential time decay.

## 5 Exponential time decay

### 5.1 Exponential linear diffusion estimates

In this section we go back for a while to the study of the linear Fokker planck operator by proving the exponential decay and related long time diffusion estimates. We work from now on with a generic potential $V$ satisfying both conditions of type (H1) and (H2):

$$
\text { (Hgeneric) } \begin{cases} & e^{-V} \in \mathcal{S}\left(\mathbb{R}_{x}^{d}\right), \quad \text { with } V \geq 0 \text { and } \quad V^{\prime \prime} \in W^{\infty, \infty}(d x)  \tag{84}\\ \text { and } & \text { Operator } \Lambda^{2} \text { has a spectral gap in } B^{2} \\ & \text { with first non-zero eigenvalue denoted } \alpha .\end{cases}
$$

Here $\Lambda^{2}$ is the closed operator in $B^{2}$ defined by

$$
\Lambda^{2}=-\gamma \partial_{v}\left(\partial_{v}+v\right)-\gamma \partial_{x}\left(\partial_{x}+\partial_{x} V\right),
$$

for which $\mathcal{M}$ defined in (11) is a single eigenfunction in $B^{2}$ associated to the eigenvalue 0 , and $B^{p}$ was defined as in (11-12). Recall also the definition of the linear Fokker-Planck operator

$$
K=v \partial_{x}-\partial_{x} V \partial_{v}-\gamma \partial_{v}\left(\partial_{v}+v\right) .
$$

We shall work in the following in the orthogonal in the $B^{2}$ sense of the Maxwellian. We call

$$
\mathcal{B}_{\perp}^{2}=\mathcal{M}^{\perp} \cap B^{2}=\left\{f \in B^{2} \text { s.t. } \iint f d x d v=0\right\}
$$

endowed with the norm of $B^{2}$, where $\perp$ stands for the orthogonal with respect to the scalar product in $B^{2}$ (recall that $B^{2 \prime}$ was identified with $B^{2}$ according to the measure $\mathcal{M}^{-1} d x d v$ in (13)).

Remark 5.1 Note that in the flat space $L^{2}$ for the function $u=f / \mathcal{M}^{1 / 2}$ the meaning of the definition is $\left(u, \mathcal{M}^{1 / 2}\right)_{L^{2}}=0$.

We note that $\mathcal{B}_{\perp}^{2}$ is stable for $K$. Indeed for all $f \in \mathcal{B}_{\perp}^{2}$, we have

$$
<K f, \mathcal{M}>=\iint K f \mathcal{M} \mathcal{M}^{-1} d x d v=\iint f\left(K^{*} \mathcal{M}\right) \mathcal{M}^{-1} d x d v=0
$$

Since $K$ restricted to $B^{2}$ generates a semi-group of contraction, we have the same property in $\mathcal{B}_{\perp}^{2}$. Anyway restricted to $\mathcal{B}_{\perp}^{2}$ the semi-group has a much better property at infinity:

Proposition 5.2 Suppose $V$ satisfy hypothesis (Hgeneric). Then there exists a constant A depending only on $\left\|V^{\prime \prime}\right\|_{L^{\infty}}$ such that for all $t \geq 0$

$$
\left\|e^{-t K}\right\|_{\mathcal{B}_{\perp}^{2}} \leq 3 e^{-\alpha t / A}
$$

Remark 5.3 The new fact here is the we don't need growing assumptions on $\partial_{x} V$ as in [21] which led to the compactness of the resolvent of $K$ and that we have an explicit factor 3 in front of the exponential. Anyway the beginning of the proof is similar to the one of 21], also not using a Dunford-Schwartz integral argument. Therefore we postpone the proof and some remarks to the appendix, subsection A.3.

Putting together Propositions 5.2 and 2.8 we get
Proposition 5.4 Suppose $V$ satisfy hypothesis (Hgeneric). Then there exists constants $C_{2}$ and $A$ such that for all $t>0$,
i) $e^{-t K} b^{*}$ is bounded by $C_{2}\left(1+t^{-1 / 2}\right) e^{-\alpha t / A}$,
ii) $e^{-t K} a^{*}$ is bounded by $C_{2}\left(1+t^{-3 / 2}\right) e^{-\alpha t / A}$, as bounded operators in $B^{2}$, where $C_{2}$ and $A$ depends only on $\left\|V^{\prime \prime}\right\|_{L^{\infty}}$.

Proof. We simply use the following fact: For a given $f_{0} \in \mathcal{M}^{1 / 2} \mathcal{S} \subset B^{2}$, we have

$$
\left(b^{*} f_{0}, \mathcal{M}\right)_{B^{2}}=\left(f_{0}, b \mathcal{M}\right)_{B^{2}}=0
$$

i.e. $b^{*} f_{0}$ is orthogonal to the Maxwellian. Of course it is also the case for $e^{-K} b^{*} f_{0}$ since

$$
\left(e^{-K} b^{*} f_{0}, \mathcal{M}\right)_{B^{2}}=\left(b^{*} f_{0}, e^{-K^{*}} \mathcal{M}\right)_{B^{2}}=\left(b^{*} f_{0}, \mathcal{M}\right)_{B^{2}}=0
$$

Now for $t \geq 1$ we can apply Proposition 5.2 and we get following bound:

$$
\begin{align*}
\left\|e^{-t K} b^{*} f_{0}\right\| & =\left\|e^{-(t-1) K} e^{-K} b^{*} f_{0}\right\| \leq C e^{-\alpha(t-1) / A}\left\|e^{-K} b^{*} f_{0}\right\|  \tag{85}\\
& \leq 3 e^{\gamma / A} e^{-\alpha t}\left\|e^{-K} b^{*} f_{0}\right\|
\end{align*}
$$

(Here we used that $\alpha \leq \gamma$ because of the harmonic part of $\Lambda^{2}$ ). Now from Proposition 2.8 applied with $t=1$ we get

$$
\left\|e^{-K} b^{*} f_{0}\right\|_{B^{2}} \leq C^{\prime}\left(1+t^{-1 / 2}\right)\left\|f_{0}\right\|_{B^{2}} .
$$

This inequality together with (85) give the bound

$$
\left\|e^{-t K} b^{*} f_{0}\right\| \leq C_{2}\left(1+t^{-1 / 2}\right) e^{-\alpha t / A}\left\|f_{0}\right\|_{B^{2}}
$$

for an initial data $f_{0} \in \mathcal{M}^{1 / 2} \mathcal{S}$. It can be clearly extended to $f_{0} \in B^{2}$ using Proposition 2.7. The proof of the estimates about $e^{-t K} a^{*}$ can be done exactly in the same way. The proof of Proposition 5.4 is complete.

Remark 5.5 Following remark 2.5 we see that we could extend the result of Proposition 5.2 to any $B^{p}$ spaces for $2 \leq p<\infty$ provided one has proven that $e^{-t K}$ defines a semigroup on $B^{p}$. By interpolation we would get the exponential decay $e^{-t \alpha /(p-1) A}$ in what has to be called $\mathcal{B}_{\perp}^{p}$. By duality this would give also the result in the $B^{p}$ 's for $1<p \leq 2$. One can suppose also that a polynomial decay is perhaps true in $L \ln L$ type spaces by real interpolation.

Remark 5.6 As already noted in Remark 2.10, in the particular case of $V_{\mathrm{e}}=x^{2}$ or more generally for quadratic external potentials, one can compute explicitly the Green function of $e^{-t K}$ using the method of characteristics (see e.g. (25]). Anyway if it gives after some work the short time behavior, the exponential decay of $e^{-t K} b^{*}$ is not clear on the formulas. In fact the short time decays in Theorem 2.8 can be viewed as consequences of the Lie group structure of the operator (if one identifies $b^{*}$ and $b$ ) whereas the long time behavior is deeply linked with the spectral properties of $K$. Note eventually that the operator $K$ may not be compact. In fact the needed property used is the sort of spectral gap induced by the compactness properties of the harmonic oscillator (only in the $v$ variables) coupled with the confining ones of the transport $X_{0}$.

### 5.2 Exponential time decay for small data

The aim of this section is to prove Theorem 1.4 and Corollary 1.5 about the exponential decay for small charge. Let us now define as in the Introduction the following FokkerPlanck operator corresponding to the stationnary Vlasov-Poisson-Fokker Planck equation

$$
\begin{equation*}
K_{\infty}=v \partial_{x}-\partial_{x}\left(V_{\mathrm{e}}+V_{\infty}\right) \partial_{v}-\gamma \partial_{v}\left(\partial_{v}+v\right) \tag{86}
\end{equation*}
$$

Since $V_{\infty} \in W^{\infty, \infty}$ and using hypothesis (H1)-(H2) we get that the associated total potential $V_{\mathrm{e}}+V_{\infty}$ satisfies hypothesis (Hgeneric) of the preceding subsection. The Maxwellian associated to this operator is

$$
\begin{equation*}
\mathcal{M}_{\infty}(x, v)=\frac{e^{-\left(v^{2} / 2+V_{e}(x)+V_{\infty}(x)\right)}}{\int e^{-\left(v^{2} / 2+V_{e}(x)+V_{\infty}(x)\right)} d x d v} \tag{87}
\end{equation*}
$$

and is in $\mathcal{S} \subset L^{1}$ with norm 1 thanks to Proposition 1.3. We define also the associated spaces $\mathcal{B}_{\infty}^{p}=\left\{f \in \mathcal{D}^{\prime}\right.$ s. t. $\left.f / \mathcal{M}_{\infty} \in L^{p}\left(\mathcal{M}_{\infty} d x d v\right)\right\}$. We recall that $\alpha_{\infty}$ is the smallest positive real part of the eigenvalues of the corresponding Witten Laplacian

$$
\begin{equation*}
\Lambda_{\infty}^{2}=-\gamma \partial_{v}\left(\partial_{v}+v\right)-\gamma \partial_{x}\left(\partial_{x}+\partial_{x}\left(V_{\mathrm{e}}+V_{\infty}\right)\right) \tag{88}
\end{equation*}
$$

in $\mathcal{B}_{\infty}^{2}$. We denote by the same symbols $\Lambda_{\infty}^{2}$ and $K_{\infty}$ the closure from $\mathcal{C}_{0}^{\infty}$ of the corresponding operators in $\mathcal{B}_{\infty}^{2}$, and recall that they are maximal accretive from Proposition 2.4.

Since $V_{\mathrm{e}}+V_{\infty}$ satisfy the hypothesis (H1) and (H2) we can apply all the results obtained for a generic potential $V$. In particular we follow subsection 5.1 by defining in our context the following space

$$
\mathcal{B}_{\infty, \perp}^{2}=\mathcal{M}^{\perp} \cap \mathcal{B}_{\infty}^{2}=\left\{f \in \mathcal{B}_{\infty}^{2} \text { s.t. } \iint f d x d v=0\right\}
$$

endowed with the norm of $\mathcal{B}_{\infty}^{2}$, where $\perp$ stands for the orthogonal with respect to the scalar product. We note that $\mathcal{B}_{\infty, \perp}^{2}$ is stable for $K_{\infty}$. The following proposition is a direct consequence of Propositions 5.4 and 5.2 for $V=V_{\mathrm{e}}+V_{\infty}$ :

Proposition 5.7 There exists constants $C_{\infty}$ and $A_{\infty}$ such that for all $t>0$,
i) $e^{-t K_{\infty}} b^{*}$ is bounded by $C_{\infty}\left(1+t^{-1 / 2}\right) e^{-\alpha_{\infty} t / A_{\infty}}$ on $\mathcal{B}_{\infty}^{2}$,
ii) $e^{-t K_{\infty}} a^{*}$ is bounded by $C_{\infty}\left(1+t^{-3 / 2}\right) e^{-\alpha_{\infty} t / A_{\infty}}$ on $\mathcal{B}_{\infty}^{2}$,
iii) $e^{-t K_{\infty}}$ is bounded by $3 e^{-\alpha_{\infty} t / A_{\infty}}$ on $\mathcal{B}_{\infty, \perp}^{2}$,
where $C_{\infty}$ and $A_{\infty}$ depend only $\left\|\left(V_{\mathrm{e}}+V_{\infty}\right)^{\prime \prime}\right\|_{L^{\infty}}$ and the physical constants (uniformly in $\kappa$ varying in a fixed compact set).

We work now in the Hilbert space $\mathcal{B}_{\infty}^{2}$ which we recall is norm-equivalent to $\mathcal{B}_{\mathrm{e}}^{2}$ using the bounds in Proposition 1.3. We again suppose without restriction that $\gamma=1$ so that $b^{*}=-\partial_{v}$. For $t, x \in \mathbb{R}^{+} \times \mathbb{R}^{d}$ we denote

$$
V_{\mathrm{diff}}(t, x)=V_{\mathrm{nl}}(t, x)-V_{\infty}(x) .
$$

We can write the Cauchy problem associated to the VPFP system as follows

$$
\left\{\begin{array}{l}
\partial_{t} f+K_{\infty} f=-b^{*} \partial_{x} V_{\mathrm{diff}} f, \\
\left.f\right|_{t=0}=f_{0}
\end{array}\right.
$$

Using the a priori bounds for the solution $f$ given by Theorem 1.1 we know that $f$ satisfies the following Duhamel formula written in terms of $K_{\infty}$ in $\mathcal{B}_{\infty}^{2}$

$$
\begin{equation*}
f(t, x, v)=e^{-t K_{\infty}} f_{0}(x, v)-\int_{0}^{t} e^{-(t-s) K_{\infty}} b^{*} \partial_{x} V_{\mathrm{diff}}(s, x) f(s, x, v) d s \tag{89}
\end{equation*}
$$

From Proposition 1.3 and Theorem 1.1 we know that $\partial_{x} V_{\text {diff }} \in L^{\infty}\left(\mathbb{R}_{t} \times \mathbb{R}_{x}^{d}\right)$. We denote in the following

$$
\varphi(x)=-\frac{1}{\left|S^{d-1}\right|} \frac{x}{|x|^{d}},
$$

so that $\partial_{x} V_{\text {diff }}$ reads

$$
\begin{equation*}
\partial_{x} V_{\mathrm{diff}}(t, x)=\partial_{x} V_{\mathrm{nl}}(t, x)-\partial_{x} V_{\infty}(x)=\kappa \varphi(x) *_{x}\left(\rho(t, x)-\rho_{\infty}(x)\right), \tag{90}
\end{equation*}
$$

where $\rho_{\infty}(t, x)=\int f_{\infty}(t, x, v) d v$. The projection $f_{\infty}$ in the Hilbert space $\mathcal{B}_{\infty}^{2}$ of the Cauchy data $f_{0}$ on the fundamental space $\operatorname{Span}\left(\mathcal{M}_{\infty}\right)$ is then

$$
\begin{equation*}
f_{\infty}=\left(f_{0}, \mathcal{M}_{\infty}\right)_{\mathcal{B}_{\infty}^{2}} \mathcal{M}_{\infty}=\left(\iint f_{0} \mathcal{M}_{\infty} \mathcal{M}_{\infty}^{-1} d x d v\right) \mathcal{M}_{\infty}=\mathcal{M}_{\infty} \tag{91}
\end{equation*}
$$

Recall that we already know that $f(t) \longrightarrow f_{\infty}$ when $t \longrightarrow \infty$ in $\mathcal{B}_{\mathrm{e}}^{p}$ and therefore in $\mathcal{B}_{\infty}^{p}$ for $1 \leq p<\infty$ since the two spaces are norm equivalent.

Remark 5.8 For a sake of comprehension, let us see this fact in the flat space $L^{2}$ by using the corresponding functions $u=f / \mathcal{M}_{\infty}^{1 / 2}, u_{0}=f_{0} / \mathcal{M}_{\infty}^{1 / 2}, u_{\infty}=f_{\infty} / \mathcal{M}_{\infty}^{1 / 2}$. The fundamental space is with this notations $\operatorname{Span}\left(\mathcal{M}_{\infty}^{1 / 2}\right)$ and we have

$$
u_{\infty}=\left(u_{0}, \mathcal{M}_{\infty}^{1 / 2}\right) \mathcal{M}_{\infty}^{1 / 2}=\left(\iint u_{0} \mathcal{M}_{\infty}^{1 / 2} d x d v\right) \mathcal{M}_{\infty}^{1 / 2}=\left(\int f_{0}\right) \mathcal{M}_{\infty}^{1 / 2}=\mathcal{M}_{\infty}^{1 / 2}
$$

We recover formula (91).
Let us denote by $g(t, x, v)=f(t, x, v)-f_{\infty}(x, v)$. Since $f_{\infty} \in \operatorname{Ker}\left(K_{\infty}\right)$ we have

$$
e^{-t K_{\infty}} f_{\infty}=f_{\infty}
$$

The Duhamel formula (89) therefore reads

$$
\left\{\begin{array}{l}
g(t)=e^{-t K_{\infty}} g_{0}+\int_{0}^{t} e^{-(t-s) K_{\infty}} b^{*} \partial_{x} V_{\mathrm{diff}}(s) f(s) d s  \tag{92}\\
\text { where } \partial_{x} V_{\mathrm{diff}}(t, x)=\kappa \int \varphi(x-y) g(t, y, v) d y d v
\end{array}\right.
$$

Now we take the $\mathcal{B}_{\infty}^{2}$ norm in these equations. We first note that $g_{0} \in \mathcal{B}_{\infty, \perp}^{2}$ which gives from Proposition 5.7 that for all $t \geq 0$,

$$
\begin{equation*}
\left\|e^{-t K_{\infty}} g_{0}\right\|_{\mathcal{B}_{\infty}^{2}} \leq 3 e^{-\alpha_{\infty} t / A_{\infty}}\left\|g_{0}\right\|_{\mathcal{B}_{\infty}^{2}} \tag{93}
\end{equation*}
$$

We also have to estimate the term in the integral in (92) i.e. for all $t, s$ with $0 \leq s<t$,

$$
\left\|e^{-(t-s) K_{\infty}} b^{*} \partial_{x} V_{\text {diff }}(s)\right\|_{\mathcal{B}_{\infty}^{2}}
$$

To this purpose we shall use the Hardy-Littlewood-Sobolev inequality in a very similar way as in section 3.4. We first prove the following result:

Lemma 5.9 Let us denote $d^{*}$ the real in $] 1, \infty\left[\right.$ such that $1 / d+1 / d^{*}=1 / 2$ (i.e. $d^{*}=6$ for $d=3)$. Then for all $\alpha \geq 0$ we have $\left\|\mathcal{M}_{\infty}^{\alpha} \partial_{x} V_{\mathrm{diff}}(t, .)\right\|_{L^{n^{*}}} \leq C_{1} \kappa\|g\|_{\mathcal{B}_{\infty}^{2}}$ with $C_{1}$ uniform in $\kappa$ varying in a fixed compact set.

Proof. We write first that since $\mathcal{M}_{\infty} \in \mathcal{S}\left(\mathbb{R}^{2 d}\right)$ we have

$$
\left\|\mathcal{M}_{\infty}^{\alpha} \partial_{x} V_{\mathrm{diff}}(t, .)\right\|_{L^{d^{*}}(d x d v)} \leq C\left\|\partial_{x} V_{\mathrm{diff}}(t, .)\right\|_{L^{d^{*}}(d x)},
$$

with $C$ uniform in $\kappa$ varying in a fixed compact set. Applying first the Hardy-LittlewoodSobolev inequality and then the Cauchy-Schwartz inequality give

$$
\begin{align*}
\left\|\partial_{x} V_{\mathrm{diff}}(t, .)\right\|_{L^{d^{*}}} & \leq c C_{d} \kappa\left\|\int g d v\right\|_{L^{2}(d x)} \leq c C_{d^{\prime}} \kappa\left\|\int\left(g / \mathcal{M}_{\infty}\right) \mathcal{M}_{\infty} d v\right\|_{L^{2}(d x)} \\
& \leq c C_{d} \kappa\left\|\left(\int\left(g / \mathcal{M}_{\infty}\right)^{2} \mathcal{M}_{\infty} d v\right)^{1 / 2}\left(\int \mathcal{M}_{\infty} d v\right)^{1 / 2}\right\|_{L^{2}(d x)}  \tag{94}\\
& \leq c C_{d} \kappa\left\|\mathcal{M}_{\infty}\right\|_{L^{\infty}\left(\mathbb{R}_{x}^{d}, L^{1}(d v)\right)}^{1 / 2}\|g\|_{\mathcal{B}_{\infty}^{2}}
\end{align*}
$$

For this we used the fact that $|\varphi(x)|=c|x|^{-d / a}$ for $a=d /(d-1)$ and $1 / 2+1 / a=1+1 / d^{*}$.

Let us now recall that $1 / d+1 / d^{\prime}=1$ and $1 / d+1 / d^{*}=1 / 2$ which implies in particular that $d^{\prime}<2$. We have for all $s \geq 0$,

$$
\begin{align*}
\left\|\partial_{x} V_{\mathrm{diff}}(s) f(s)\right\|_{\mathcal{B}_{\infty}^{2}} & =\left\|\partial_{x} V_{\mathrm{diff}}(t, .) f / \mathcal{M}_{\infty}^{1 / 2}\right\|_{L^{2}} \\
& =\left\|\mathcal{M}_{\infty}^{1 / d^{\prime}-1 / 2} \partial_{x} V_{\mathrm{diff}}(t, .) f / \mathcal{M}_{\infty}^{1 / d^{\prime}}\right\|_{L^{2}}  \tag{95}\\
& =\left\|\mathcal{M}_{\infty}^{1 / d^{*}} \partial_{x} V_{\mathrm{diff}}(t, .) f / \mathcal{M}_{\infty}^{1 / d^{\prime}}\right\|_{L^{2}}
\end{align*}
$$

since $1 / d^{\prime}-1 / 2=1 / d^{*}$. Now Hölder's inequality gives

$$
\begin{align*}
\left\|\partial_{x} V_{\mathrm{diff}}(s) f(s)\right\|_{\mathcal{B}_{\infty}^{2}} & \leq C\left\|\mathcal{M}_{\infty}^{1 / d^{*}} \partial_{x} V_{\mathrm{diff}}(t, .)\right\|_{L^{n^{*}}}\left\|f / \mathcal{M}_{\infty}^{1 / d^{\prime}}\right\|_{L^{d}}  \tag{96}\\
& \leq\left\|\mathcal{M}_{\infty}^{\alpha} \partial_{x} V_{\mathrm{diff}}(t, .)\right\|_{L^{d^{*}}}\|f\|_{\mathcal{B}_{\infty}^{d}}
\end{align*}
$$

for $\alpha=1 / d^{*}$ and since $d / d^{\prime}=d-1$. We now use Lemma 5.9 and we get

$$
\left\|\partial_{x} V_{\mathrm{diff}}(s) f(s)\right\|_{\mathcal{B}_{\infty}^{2}} \leq C \kappa\|g\|_{\mathcal{B}_{\infty}^{2}}\|f\|_{\mathcal{B}_{\infty}^{d}}
$$

Now from Theorem 1.1, Proposition 2.1 and Proposition 1.3 we now that there exist constants $C_{0} C_{0}^{\prime}$ depending only on $\left\|f_{0}\right\|_{\mathcal{B}_{\mathrm{e}}^{\infty}}$ such that for all $s \geq 0$

$$
\|f(s)\|_{\mathcal{B}_{\infty}^{d}} \leq\|f(s)\|_{\mathcal{B}_{\infty}^{\infty}} \leq C_{0}^{\prime}\|f(s)\|_{B_{s}^{\infty}} \leq C_{0}^{\prime}\left\|f_{0}\right\|_{B_{0}^{\infty}} \leq C_{0}
$$

uniformly in time and $\kappa$ varying in a fixed compact set. As a consequence we get

$$
\left\|\partial_{x} V_{\mathrm{diff}}(s) f(s)\right\|_{\mathcal{B}_{\infty}^{2}} \leq C C_{0} \kappa\|g\|_{\mathcal{B}_{\infty}^{2}}
$$

Now apply Proposition 5.7 to the operator $K_{\infty}$ with the associated rate $\alpha_{\infty}$. We can write for $t-s>0$

$$
\begin{align*}
& \left\|e^{-(t-s) K_{\infty}} b^{*} \partial_{x} V_{\mathrm{diff}}(s) f(s)\right\|_{\mathcal{B}_{\infty}^{2}} \\
& \leq C_{2}\left(1+(t-s)^{-1 / 2}\right) e^{-\alpha_{\infty}(t-s) / A_{\infty}}\left\|\partial_{x} V_{\mathrm{diff}}(s) f(s)\right\|_{\mathcal{B}_{\infty}^{2}}  \tag{97}\\
& \leq \kappa C_{2} C C_{0}\left(1+(t-s)^{-1 / 2}\right) e^{-\alpha_{\infty}(t-s) / A_{\infty}}\|g\|_{\mathcal{B}_{\infty}^{2}}
\end{align*}
$$

Putting (93-97) in the Duhamel Formula (92) and calling from now on $C$ any generic constant depending on the size of $\left\|f_{0}\right\|_{\mathcal{B}_{\mathrm{e}}^{2}}$, we get

$$
\begin{align*}
\|g(t)\|_{\mathcal{B}_{\infty}^{2}} \leq & 3 e^{-\alpha_{\infty} t / A_{\infty}}\left\|g_{0}\right\|_{\mathcal{B}_{\infty}^{2}} \\
& +C \kappa \int_{0}^{t}\left(1+(t-s)^{-1 / 2}\right) e^{-\alpha_{\infty}(t-s) / A_{\infty}}\|g(s)\|_{\mathcal{B}_{\infty}^{2}} d s . \tag{98}
\end{align*}
$$

Therefore we get

$$
\begin{align*}
\|g(t)\|_{\mathcal{B}_{\infty}^{2}} \leq & 3 e^{-\alpha_{\infty} t / A_{\infty}}\left\|g_{0}\right\|_{\mathcal{B}_{\infty}^{2}} \\
& +C \kappa \int_{0}^{t}\left(1+(t-s)^{-1 / 2}\right) e^{-\alpha_{\infty}(t-s) / A_{\infty}}\|g(s)\|_{\mathcal{B}_{\infty}^{2}} d s . \tag{99}
\end{align*}
$$

Let us define for $t \geq 0, \psi(t)=e^{\alpha_{\infty} t /\left(2 A_{\infty}\right)}\|g(t)\|_{\mathcal{B}_{\infty}^{2}}$. We get for $t \geq 0$,

$$
\psi(t) \leq 3 \psi(0)+C \kappa \int_{0}^{t}\left(1+(t-s)^{-1 / 2}\right) e^{-\alpha_{\infty}(t-s) /\left(2 A_{\infty}\right)} \psi(s) d s
$$

Of course because of the order of magnitude of the second constant we are not able to prove that $\psi(t)$ here is bounded in the full generality. Nevertheless we can write from the preceding formula and with an other $C$ that

$$
\psi(t) \leq 3 \psi(0)+\left(C \kappa / \alpha_{\infty}\right) \sup _{s \in[0, t]} \psi(s) d s
$$

Note here that contrary to $A_{\infty}$ the constant $\alpha_{\infty}$ cannot be absorbed in the constant $C$ since not controlled by an upper bound of $\left\|f_{0}\right\|_{\mathcal{B}_{e}^{\infty}}$ or semi-norms of $\left(V_{\mathrm{e}}+V_{\infty}\right)^{\prime \prime}$. Under the following assumption

$$
C \kappa / \alpha_{\infty} \leq 1 / 2
$$

we get the following result for all $t \geq 0$

$$
\begin{equation*}
\psi(t) \leq 6 \psi(0) \tag{100}
\end{equation*}
$$

This reads

$$
\|g(t)\|_{\mathcal{B}_{\infty}^{2}} \leq 6\|g(0)\|_{\mathcal{B}_{\infty}^{2}} e^{-\alpha_{\infty} t /\left(2 A_{\infty}\right)}
$$

and the proof of Theorem 1.4 is complete.
Let us now prove the corollary about the relative entropy.

Proof of Corollary 1.5. We first recall that from proposition 2.2

$$
0 \leq H\left(f(t) \mid \mathcal{M}_{\infty}\right)
$$

Besides from the inequality $\ln (s) \leq s-1$ we get

$$
\begin{align*}
H\left(f(t) \mid \mathcal{M}_{\infty}\right) & =\iint \frac{f(t)}{\mathcal{M}_{\infty}} \ln \left(\frac{f(t)}{\mathcal{M}_{\infty}}\right) \mathcal{M}_{\infty} d x d v \\
& \leq \iint \frac{f(t)}{\mathcal{M}_{\infty}}\left(\frac{f(t)-\mathcal{M}_{\infty}}{\mathcal{M}_{\infty}}\right) \mathcal{M}_{\infty} d x d v  \tag{101}\\
& \leq\|f(t)\|_{\mathcal{B}_{\infty}^{2}}\left\|f(t)-\mathcal{M}_{\infty}\right\|_{\mathcal{B}_{\infty}^{2}}
\end{align*}
$$

Now applying Theorem 1.4 and using the equivalence of the norms in $\mathcal{B}_{\infty}^{2}$ and $\mathcal{B}_{\mathrm{e}}^{2}$, we get

$$
H\left(f(t) \mid f_{\infty}\right) \leq C\left\|f_{0}-f_{\infty}\right\|_{\mathcal{B}_{\infty}^{2}} e^{-\alpha_{\infty} t / 2 A_{\infty}} .
$$

The proof of Corollary 1.5 is complete.

## A Appendix

## A. 1 Physical interpretation and scaling

In this short section we recall some facts about the physical meaning and the scaling leading to equation (11). We only study here the case of a repulsive non-linear interaction ( $\omega=+1$ in (1) ) which models a plasma but for the the attracting case $(\omega=-1)$ the discussion is the same. We refer to [33] or articles about the VPFP equation for some parts of the following.

Each particle of the plasma with position $x$ and velocity $v$ satisfies following equation of motion

$$
\left\{\begin{array}{l}
\dot{x}(t)=v \\
m \dot{v}(t)=F_{\mathrm{f}}+F_{\mathrm{d}}+F_{\mathrm{e}}+F_{\mathrm{nl}}
\end{array}\right.
$$

where $m$ is the weight of the particle. Let us study this equation of motion.
The force $F_{\mathrm{f}}=-m \gamma_{0} v$ is a damping force and $\gamma_{0}$ is called the friction term and is a constant of the material.

The force $F_{\mathrm{d}}$ is a diffusion force and models the collision between the particles. the Fokker-Planck case is characterized by the choice $F_{\mathrm{d}}=m \Gamma(t)$ where $\Gamma$ - the force per unit of mass - is a Gaussian process of covariance

$$
\left\langle\Gamma(t), \Gamma\left(t^{\prime}\right)\right\rangle=\frac{2 \gamma_{0}}{m \beta} \delta\left(t-t^{\prime}\right)
$$

Here $\delta$ is the Dirac function and $\beta=1 /(k T)$ where $k$ is the Boltzmann constant and $T$ the temperature. The choice of a Brownian motion for an approximation of the collision between particles is an approximation due to the large number of particles. Other choices are possible and lead to other kinetic equations (e.g. Boltzmann equation, Landau equation,... with the corresponding collision kernels, see e.g. [37]).

The third force $F_{\mathrm{e}}$ is an external force deriving from an external potential $F_{\mathrm{e}}=-\partial_{x} V_{\mathrm{e}}$. We assume it is a confining one, in the sense that (at least) $\lim V_{\mathrm{e}}(x)=+\infty$.

The last force $F_{\mathrm{nl}}$ is the electrostatic force induced by the particles themselves. It comes from the electrostatic field $F_{\mathrm{nl}}=q E_{\text {inter }}$ where $q$ is the charge of each particle and $E_{\text {inter }}$ is a mean field approximation of the electrostatic field created by each particle :

$$
E_{\mathrm{inter}}=\frac{Q}{\left|S^{d-1}\right| \varepsilon_{0}} \frac{x}{|x|^{d}} *_{x} \rho(t, x)
$$

In this formula, $\rho(t, x)$ is the spatial distribution $\left(\int \rho d x=1\right),\left|S^{d}\right|=4 \pi$ for $d=3$, and $Q$ is the total charge of the particles. Introducing the following non-linear potential

$$
V_{\mathrm{nl}}(t, x)=\frac{q Q}{(d-2)\left|S^{d}\right| \varepsilon_{0}} \frac{x^{2}}{|x|^{d}} *_{x} \rho(t, x),
$$

we see that $F_{\mathrm{nl}}$ derives from the potential $V_{\mathrm{nl}}$ i.e. $F_{\mathrm{nl}}=-\partial_{x} V_{\mathrm{nl}}$, and that $-\Delta V_{\mathrm{nl}}=\frac{q Q}{\varepsilon_{0}} \rho$. The repulsive case corresponds to $q Q>0$ and $V_{\mathrm{nl}}$ is non-negative in this case.

To summarize the (stochastic) equations of motion are

$$
\left\{\begin{array}{l}
\dot{x}(t)=v, \\
\dot{v}(t)=-\gamma_{0} v-\frac{1}{m}\left(\partial_{x} V_{\mathrm{e}}(x)+V_{\mathrm{nl}}(t, x)\right)+\Gamma(t) .
\end{array}\right.
$$

The corresponding equation for the distribution function $f(t, x, v)\left(\iint f d x d v=1\right)$ with initial distribution $f_{0}$ is then

$$
\left\{\begin{array}{l}
\partial_{t} f+v \cdot \partial_{x} f-\frac{1}{m}\left(\partial_{x} V_{\mathrm{e}}+\partial_{x} V_{\mathrm{nl}}\right) \cdot \partial_{v} f-\gamma_{0} \partial_{v} \cdot\left(\frac{1}{m \beta} \partial_{v}+v\right) f=0 \\
-\Delta V_{\mathrm{nl}}=\frac{q Q}{\varepsilon_{0}} \rho, \quad \rho=\int f d v
\end{array}\right.
$$

Because of the Coulombian term this equation is non-linear.
We now introduce the scaling leading to equation (1]). If we pose

$$
\begin{equation*}
\tilde{f}(t, x, v)=\beta^{-d / 2}(m \beta)^{-d / 2} f\left(\sqrt{m} t, \frac{x}{\sqrt{\beta}}, \frac{v}{\sqrt{m \beta}}\right), \quad \tilde{V}_{\mathrm{e}}(x)=\beta V_{\mathrm{e}}\left(\frac{x}{\beta}\right) \tag{102}
\end{equation*}
$$

then $\tilde{f}$ is $L^{1}$-normalized and satisfies

$$
\left\{\begin{array}{l}
\partial_{t} \tilde{f}+v \cdot \partial_{x} \tilde{f}-\frac{1}{m}\left(\partial_{x} \tilde{V}_{\mathrm{e}}+\partial_{x} \tilde{V}_{\mathrm{nl}}\right) \cdot \partial_{v} \tilde{f}-\gamma_{0} \partial_{v} \cdot\left(\frac{1}{m \beta} \partial_{v}+v\right) \tilde{f}=0  \tag{103}\\
-\Delta \tilde{V}_{\mathrm{nl}}=\frac{q Q \beta^{d / 2}}{\varepsilon_{0}} \tilde{\rho}, \quad \tilde{\rho}=\int \tilde{f} d v
\end{array}\right.
$$

Removing the tildes and posing

$$
\gamma=\sqrt{m} \gamma_{0}, \quad \kappa=\frac{q Q \beta^{d / 2}}{\varepsilon_{0}}
$$

leads to equation (11) $(\omega=+1)$

$$
\left\{\begin{array}{l}
\partial_{t} f+v \cdot \partial_{x} f-\left(\partial_{x} V_{\mathrm{e}}+\partial_{x} V_{\mathrm{nl}}\right) \cdot \partial_{v} f-\gamma \partial_{v} \cdot\left(\partial_{v}+v\right) f=0  \tag{104}\\
-\Delta V_{\mathrm{nl}}=\kappa \rho, \quad \text { with } \quad \rho(t, x)=\int f(t, x, v) d v \\
\left.f\right|_{t=0}=f_{0}
\end{array}\right.
$$

In this equation $V_{\mathrm{nl}}$ is supposed to be the Green solution of the Laplacian i.e.

$$
V_{\mathrm{nl}}=\frac{\kappa}{(d-2)\left|S^{d-1}\right|} \frac{x^{2}}{|x|^{d}} *_{x} \rho, \quad E \stackrel{\text { def }}{=} \partial_{x} V_{\mathrm{nl}}=-\frac{\kappa}{\left|S^{d-1}\right|} \frac{x}{|x|^{d}} *_{x} \rho(t, x)
$$

The term $V_{\mathrm{nl}}$ will be referred to as the non linear interaction term.

Now let us make some basic considerations about equation (104). The assumption $\kappa$ small in Theorem 1.4 essentially means that we consider a quasi-neutral and repulsive non-linear interaction, i.e. $Q$ small in the original equation. It can be understood as taking a certain (large) number of identical particle with total charge $Q$ small. The mean field approximation allows to consider only the total charge $Q$. Of course one may think that for $\kappa$ large but $f_{0}$ close to the equilibrium Theorem 1.4 remains true, but the author was not able to prove this fact.

Let us now study the natural confining properties of the system (104). We take $\kappa=0$ since essentially the non-linear term is a perturbation of the linear equation (indeed $V_{\mathrm{nl}}$ is proven to be in the Schwartz space in Proposition 1.3). The combining effects of the friction force $\left(-\gamma \partial_{v} \cdot v\right)$ and the diffusion force $\left(-\gamma \Delta_{v}\right)$ give the confining and regularizing properties in the velocity variable. Indeed in the weighted space
$\left\{f \in L^{1}(d v)\right.$ s.t. $\left.e^{v^{2} / 4} f \in L^{2}(d v)\right\}$ the $\operatorname{sum}-\gamma \partial_{v} .\left(\partial_{v}+v\right)$ is nothing but an harmonic oscillator with the natural associated compactness properties.

On the other hand the transport $X_{0}=v \partial_{x}-\partial_{x} V_{\mathrm{e}} \partial_{v}$ due to the external potential (when $\kappa=0$ ) compels the classical particles to stay in the bounded set $p(x, v)=$ Cte, since $p(x, v)=v^{2} / 2+V_{\mathrm{e}}(x)$ is the classical hamiltonian and $H_{p}=X_{0}$ is the related hamiltonian field.

The addition of the effects of the friction-diffusion term (in $v$ ) and the transport term (through $X_{0}$ and in particular transversally to the velocity direction) imply the diffusion and friction also in the spacial variable $x$. In particular the particles are confined eventually in both $x$ and $v$. This is an interpretation of the globally and isotropic hypoelliptic properties of the full operator (when $\kappa=0$ ). Of course the regularizing effects alone appear, but in this discussion we wanted to emphasize the confining properties of the isotropic method used here that allow us to consider at the same time the confining $(x, v)$ and regularizing $\left(\partial_{x}, \partial_{v}\right)$ properties of the Fokker-Planck operator (see also [21] [16] [15] [20] [22] ...).

To illustrate this fact we recall a result given in [21] about the rate of convergence toward the equilibrium in the linear case $(\kappa=0)$ when $\beta$ is fixed. It is given by

$$
\alpha \sim \frac{\gamma}{1+\gamma^{2}}
$$

for a given $V_{\mathrm{e}}$. We see that for $\gamma$ small the transport is preponderant w.r.t. the diffusionfriction so that the particles can go away for a long time (with also low regularizing effect in $x$ ). For $\gamma$ large the friction-diffusion effect (in $v$ ) is larger and is bad compensated by the confining properties of the transport. When the two have the same order of magnitude $(\gamma \sim 1)$ the return to equilibrium is in a sense optimal and the full operator has a big exponential rate of decay $\alpha$.

## A. 2 Some variational proofs in the linear context

In this subsection we give some self-contained proofs and results used in subsection 2.3 about the linear Fokker-Planck equation

$$
\left\{\begin{array}{l}
\partial_{t} f+v \cdot \partial_{x} f-\left(E+\partial_{x} V\right) \cdot \partial_{v} f-\gamma \partial_{v} \cdot\left(\partial_{v}+v\right) f=U  \tag{105}\\
\left.f\right|_{t=0}=f_{0}
\end{array}\right.
$$

They are deeply inspired by those given by Degond in [7]. In consequence we only give a sketch of proof for some of them. Let us first recall the assumptions (H3)

$$
(H 3)\left\{\begin{array}{l}
V \text { satisfies }(\mathrm{H} 1) \\
E \in L^{\infty}\left([0, T] \times \mathbb{R}^{d}\right) \\
f_{0} \in B^{2}\left(\mathbb{R}^{2 d}\right) \\
U \in L^{\infty}\left([0, T], \mathbb{H}^{0,-1}\left(\mathbb{R}_{x}^{d} \times \mathbb{R}_{v}^{d}\right)\right)
\end{array}\right.
$$

We denote in the spirit of 21]

$$
\Lambda_{a}^{2}=1+a^{*} a, \quad \Lambda_{b}^{2}=1+b^{*} b
$$

where $a$ and $b$ were defined in (16-17), and are to be understood according to Remark 2.3. We introduce also the natural chain of Sobolev space for $k, l \in \mathbb{R}$

$$
\begin{equation*}
\mathbb{H}^{l, k}=\left\{f \in \mathcal{M}^{1 / 2} \mathcal{S}^{\prime} \text { s.t. } \Lambda_{a}^{k} \Lambda_{b}^{l} f \in B^{2}\right\} . \tag{106}
\end{equation*}
$$

We first state a result on the existence and uniqueness of a weak solution of (105) which can be rewritten in the following form

$$
\left\{\begin{array}{l}
\partial_{t} f+X_{0} f+E b^{*} f+b^{*} b f=U  \tag{107}\\
\left.f\right|_{t=0}=f_{0}
\end{array}\right.
$$

where we recall that $X_{0}=v \partial_{x}-\partial_{x} V \partial_{v}$ (note that $X_{0}=b^{*} a-a^{*} b$ ). Then we have
Proposition A. 1 Under hypothesis (H3), there exist a unique (weak) solution $f$ of equation (105) in the class of functions $\mathbb{Y}$ defined by

$$
\begin{equation*}
\mathbb{Y}=\left\{f \in L ^ { 2 } \left(\left[0, T\left[, \mathbb{H}^{0,1}\right) \quad \text { s.t. } \quad \partial_{t} f+X_{0} f \in L^{2}\left(\left[0, T\left[, \mathbb{H}^{0,-1}\right)\right\}\right.\right.\right.\right. \tag{108}
\end{equation*}
$$

We first recall a theorem of Lions [26], already used and quoted in (7].
Theorem A. 2 Let $F$ be a Hilbert space with norm $\|.\|_{F}$ and scalar product (.,.). Let $\Phi$ a subspace of $F$, with a prehilbertian norm $\|\cdot\|_{\Phi}$ such that the injection $\Phi \hookrightarrow F$ is continuous. Let $\mathcal{E}$ be a linear form $\mathcal{E}: F \times \Phi \ni(u, \varphi) \longrightarrow \mathcal{E}(f, \varphi) \in \mathbb{R}$ such that $\mathcal{E}(., \varphi)$ is continuous on $F$ for any fixed $\varphi \in \Phi$ and such that $|\mathcal{E}(\varphi, \varphi)| \geq \alpha\|\varphi\|^{2}$ for a given $\alpha>0$.
Then given a linear form $L$ in $\Phi^{\prime}$, there exists a solution $u$ in $F$ of the problem: $\forall \varphi \in \Phi$, $\mathcal{E}(u, \varphi)=L(\varphi)$.

Proof of Proposition A.1. We follow exactly the proof in [7]. First make the change of unknown function $\tilde{f}(t, x, v)=e^{-\lambda t} f(t, x, v)$ so that $\tilde{f}$ satisfies the equation

$$
\left\{\begin{array}{l}
\partial_{t} \tilde{f}+X_{0} \tilde{f}+E b^{*} \tilde{f}+b^{*} b \tilde{f}+\lambda \tilde{f}=\tilde{U} \stackrel{\text { def }}{=} e^{-\lambda t} U  \tag{109}\\
\left.\tilde{f}\right|_{t=0}=f_{0}
\end{array}\right.
$$

From now on we omit the tildes. Let $F$ be the space

$$
\mathbb{X}=L^{2}\left(\left[0, T\left[, \mathbb{H}^{0,1}\right) \text { with dual } \mathbb{X}^{\prime}=L^{2}\left(\left[0, T\left[, \mathbb{H}^{0,-1}\right)\right.\right.\right.\right.
$$

with norm

$$
\|f\|_{\mathbb{X}}=\iiint\left(\Lambda_{b} f / \mathcal{M}\right)^{2} \mathcal{M} d x d v d t=\iiint\left(f^{2}+(b f)^{2}\right) \mathcal{M}^{-1} d x d v d t
$$

and pose $\Phi=\mathcal{D}\left(\left[0, T\left[\times \mathbb{R}_{x}^{d} \times \mathbb{R}_{v}^{d}\right)\right.\right.$. $\Phi$ is equipped with a prehilbertian norm defined for $\varphi \in \Phi$ by

$$
\|\varphi\|_{\Phi}=\|\varphi\|_{\mathbb{X}}+\frac{1}{2} \iint \varphi(x, v, 0) / \mathcal{M}^{-1} d x d v
$$

We consider the following bilinear form

$$
\mathcal{E}(u, \varphi)=\iiint\left(f\left(X_{0} \varphi+\lambda \varphi\right)+b f(-E \varphi+\gamma b \varphi)\right) \mathcal{M}^{-1} d x d v d t
$$

and the linear form

$$
L(\varphi)=\langle U, \varphi\rangle_{\left(\mathbb{X}^{\prime}, \mathbb{X}\right)}+\iint f_{0}(x, v) \varphi(0, x, v) \mathcal{M}^{-1} d x d v .
$$

Then Lion's Theorem applies and we get that variational equation $\mathcal{E}(f, \varphi)=L(\varphi) \forall \varphi \in \Phi$ admits a solution $f \in \mathbb{X}$. In particular $f$ satisfies equation (109) in the sense of distributions. This gives that

$$
\partial_{t} f+X_{0} f=U+E b^{*} f-b^{*} b f-\lambda f \in X^{\prime}
$$

so that $f$ belongs to $\mathbb{Y}$.
We shall prove in a moment the following result for which the proof is very close to the one of Lemma A. 1 in (7).

## Lemma A. 3

i) The subset $\tilde{\mathbb{Y}}$ of $\mathbb{Y}$ defined by the $\mathcal{C}^{\infty}$ function of $(x, t)$ in $\mathbb{R}^{d} \times[0, T]$ with value in $\mathbb{H}_{v}^{1}=\left\{\psi\right.$ s.t. $\left.\int\left(\Lambda_{b} \psi\right)^{2} e^{v^{2} / 2} d v<0\right\}$ which are compactly supported in $\mathbb{R}^{2 d} \times[0, T]$ is dense in $\mathbb{Y}$.
ii) The mapping $f \ni \tilde{\mathbb{Y}} \longmapsto(u(0, .,),. u(T, .,).) \in B^{2}$ can be continuously extended to $\mathbb{Y}$.
iii) If $f$ belongs to $\mathbb{Y}$ then $f$ admits (continuous) trace values $f(0, x, v)$ and $f(T, x, v)$ in $B^{2}$.
iv) For $f$ and $g \in \mathbb{Y}$ we have

$$
\begin{align*}
& \left\langle\partial_{t} f+X_{0} f, g\right\rangle_{\left(\mathbb{X}^{\prime}, \mathbb{X}\right)}+\left\langle\partial_{t} g+X_{0} g, f\right\rangle_{\left(\mathbb{\mathbb { X } ^ { \prime } , \mathbb { X } )}\right.} \\
& =\iint f(T, x, v) g(T, x, v) \mathcal{M}^{-1} d x d v-\iint f(0, x, v) g(0, x, v) \mathcal{M}^{-1} d x d v . \tag{110}
\end{align*}
$$

Let us now end the proof of Proposition A.1. Using formula (110) and equation (109) we get that the solution $f$ of the variational equality $\mathcal{E}(f, \varphi)=L(\varphi) \forall \varphi \in \Phi$ satisfies

$$
\iint\left(f(0, x, v)-f_{0}(x, v)\right) \varphi(0, x, v) \mathcal{M}^{-1} d x d v=0, \quad \forall \varphi \in \Phi .
$$

Therefore the initial condition is satisfied in $B^{2}$. Now for uniqueness we apply again formula (110) which gives

$$
\begin{align*}
0 & =\left\langle\partial_{t} f+X_{0} f, f\right\rangle_{\mathbb{X}^{\prime}, \mathbb{X}}+\left(E b^{*} f, f\right)_{B^{2}}+\|b f\|_{B^{2}}+\lambda\|u\|_{B^{2}} \\
& \geq \frac{1}{2} \iint|f(T, x, v)|^{2} \mathcal{M}^{-1}+\lambda\|f\|_{B^{2}}^{2}  \tag{111}\\
& \geq \lambda\|f\|_{B^{2}}^{2}
\end{align*}
$$

We have therefore $f=0$ and the proof is complete.

Proof of Lemma 3.4. The proof is very close to the one of Lemma A. 1 in (7). Nevertheless we shall use the following fact not present there and deeply linked with the
structure of the Fokker-Planck operator: $X_{0}$ is the Hamiltonian vector field of $v^{2} / 2+V(x)$ and in particular

$$
\begin{equation*}
X_{0}\left(v^{2} / 2+V(x)\right)=0 . \tag{112}
\end{equation*}
$$

Let us also recall that from the assumptions $V^{\prime \prime} \in L^{\infty}$ and $e^{-V} \in L^{1}$ we easily get that

$$
\begin{equation*}
\lim _{x \longrightarrow \infty} V(x)=+\infty . \tag{113}
\end{equation*}
$$

- Proof of $i$ ). Let $\psi$ be a $\mathcal{C}^{\infty}$ compactly supported function equal to 1 in the ball of radius 1 in $\mathbb{R}_{x, v}^{2 d}$. Then according to (113) and for $R>0$ the function

$$
\psi_{R}(x, v)=\psi\left(\frac{v^{2}+V(x)}{R}\right)
$$

is $\mathcal{C}^{\infty}$ compactly supported and for $f_{R} \stackrel{\text { def }}{=} \psi_{R} f$ we have $f_{R} \longmapsto f$ in $\mathbb{X}$. Besides we have

$$
\partial_{t} f_{R}+X_{0} f_{R}=\psi_{R}\left(\partial_{t} f+X_{0} f\right)+f X_{0} \psi_{R}=\psi_{R}\left(\partial_{t} f+X_{0} f\right)
$$

using (112). Therefore

$$
\left\|\left(\partial_{t}+X_{0}\right) f_{R}\right\|_{\mathbb{X}^{\prime}} \leq\left\|\left(\partial_{t}+X_{0}\right) f\right\|_{\mathbb{X}^{\prime}}
$$

and by a standard argument we can approximate $f$ by a sequence of compactly supported functions w.r.t. $(x, v)$.

Now take $f$ is compactly supported in $(x, v)$. We pose $f_{\varepsilon}=\zeta_{\varepsilon} * f$ where $\zeta_{\varepsilon}(t, x)$ is a standard approximation of identity in $(t, x)$. Then

$$
\begin{align*}
\left(\partial_{t}+X_{0}\right) f_{\varepsilon} & =\left(\partial_{t} f_{\varepsilon}+v \partial_{x} f_{\varepsilon}-\partial_{x} V \partial_{v} f_{\varepsilon}\right) \\
& =\zeta_{\varepsilon} *\left(\partial_{t} f+v \partial_{x} f\right)+\partial_{x} V \zeta_{\varepsilon} * \partial_{v} f  \tag{114}\\
& \longrightarrow\left(\partial_{t} f+v \partial_{x} f-\partial_{x} V \partial_{v} f\right) \text { in } X^{\prime}
\end{align*}
$$

since $\partial_{v} f \in B^{2}$ ( $L^{2}$ in fact since the functions are compactly supported, and that on a fixed compact the norms of $L^{2}$ and $B^{2}$ are equivalent) and $\partial_{t} f+v \partial_{x} f=\partial_{t} f+X_{0} f-\partial_{x} V \partial_{v} f \in B^{2}$ (also $L^{2}$ ). This completes the proof of point i).

- Proof of point ii). From point i) we can write for $f \in \tilde{\mathbb{Y}}$ compactly supported in $\left[0, T\left[\times \mathbb{R}^{2 d}\right.\right.$ (the case of compactly supported in $\left.] 0, T\right]$ could be treated in the same way, and the whole result obtained using a partition of unity)

$$
\begin{align*}
\iint|f(0, x, v)|^{2} \mathcal{M}^{-1} d x d v & =-\int_{0}^{T} \frac{\partial}{\partial t}\left(\iint|f(t, x, v)|^{2} \mathcal{M}^{-1} d x d v\right) d t  \tag{115}\\
& =-2 \int_{0}^{T}\left(\iint \frac{\partial f}{\partial t} f(t, x, v)\right) \mathcal{M}^{-1} d x d v d t
\end{align*}
$$

Besides since $f \in \tilde{\mathbb{Y}}$ is compactly supported, each term of $X_{0} f$ belongs to $L^{2}$ (i.e. $L^{2}\left(\left[0, T\left[, B^{2}\right)\right)\right.$ and we can write for all $t \in[0, T[$

$$
\iint\left(X_{0} f(t)\right) f(t) \mathcal{M}^{-1} d x d v=-\iint f(t)\left(X_{0} f(t)\right) \mathcal{M}^{-1} d x d v
$$

so that $\iint\left(X_{0} f(t)\right) f(t) \mathcal{M}^{-1} d x d v=0$. As a consequence

$$
\begin{align*}
\iint|f(0, x, v)|^{2} \mathcal{M}^{-1} d x d v & =-2 \iiint\left(\partial_{t} f+X_{0} f\right) f \mathcal{M}^{-1} d x d v d t  \tag{116}\\
& \leq 2\left\|\partial_{t} f+X_{0} f\right\|_{\mathbb{X}^{\prime}}\|f\|_{X} \leq C\|f\|_{\mathbb{Y}}
\end{align*}
$$

The mapping defined in ii) is therefore continuous, and the proof of point ii) is complete.

- Proof of point iii). This point is a direct consequence of point ii) by definition of the extension.
- Proof of point iv) Since $\tilde{\mathbb{Y}}$ is dense in $\mathbb{Y}$ we directly get the result.

The proof of Lemma 3.4 is now complete.

Proposition A. 4 Assume that (H3) is fulfilled, then for the solution $f$ provided by proposition A. 1 the conditions $f_{0} \geq 0$ and $U \geq 0$ imply that $f \geq 0$.

Proof. The proof of this Proposition is very close to the one of point i) of Lemma A. 3 in [7], but with the adaptations to our functional context. We leave it to the reader.

We eventually give the result about the contraction property in $L^{1}$.
Proposition A. 5 We suppose that $(\mathrm{H} 3)$ is fulfilled and that $U \in L^{1}\left([0, T] \times \mathbb{R}^{2 d}\right)$. Then the solution $f$ provided by Proposition A. 1 belongs to $L^{1}\left(\left[0, T\left[, L^{1}\left(\mathbb{R}^{2 d}\right)\right)\right.\right.$ and satisfies

$$
\|f(t)\|_{L^{1}} \leq\left\|f_{0}\right\|_{L^{1}}+\int_{0}^{t}\|U(s)\|_{L^{1}} d s
$$

Proof. From conditions (H3) we directly have that the initial datum $f_{0}$ is in $L^{1}$ thanks to the embedding $B^{2} \hookrightarrow B^{1}=L^{1}$, and therefore that it is also the case for $f(t)$. The result is a simple adaptation of the one given in [7]. Again we leave the proof to the reader.

## A. 3 A short proof of the exponential linear decay

This section is devoted to a self-contained proof of the exponential time decay for the linear Fokker-Planck equation, under slightly lower hypothesis than in 21. Anyway one part of the proof is very close to the one given there and in particular uses Kohn's type arguments about hypoellipticity developed in [21]. We only sketch the proof for this part.

Let us first state a general lemma about semi-group of operators. Let $A$ be the infinitesimal generator of a semi-group of contraction on a Hilbert space $H$ (in particular $\overline{D(A)}=H)$. We want to extend the following basic result :

If $\exists \alpha>0$ such that $\alpha\|u\|^{2} \leq \operatorname{Re}(A u, u)$ for all $u \in D(A)$
then $\forall u_{0} \in H, t \geq 0$ we have $\left\|e^{-t A} u_{0}\right\| \leq e^{-\alpha t}\left\|u_{0}\right\|$,
Of course the converse is true applying the Lummer Phillips theorem to the operator $A-\alpha \operatorname{Id}$ (see for example 31]). We want to extend the right sense.

Lemma A. 6 Let $A$ be the infinitesimal generator of a semigroup of contraction on a Hilbert space $H$ and suppose that there exist a constant $\alpha>0$ and a bounded operator $L$ with norm bounded by $C_{L}$ such that

$$
\begin{equation*}
\forall u \in D(A), \quad \alpha\|u\|^{2} \leq \operatorname{Re}(A u, u)+\operatorname{Re}\left(A u,\left(L+L^{*}\right) u\right) \tag{117}
\end{equation*}
$$

Then for all $u_{0} \in H$ and $t \geq 0$ we have

$$
\begin{equation*}
\left\|e^{-t A} u_{0}\right\| \leq 3 e^{-\frac{\alpha t}{3 C_{L}}}\left\|u_{0}\right\| \tag{118}
\end{equation*}
$$

Proof. We write for $u_{0} \in D(A), u(t)=e^{-t A} u_{0} \in D(A)$. Using (117) and since $A$ is accretive we get

$$
3 C_{L} \frac{\alpha}{3 C_{L}}\|u\|^{2} \leq 4 C_{L} \operatorname{Re}(A u, u)+\operatorname{Re}\left(A u,\left(L+L^{*}\right) u\right)
$$

and since $|\operatorname{Re}(L u, u)| \leq C_{L}\|u\|^{2}$ we have

$$
\frac{\alpha}{3 C_{L}}\left(2 C_{L}\|u\|^{2}+\operatorname{Re}(L u, u)\right) \leq 4 C_{L} \operatorname{Re}(A u, u)+\operatorname{Re}\left(A u,\left(L+L^{*}\right) u\right)
$$

Now $\partial_{t}\|u\|^{2}=-2 \operatorname{Re}(A u, u)$ and $\partial_{t} \operatorname{Re}(L u, u)=-\operatorname{Re}\left(A u,\left(L+L^{*}\right) u\right)$ therefore

$$
\frac{\alpha}{3 C_{L}}\left(2 C_{L}\|u\|^{2}+\operatorname{Re} e(L u, u)\right)+\frac{\partial}{\partial_{t}}\left(2 C_{L}\|u\|^{2}+\operatorname{Re}(L u, u)\right) \leq 0
$$

Integrating between 0 and $t$ gives

$$
2 C_{L}\|u\|^{2}+\operatorname{Re}(L u, u) \leq e^{-\frac{\alpha t}{3 C_{L}}}\left(2 C_{L}\left\|u_{0}\right\|^{2}+\operatorname{Re}\left(L u_{0}, u_{0}\right)\right)
$$

Using twice the fact that $\|L\|$ is bounded by $C_{L}$ we get

$$
C_{L}\|u\|^{2} \leq 3 C_{L} e^{-\frac{\alpha t}{3 C_{L}}}\left\|u_{0}\right\|^{2}
$$

This gives (118) since $\|u\| \leq\left\|u_{0}\right\|$, and the proof is complete.
We want to apply this lemma to the following Fokker-Planck operator defined in $L^{2}$ by

$$
K=v \partial_{x}-\partial_{x} V \partial_{v}+\gamma\left(-\partial_{v}+v / 2\right)\left(D_{v}+v / 2\right)
$$

where $V$ is a generic potential in $\mathcal{C}^{\infty}$ such that $V^{\prime \prime} \in L^{\infty}$. It was proven in 20 that the closure of $K$ with domain $\mathcal{C}_{0}^{\infty}$ is maximal accretive and we call also $K$ this closure. We recall also that the Witten Laplacian in both variables $v$ and $x$

$$
\Lambda_{0}^{2}=\gamma\left(-\partial_{x}+\partial_{x} V / 2\right) \cdot\left(\partial_{x}+\partial_{x} V / 2\right)+\gamma\left(-\partial_{v}+v / 2\right)\left(D_{v}+v / 2\right)
$$

has the same property. For the following we pose

$$
\begin{aligned}
a & =\gamma^{1 / 2}\left(\partial_{x}+\partial_{x} V / 2\right), \quad a^{*}=\gamma^{1 / 2}\left(-\partial_{x}+\partial_{x} V / 2\right), \\
\text { and } \quad b & =\gamma^{1 / 2}\left(\partial_{v}+v / 2\right), \quad b^{*}=\gamma^{1 / 2}\left(-\partial_{v}+v / 2\right)
\end{aligned}
$$

where $a$ and $b$ are to be understood as ( $d, 1$ )-matricial operators (so that $a^{*}$ and $b^{*}$ are $(1, d)$-matricial operators). We also define $X_{0}=v \partial_{x}-\partial_{x} V \partial_{v}$ and we have

$$
K=X_{0}+b^{*} b, \quad \Lambda_{0}^{2}=a^{*} a+b^{*} b, \quad \Lambda^{2} \stackrel{\text { def }}{=} \delta+a^{*} a+b^{*} b,
$$

where $\delta^{2} \leq \gamma$ to be fixed later. Let $\mathcal{M}^{1 / 2}=C_{0} e^{-\left(v^{2} / 4-V(x) / 2\right)}$ be the normalized (square root of) the Maxwellian and let $H=\left(\mathcal{M}^{1 / 2}\right)^{\perp}$ be the orthogonal of $\mathcal{M}^{1 / 2}$ in $L^{2}$ to be understood as the whole $L^{2}$ in the case when $\mathcal{M}^{1 / 2} \notin L^{2}$. Then we note that $H$ is stable for both $K$ and $\Lambda_{0}$. We make the following assumption on $\Lambda_{0}^{2}$

$$
\begin{equation*}
\alpha=\inf \left(\operatorname{Spect}\left(\left.\Lambda_{0}^{2}\right|_{H}\right)\right)>0 \tag{H}
\end{equation*}
$$

Since in the case $\mathcal{M}^{1 / 2} \in L^{2}, \mathcal{M}^{1 / 2}$ is a single eigenfunction of $K$ and $\Lambda_{0}^{2}$ with eigenvalue 0 , the assumption is equivalent to saying that $\Lambda_{0}^{2}$ has a spectral gap in this case. In the proof of the following Lemma we use some computations in the spirit of the Kohn's method for globally hypoelliptic operators from [21].

Proposition A. 7 Under hypothesis $(H)$ there exists $C_{V}^{\prime \prime}$ depending only on $\left\|V^{\prime \prime}\right\|_{L^{\infty}}$ such that

$$
\left\|e^{-t K} u_{0}\right\| \leq 3 e^{-\frac{\alpha t}{c_{V}^{t}}}\left\|u_{0}\right\|
$$

for all $t \geq 0$ and $u_{0} \in H=\left(\mathcal{M}^{1 / 2}\right)^{\perp}$.

Proof. It is sufficient to prove the result for $u_{0} \in \mathcal{S}$. We first quote the result of Proposition 2.5 (case $\varepsilon=0$ there) in [21, which is true under our assumptions on $V$.

$$
\begin{align*}
\|u\|^{2} \leq & \operatorname{Re}\left(K u,\left(L+L^{*}\right) u\right)-2 \operatorname{Re}\left(b^{*} b u, L u\right)-\operatorname{Re}\left(\mathcal{A}^{*} b u, u\right) \\
& +(1+\gamma) \delta^{-1}\|b u\|\|u\|+\delta^{2}\left(\Lambda^{-2} u, u\right) \tag{119}
\end{align*}
$$

where $L=\Lambda^{-2} a^{*} b$ and $\mathcal{A}^{*}=\left[\Lambda^{-2} a^{*}, X_{0}\right]$. From Proposition 5.4 in [21] we have an explicit bound for the bounded operator $\mathcal{A}^{*}$, and this is also easy to get bounds for $L$ and $a \Lambda^{-2} b^{*}$,

$$
\begin{equation*}
\left\|\mathcal{A}^{*}\right\| \leq C_{V} \delta^{-1}, \quad\|L\| \leq \sqrt{2 d \gamma} \delta^{-1}, \quad\left\|a \Lambda^{-2} b^{*}\right\| \leq 1 \tag{120}
\end{equation*}
$$

(For the second one we simply observe that if $a_{j}, b_{j}$ denote the components of $a$ and $b$ we have $\left\|b^{*} a u\right\| \leq \sum_{j}\left\|b_{j}^{*} a_{j} u\right\|$ and $\left\|b_{j}^{*} a_{j} u\right\|^{2}=\left(b_{j} b_{j}^{*} u, a_{j}^{*} a_{j} u\right)=\left(b_{j}^{*} b_{j} u, a_{j}^{*} a_{j} u\right)+\gamma\left(a_{j}^{*} a_{j} u, u\right)$ and since $\delta^{2} \leq \Lambda^{2}$ we get $\left\|b_{j}^{*} a_{j} u\right\|^{2} \leq 2 \gamma \delta^{-2}\left\|\Lambda^{2} u\right\|^{2}$ therefore $\left\|b^{*} a u\right\|^{2} \leq 2 d \gamma \delta^{-2}\left\|\Lambda^{2} u\right\|^{2}$ and $\left\|b^{*} a \Lambda^{-2} u\right\|^{2} \leq 2 d \gamma \delta^{-2}\|u\|^{2}$. Taking the adjoint and the square root gives the result.)

We can then write from (119) that

$$
\begin{aligned}
\|u\|^{2} \leq & \operatorname{Re}\left(K u,\left(L+L^{*}\right) u\right)+2\left|\left(a \Lambda^{-2} b^{*} b u, b u\right)\right|+\left|\operatorname{Re}\left(\mathcal{A}^{*} b u, u\right)\right| \\
& +(1+\gamma) \delta^{-1}\|b u\|\|u\|+\delta^{2}\left(\Lambda^{-2} u, u\right) \\
\leq & \operatorname{Re}\left(K u,\left(L+L^{*}\right) u\right)+2\|b u\|^{2}+C_{V} \delta^{-1}\|b u\|\|u\| \\
& +(1+\gamma) \delta^{-1}\|b u\|\|u\|+\delta^{2}\left(\Lambda^{-2} u, u\right) .
\end{aligned}
$$

Using first the inequality $|x y| \leq x^{2}+4^{-1} y^{2}$ and then the fact that $\operatorname{Re}(K u, u)=\|b u\|^{2}$ we get

$$
\begin{align*}
\|u\|^{2} & \leq \operatorname{Re}\left(K u,\left(L+L^{*}\right) u\right)+C_{V}^{\prime} \delta^{-2}\|b u\|^{2}+\frac{1}{4}\|u\|^{2}+\delta^{2}\left(\Lambda^{-2} u, u\right)  \tag{121}\\
& \leq \operatorname{Re}\left(K u,\left(L+L^{*}\right) u\right)+C_{V}^{\prime} \delta^{-2} \operatorname{Re}(K u, u)+\frac{1}{4}\|u\|^{2}+\delta^{2}\left(\Lambda^{-2} u, u\right)
\end{align*}
$$

Now we suppose that $u \in H$ therefore $\delta^{2}\left(\Lambda^{-2} u, u\right) \leq \frac{\delta^{2}}{\alpha+\delta^{2}}\|u\|^{2}$ and we choose $\delta^{2}=\alpha$ (which is lower than $\gamma$ because of the harmonic part of $\Lambda_{0}^{2}$ ). This gives

$$
\delta^{2}\left(\Lambda^{-2} u, u\right) \leq \frac{1}{2}\|u\|^{2}
$$

and putting this in (121) we get

$$
\begin{equation*}
\frac{1}{4}\|u\|^{2} \leq \operatorname{Re}\left(K u,\left(L+L^{*}\right) u\right)+C_{V}^{\prime} \delta^{-2} \operatorname{Re}(K u, u) \tag{122}
\end{equation*}
$$

As a consequence

$$
\begin{equation*}
\frac{\alpha}{4 C_{V}^{\prime}}\|u\|^{2} \leq \operatorname{Re}\left(K u,\left(\widetilde{L}+\widetilde{L}^{*}\right) u\right)+\operatorname{Re}(K u, u) \tag{123}
\end{equation*}
$$

where $\widetilde{L}=\frac{\delta^{2}}{C_{V}^{\prime}} L$ satisfies $\|\widetilde{L}\| \leq \sqrt{2 d \gamma} \delta^{-1} \delta^{2} / C_{V}^{\prime} \leq 1$ since $\delta \sqrt{2 d \gamma} \leq \sqrt{2 d} \gamma \leq C_{V}^{\prime}$. The result of the lemma is then a direct consequence of Lemma A.6. Taking $C_{V}^{\prime \prime}=12 C_{V}^{\prime}$ completes the proof of the Proposition.

Remark A. 8 We can point out that the gain with respect to the estimate in [21] is first that the constant in front of the exponential is universal $(=3)$ and in particular does not depend on $V$ or $\alpha$. It makes sense in the study of the Vlasov-Poisson-Fokker-Planck system with small data in Section 5 since this constant has to be compared with the size of the initial data. The second remark is that no assumption about the increasing of $\partial_{x} V$ is made, and we can understand this fact by saying that the existence of a spectral gap for the Witten Laplacian implies in a sense a spectral gap for the Fokker-Planck operator, without assumptions on the remaining part of the spectrum (implied for example by the compacity of the resolvent).

Remark A. 9 Note to the end that in the preceding study is also valid even for $V^{\prime \prime}$ not in $L^{\infty}$ since the only real needed assumption is that the constant $C_{V}$ in (120) is not infinite (see [21] for its expression).

To end this section we replace this result in the context of the article:
Proof of proposition 5.2. This is immediate by noticing Proposition 5.2 is just a rewriting of proposition A. 7 in the $B^{2}$ formulation, i.e. before the conjugation by the square root of the Maxwellian.
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