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Abstract

We study nonlinear noncoercive elliptic problems
with measure data, proving first that the global esti-
mates already known when the problem is coercive are
still true for noncoercive problems. We then prove new
estimates, on sets far from the support of the singular
part of the right-hand side, in the energy space associ-
ated to the operator, which entails additional regularity
results on the solutions.
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I. Introduction and main results
A. The problem

Let Q be a bounded open subset of RYV. The purpose of this work
is to obtain global and local estimates on the weak solutions to:

{ —div(a(z,u, Vu)) — div(®(z,u)) = p+ f in Q, (1)
u=20 on 0f2

where —div(a(z,u, Vu)) is a Leray-Lions operator on Wol’p(Q) (1<

p < N), ®(x,u) is a convection term with growth properties, f €
W7 (Q) and p € M(Q) (see the precise hypotheses on these data
in Subsection B).

Nonlinear elliptic problems with measure data have been studied
in a number of papers. A quite efficient way to prove the existence of
a solution to such problems is, as first shown in [3], to use an approx-
imation method: taking a sequence of regular data which converges
to the measure of the right-hand side, one can prove that the solu-
tions corresponding to these regular data converge, in a sense, to a
solution of the equation with measure data.

This method has been widely used to obtain different kinds of
solutions to elliptic problems with measure data: see for example
[4], [5], [2] or [7]. In each of these works, the first step to prove
the convergence of the solutions corresponding to regular right-hand
sides is, of course, to obtain estimates on these solutions in adequate
spaces.

We intend here to obtain new estimates on elliptic problems with
measure data.

One of the novelty of this paper is the presence of the convective
term defined by ®; because of this term, the elliptic equation (1) is
not coercive, and obtaining estimates on the solutions to this prob-
lem (with regular or singular right-hand side) is thus quite difficult.
[10] give estimates for a noncoercive problem with right-hand side in
LY(€2), using the tools of renormalized solutions. Here, we will rather
use the method developed in [8] for linear noncoercive elliptic prob-
lems; this method was then adapted in [9] to nonlinear variational
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noncoercive elliptic problems and to finite volume schemes for linear
noncoercive elliptic equations. We will see that, mixing the methods
of [8] (to handle the noncoercive feature of the equation) and of [6]
(to handle the singularity of the right-hand side), estimates on so-
lutions to (1), similar to those already known when the problem is
coercive, are easy to prove.

But the main originality of the work we present here is certainly
the local estimate outside the support of the singular part of the
right-hand side.

It is well-known that the solutions to elliptic problems with right-
hand side measures do not belong, in general, to the energy space
VVO1 P(Q) associated to the equation (the global estimates we obtain
on solutions to (1) are, roughly speaking, in I/VO1 1(Q)) spaces, with
g < N(p—1)/(N —1)). This is quite obvious, since the right-hand
side does not belong to the dual space of VVO1 P(Q). But if the singular
part of the right-hand side is concentrated on some subset of €2, one
can hope that, outside this subset, the solution is as regular as the
operator allows.

We will indeed prove estimates (and thus regularity results), far
from the support of u, on solutions to (1) in WP, These estimates
are not straightforward because, to study the solutions far from the
support of x, we must introduce cut-off functions that not only have
to satisfy some special properties but also entail the apparition of
terms which are not easily bounded; we thus first use a bootstrap
technique to reach estimates in W14 for all ¢ < p, and then, thanks
to these estimates, we prove the desired bound in WP,

In the rest of this section, we state the precise hypotheses on the
data and the main results of this paper (global and local estimates,
as well as their consequences on the regularity of solutions corre-
sponding to right-hand side measures). In Section 2, we prove the
global estimates on solutions to (1). Section 3, the biggest part of
this paper, is devoted to the proof of the local estimates, far from
the support of p. We then quickly show, in Section 4, how these
estimates allow to obtain solutions with regularity properties when
the right-hand side is a measure. Section 5 is an appendix with two
easy technical results useful in the rest of the paper.
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B. Hypotheses and notations

Q is a bounded open subset of RY (N > 2). | -| is the Euclidean
norm in RY; B(e,r) and B(e,r) denote the open and closed ball in
RY of center e and radius r. meas(A) is the Lebesgue measure of a
measurable set A C RV,

We take p €]1, N]; if p < N, we denote N, = N and, if p= N,
we take N, > N. We let p* = N,p/(N. —p). p is a real number in
[N.p/(N. — p+1), (N, = Dp/(N, - p)] ().

VVO1 "(Q) denotes the usual Sobolev space, endowed with the norm
||u!|WO1,7-(Q) = [[Vul |[r@); W=17(Q) is the dual space of WOI’T(Q).
M() is the space of bounded measures on €2, identified, through the
Riesz theorem, to the dual space of C(2) (this last space is endowed
with the supremum norm).

The hypotheses on the data of (1) are:

a: QxR xRN — RN is a Caratheodory function, (2)

there exists v > 0 and © € L'(Q) such that

a(z,s,§) - & > v[g]P — O(x) (3)
for a.e. x € Q, for all (s,£) € R x RV,

there exists 3 > 0 and h € L¥ (Q) such that
la(z, 5,8)| < h(z) + BlsP~t + B¢~ (4)
for a.e. x € Q, for all (s,£) € R x RV,

(a(z,s,€) —a(z,s,m)) - (£ —n) >0 for a.e. z € 2 and (5)
for all (s,&,m7) € R x RY x RN such that & # .

*The choice p > N,p/(N, — p + 1) is only made to avoid the introduction of a new
notation in the following proofs; this restriction on p is not a problem: if a satisfies
(4) for 0 <P < (N, — 1)p/(N, — p), then it also satisfies this hypotheses for some
D€ [Np/(N.—p+1),(N.—1)p/(N. —p)| (notice that, indeed, N.p/(N, —p+
1) < (N. = 1)p/(Ns — p)).
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P :Q xR — R is a Caratheodory function such that
there exists g € LN+/(=1)(Q) satisfying (6)
|®(x,5)| < g(z)(1+ |s[P71) for a.e. z € Q, for all s € R,

peMEQ), few (@),
el ey + [ f -1 () < A and (7)
K is a compact set such that supp(p) C K.

We know (see [9]) that, under Hypotheses (2)—(7), if u belongs
to W1 (Q), there exists at least one solution to (1) in the sense

ue WyP(Q),

/Qa(x,u, Vu) - Ve + / P(z,u) - Vo (8)

Q
= <,u’ <JO>W*1’P,(Q),W01’Z’(Q) + <f7 90>W71,p'(9)7W01,P(Q) ’
Y € WP (Q).

C. Main results

Our main results are the following.

Theorem 1 (Global Estimates) Assume that Hypotheses (2)—(7)
hold. If u € W='7(Q) then, for all r €]0, N.(p — 1)/(N, — p)[ and
all s €]0, Nu(p — 1)/ (N, — 1), there exists C > 0 only depending on
(A, 7, s) such that, for any solution u of (8), we have

/ lu|"<C  and / |[Vul* < C.
Q

Remark 1 Of course, this C and all the constants in the sequel
also depend on the other numerous data involved in the hypotheses,
i.e. on (Q,p,N,,v,0,9,h,3,D), but we have chosen to emphasize
the dependance only on the important data, that is to say the space
in which we obtain the estimates (through the exponents (r,s) in
the global estimates), the norm of u in M(Q) (through A) and, in
the local estimates, the support of u (through K). In fact, a close
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examination of the proofs also shows that the constants appearing in
the global estimates do not depend on (h, 3,p).

Remark 2 Notice that we can have N.(p—1)/(N.—p) <1 and
N.(p—1)/(N.—1) <1, in which case Theorem 1 does not give es-
timates in Lebesgue or Sobolev spaces.

One can also notice that, once we have the result of Theorem 1,
it is possible to obtain estimates on u in the Marcinkiewicz space of
exponent N.(p —1)/(N. — p) and on Vu in the Marcinkiewicz space
of exponent N.(p —1)/(N. — 1) (but this does not improve the inte-
grability properties of u or Vu).

Theorem 2 (Local Estimates) Under Hypotheses (2)—(7), if u €
W*Lp,(Q) then, for all € > 0, there exists C' > 0 only depending on
(A, K,e) such that, for any solution u of (8), denoting F = K +

B(0,¢), we have

ull oy <€ and  |ullwro@\ry < C

As a consequence of these estimates, we obtain the following exis-
tence and regularity result on a nonlinear noncoercive elliptic equa-
tion with measure data.

Theorem 3 (Existence for a right-hand side measure) Assume that
Hypotheses (2)—(7) hold. If p > 2 — 1/N, there exists a solution to
(1) in the sense

1,
U € Nyen,(p—1)/(N.—1) Wo (),

Ve > 0, denoting F. = supp(u) + B(0,¢),
u € LY (Q\F.) NWIP(Q\F,),

/ a(x,u, Vu) - V<p+/ O(z,u) - Vo = / xim
Q Q Q
+<f> (10>W—1,p/(ﬂ)’W01:P(Q) 5

Vo € Ussw, Wol’s(Q)-

(9)

Remark 3 F; is defined as the closure of supp(u) + B(0,¢) to en-
sure that WP(Q\F.) is a Sobolev space on an open set.
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II. Global Estimates
A. Estimate on In(1 + |u|)

The following proposition is a nonlinear form of a proposition in

[8].

Proposition 1 Under Hypotheses (2)—(7), if p € W5 (Q) then
there exists C only depending on A such that, for any solution u of
(8), we have ||In(1 + \u|)\|W01,p(Q) <C.

Proof of Proposition 1

Let o(s) = [y 1/(1 + |t])? dt. Using ¢(u) as a test function in (8),
we find

Vu
a(lr,u,Vu) - ————
ot ¥0
p—1 |vu‘
< 99(1 + [ul )W + (s (W) 1 () wie @)
+(f, 90(u)>w—1,p’(9),w()14’(9)- (10)
But
Vu |Vul|P O(z)
Vo) - > _
N () T e v T A
> v|V(In(1 + |u)))|P — O(x). (11)

Since 1+ |u[P~t < 2(1 + |u])P~L, we can write

p—1 ’vu‘
/Q oL+ lup )

[V
Y
o (Lt Jul)
< 2[[gll Lo (o1 IV (In (1 + )] ] zr () (12)
(notice that g € L”(Q), since p' < N./(p — 1)).
Since |¢'(u)| < 1/(1 + |u|), we have
[Vl

V()] = I¢/()] 1Vl < 3 p

= [V(n(1 + [u]))[.

Thus,
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le(lywrr @y = [V @) zr@) < [V +fu)] ]z @)
and, ¢ being bounded by 1/(p — 1), we get

[ () @y, ity L)y ) e o)
A
< S =7 A+ )l Iz (13)

Injecting (11), (12) and (13) in (10), we obtain
V[V + [ul))[[[7,q) < C + Cl VI + [ul)| s (),

with C' only depending on A, which concludes the proof (“X? <
C 4+ CX” implies that X is bounded, since p > 1). m

B. Proof of the global estimates

In the proof of the next proposition, we mix the ideas of [8] (or
[9]) — to handle the noncoercive characteristic of the equation —
with the ideas of [6] — to handle the measure on the right-hand side
of the equation.

Proposition 2 Let > 1 and assume that Hypotheses (2)—(7)
hold. If e W=7 (Q) then there exists C > 0 only depending on
(A, &) such that, for any solution u of (8),

|Vul?
< C
/Q(1+ lu[)> —

Proof of Proposition 2
We define
©(s) /S dt Ty (s) = max(—k, min(s, k))
= 71 4o 1k = X(—R, )
o (L+[t)e
and  Sk(s) = s — Ti(s).
Step 1: estimate on S (u).

Let k£ > 0. Using ¢(Sk(u)) as a test function in (8), we get, since
¢ is bounded by 1/(a — 1),

V(5w
/Q“(””“’ VO T [Spw))e
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N
< fLo0+ P G e e
AV (St o). (14)

Since V(Sk(u)) = 1g, Vu, where E = {|u|] > k} and 1, is the
characteristic function of Fj, we have

VS VS e

Ao V) S @l = T Sk @+ Se)])?
V(S

Vs O W)

| (s)IP =1/(1 4+ |s])* < 1/(1+ |s|) for all s € R (because ap >
a), so that

LLTOT K

V(e(Sk(u p) < / —_—
9GS o < ( [ et
We have |u| < k + |Sk(u)|, which implies

V(S
Lot D G

< [+ 22 S ar g L
Su(u))P \ VP
<+ 2l (LR
+2p1/g \Sk(u)!p_la [V(Sk)l_
o (L+|Se(w)])? (14 [Sk(u)])»

<Ci(1+ R )</Q (1+|Sk(u)|)a>

/ T /P w)P 7
o foriitar) (hdsmmr)

(we have used (14 [Sk(w)[)* > (1 + |S(u)])®).
Denoting

) N
Ak‘/guﬂsk(u))a 4= e
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we have just proved that

1 [V (Sk(w)
Lot e g

1/p
<Ol (1+ kAP + AP (/ gp’¢(sk(u))P> " (17)
Q

Let 6 > 0 (fixed later on) and write g = g1 + g2 with g1 € L>()
and gy € LN/®P=1)(Q) such that g2ll ve/-1) () < 6 (the choice of
(g1,92) only depend on §). Thanks to Holder’s inequality with ex-
ponents (N./p, N./(N. —p)) and to the Sobolev injections, since
Y(Sk(u)) = 0 outside Ej, we have

/Q G 0(Su(a))P
<Nl x.  1O(SK@)IIP ap
LP-T(Ey) LN:=p (Q)

e (HmHP’M +llgall” v >|r|v<w<sk<u>>>||rip(m

Lp=1(Ey) Lr=1(Ey)
/ P /
< Cs (11911 oymeas(B) ¥ + ) || 19 (@(Sk (@) 0.

Moreover, [¢/(s)] < (1 4+ a/p)/(1 + |s])®/P for all s € R, so that

V(W (Sk(w)P < <”Z> m

and
[ 05w < s (llr - gymens(B)F +57) Ay

with C3 only depending on «. Used in (17), this inequality allows
us to write
p1y_ | V(Sk(w))]
fa W s
< Cu(1+ kP HA?
/ 2 N 1/7
+Ci (Ilga Il gy meas(B) & + 7)™ 4, (18)

where Cy only depends on «.
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(14), (15), (16) and (18) give

Ap = OG5+ G5(1+ kp—l)Ai/p
+Cs (HngIgw(Q)meas(Ek)N% n 6p,>1/p/ 4

< G5+ Cs(1+ k1) A"
+Cs (1191]|(oy meas(E,)

g 5) Ay (19)

where C5 only depends on (A, «) (we have used the fact that, for
(s,t) € RT, (s +t)/7 < s1/P 4 41/,

Set 6 = 1/(4C5), which only depends on (A, «). By Proposition 1,
Tchebychev’s inequality and Poincaré’s inequality, we have

[[In(1 + |u])|]ip(m Cs
S T+ R)P S (1t R)P

meas(Ey,

with Cg only depending on A. There exists thus kg only depending
on (A, @), such that Cs|[g1| (q)meas(Ey,) P~/ < 1/4.

With these choices of ¢ and ko, (19) becomes Ay, < C5 + C5(1 +
kS AP + Ay, /2, which leads to Ay, < 2C5 +205(1+ k) A",
By Young’s inequality, we obtain thus C7 only depending on (A, «),
such that Ay, < C7, that is to say

|V ( Sk, (u))|P
/<1+\S<>r> = (20)

Step 2: conclusion.

By Proposition 1, we have ||In(1 + |u|) ) < Cg with Cg only

P
‘ |W01ap(Q
depending on A, thus

/Q 9 (T ()P = /{ N

|VulP
< (14 k)P / Vel
AR J iy T TP

< (1 4+ ko)PCs. (21)
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Since u = T, (u) + Sk, (u) and 1 + |Sk, (u)| < 1+ |u|, we have, by
(20) and (21),

TP V(@ )P oy [ 1Skl
/Q<1+\u|>a<2 o (1t u) / A+ [u])e

» p o op [ IV (Sk ()P
< [ 19T, +2 /Q<1+rsko<u>\>a

< 2P(1 4 ko)PCs + 2P Cy,

which concludes the proof. m

We can now prove the global estimates theorem.

Proof of Theorem 1

Since 7 < Ny(p —1)/(N. —p) and s < Ny(p —1)/(N. — 1), there
exists a €]1, p[ only depending on (r, s) such that

N, (p — N, (p—
T<M and S<M

N, —p N, —a

Let C7 only depending on (A, «) (i.e. on (A, r, s)) given by Propo-
sition 2. We have, for all k > 1,

/Q V(T ()P = /{ T

L Ivup
<aenr | @+ [u)e

< Ci(1+ k)*
< 2°Chk°. (22)

Since 0 <7 < Ny(p—«a)/(N.—p) and 0 < s < Ni(p — a)/(N, —

a), the proof is then an easy consequence of Lemmas 2 and 1. m

ITI. Local Estimates
A. Preliminary results

Proposition 3 Suppose that Hypotheses (2)—(7) hold and that
e W (Q). Let 0 € C°(RY;RY) be such that
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Vm >0, 0™ e C*(RY;RT),

Vm €]0,1[, 3Qm such that |VO| < Q0™ , (23)
0 =0 on a neighborhood of K.

Then there ezists C' only depending on (A,0) such that, if u is a
solution to (8), we have, for all a €]0,1] and all k > 0,

/Q IV (T(0u))P < C(1+ k)

Ok / (JulP® + [VulP~®) .
QNsupp(6)

Remark 4 Functions satisfying (23) exist and will be constructed
in the proof of Proposition 4.

Proof of Proposition 3
6 and 6P~! being regular functions, we can take 0P 'Ty(0u) as
a test function in (8); this gives, since § = 0 on a neighborhood of

supp(p),

(fs HP_ITk(9U)>W—1,p’(9),wg*”(ﬂ)
= [ ale.w. V) VT 00) + [ 8w VO Tilow)
_ /ﬂ&p_la(:p,u, V) - V(Tj(6u))
i /Q Ti(6u)a(a, u, Vu) - V(")
+/00p1®(x,u V(T (0u)) —|—/QTk (Ou)® (2, u) - V(6P)
_ /Q 071 gujcry (e, u, Vi) - Vu
—l—/ﬂep_lul{gugk}a(x,u,Vu)-V@
+ /Q Ty (0u)ale, u, Vu) - V(6P

+/ 1{‘9u‘§k}9pq)(x,u) -Vu +/ 1{|9u|§k}0p71u®(x,u) -V
Q Q
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+ / Ti(Ou)®(z,u) - V(6P71). (24)
Q
We have 0P~1|V0| < C16 on 2, with C; only depending on 6 (in-
deed, if p > 2, we just use the fact that #”~2 and V6 are bounded on
Q and, if p €]1,2[, we use (23) to get |VO| < Qa—,0%P); moreover,
V(6P~1) is bounded on 2 (say by Cs). Thus, thanks to Hypotheses
(3) and (4), we have
/{29p1{9u|<k}a($, u, Vu) -Vu
—i—/ prlul{wu‘gk}a(m,u, Vu)-Veo
Q
+/ Ti(Ou)a(z, u, Vu) - V(0P
Q
> U/ 1{|9u|§k}0p|Vu]p—/9p@
Q Q
= [ gouisar (o Bl -+ 817up ) 67 90l
—/ (h+ BlulP™ + BVulP~1) V(0P T3 (0u)]
Q
> V/ 1{|9u|§k}0p|Vu]p - / 6070
Q Q
~Cr [ Lyoucny (h-+ 8P~ + BVu ) 6ul
—02/ (h+ Blu + BVl |Th(6u)
Q
2 V/ 1{|9u|§k}0p|Vu]p - / Gp@
Q Q
~(Cr+C) [ (h AP+ BVl [T (25)
By Hypothesis (6), we also have, with the same (C7, C3) as before
and using the fact that st < s” 4+t if 1 <r < 0o and (s,t) € Rt

(simplified Young’s inequality),

/ l{wu‘gk}ﬂp@(m,u) -Vu +/ 1{‘9u‘§k}9p71u(13($,u) - Vo
Q Q
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—i—/QTk(Hu)(b(x,u) V(P

> /Q 1 gujery 0791+ [ulP™) |Vl
- /Q 1wy 07410 fulg (1 + fuf"™)
~Co [ g(1+ lu ITk(60)

> /Q 1 o<y [9Vul67 g (1 + [ufP~)
e /Q 1 guicry |0ulg (1 + [ufr™)
e /Q 91+ [uf"~)| Ty (0u)|

1%
> —2/91{|0u<k}|9VU|p

9\ P/P ) o
- () /Ql{|eu|gk}9pgp(1+ |ulP™")P

14

(O + ) /Q T (0w)lg (1 + ful ™)

14
> —2/Ql{|9ugk}9p\vu|p

L /o\P/P )
2 (2) [ Lo 1+ )

14

(G + ) /Q ITo(6u)lg(1 + ™). (26)

Gathering (24), (25) and (26), we obtain C3 only depending on 6
such that

(f, epilTk (eu»wfl,p’(g),wgvp(g)

> 7 / 0|V
2 J{joul<k}

¢ / (ht [ufP~" + [FulP™ + g+ gluP™) [Te(8u)
Q
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—Cy (0Pg” + |ulPg”) — Cs.
{|6ul<k}

This inequality allows us to write
[ v aiar
Q

— / V(6w
{|0u| <k}

< 2p/ VOP|ulP + zp/ 67|V ul?
{ou<k) {loul<k)

<cy / V0P uf? + CalF. 0" Te00)) 1.y )
loui<k) W
+Cy / (ht g+ glaP™ + [Pt + [Vul) | T(0u)]
Q

+C / & |Tu(0u)P + Cu, (27)
Q

where C4 only depends on 6 (notice that orgP < LY(2) since p' <
N./(p—1) and 0 is bounded on ).

Take d > 0 (to be fixed later on); there exists g1 € L*(2) and
g2 € LN-/=1)(Q), only depending on 4§, such that g = g; + go and
92|l Ly -1 () < 0.

We have |VO|P < C50 on Q (this is (23) with m = 1/p), where C5
only depends on 6. Thus, (27) gives Cg only depending on 6 such
that

[ vaear
Q
gc/ Oul|ulP~ + Co(f, 0P 1 Th(0u)) 1 1
6 {|9u|§k}‘ H | 6< k( )>W L' (Q), W, P (Q)
+06/ (h+ g+ gluP™" + [uf ™ + [VulP ™) |Te(0u)
QNsupp(6)

4ol [ TG00 +Co [ o Tel0u)? + G

< Cs(f, ep_lTk’(9“)>W-Lp/(ﬂ),wé"’(m
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+Ce/ (h+g+0+gup
QNsupp(6)
P+ [Tl ) [T (0)
+Call gl o 611ty [ Il (T Bu)
Q

e / | T (0w)P + Cs. (28)
Q

But, #7~! being regular, by the Holder inequality, the Sobolev
injection and the Poincaré inequality, we have

Colf: gpilTk(QU»W*LP/(Q%WOLP(Q)
A [ (e g)Tion) + Co [ o 10w
QnNsupp(6) Q
< CoA |67 T80y
+Csllh + gl 1 (o 1Tk (0w)]| Lr ()
_pP_
+Collg2ll” n. N Tk(OW)[IP .,
LP-1(Q) LN=5 ()
< (CrA + Crllh+ gll o @)V (Tk(Bu)) | [ Lr ()
+ O || [V (T (6w)] 112, 0

/

1 p
< 1? <C7A + Cr||h + gH/;p’(Q))
1 /
+ (4 00 ) IV
where C7 only depends on 6.
Fix now § > 0 such that 1/p + C76” < 1 (such a choice of & only

depends on #). Returning to (28), we find Cg only depending on
(A, 0) such that

/ V(T (0u))” < Ci
Q

05 / (L4 )luP™ + [ufP 4 [VulP) |T(0u)] (29)
QnNsupp(0)
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Let a €]0,1]. We have, if a < 1,
| T (0u)| = |T3(0u)|* | Ty (Bu) |~
< kX9
< (1 160 () ) B ful 7, (30)
so that
([P~ +[VulP~t) T (0u)]
< (L4 101Dk (JulP~ 4 [Vl 7€) .

Using the simplified Young’s inequality with (p —a)/(p — 1) > 1,
we find

[Vl a7 < [Vl 4 JulP,
which gives
(luP™t +[VulP~t) | T (6u))|
< (LA 1101 o) B (JulP ™ + P~ + [VulP~) .

Notice that N./(N.—p+1) > 1 (because p > 1), so that p > p. In
particular, [u[P~® <1+ [ufP™* and

(JulP +|VulP~) [T (Ou))|
< (L4 110]] o)) B (1 + 2[ulP~ + [VulP~). (31)

This inequality is still valid if &« = 1 (we simply bound T (6u) by k).
Thanks again to (30) if & < 1, or bounding Ty (0u) by k if a =1,
we can also write

(1 + g)lul?™ | Ti(0u)|
< (L4101 oo () ) B (1 + g)[u[P~

which gives, by the simplified Young’s inequality with (p — «)/(p —
a) > 1,

(L + ) [ul? ™ T0(0w)
< (14 [10]] ) R ((1 b |u|P—a) C(32)

We have p > N,p/(N. — p+ 1), which implies
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p-a_ b _ 1 _ 1 N
p—p p-p 1-p/p~ 1-(Ni=p+1)/N. p-1

and (14 ¢)P~/=P) < (1 4 ¢)N/P=1) ¢ L1(Q). Using this last
inequality in (32) and injecting the result in (29) along with (31), we
obtain

/ V(T (0w)) P
Q

< Cy+ ok + ok | (lufP=* + |Vul?) .
QnNsupp(6)

with C9 only depending on (A, #), which concludes the proof. m

Corollary 1 Let M > 0 and « €]0,1]. Under Hypotheses (2)—(7),
if e W= (Q), 0 satisfies (23) and u is a solution to (8) which
satisfies

/ (JufP~= + [VulP~) < M,
QNsupp(0)

then, for all 0 <r < Ny(p —a)/(N« —p) and all 0 < s < N.(p —
a)/(Ny — «), there ezists C only depending on (A, 0, M, a,r,s) such
that

/ (lul” + [V (6u)f*) < C.
Q

Proof of Corollary 1.
By Proposition 3, we have C} only depending on (A, #) such that,
for all £ > 1,
/ IV (Th(0u))P < C1 + Cok®™ + CLME® < (2Cy + CyM)k®.
Q

The corollary is then an easy consequence of Lemmas 2 and 1. m

B. Proof of the local estimates

We first prove, thanks to a bootstrap technique based on Corollary
1, local estimates in W14 for all ¢ < p and then, using these estimates
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for ¢ close enough to p, we deduce Theorem 2.

Proposition 4 Assume that Hypotheses (2)—(7) hold. Let € > 0
and denote F = K + B(0,¢); if 1 < q < p, then there exists C only
depending on (A, K, e,q) such that, for all u solution to (8),

u Ny + ||lu 1, <C.
ol e, o+ el
Proof of Proposition 4
The proof is based on an induction reasoning, which uses the fol-
lowing sequence: a; = 1 and, for n > 2,

Nty g (N~ pjencr)

N*—p ’ N, —an—1 (33)

oy = max (p -

Step 1: study of (au,)n>1.

Let us prove by induction that (ay,),>1 is a decreasing sequence
of numbers in ]0, 1]. Indeed, suppose that, for n > 2, a,,—1 €]0, 1];
then (N, —p)/(Ny — an—1) €]0,1] (because p > 1 > 1), so that
(Ny —p)an—1/(Ny — an—1) €]0, ap_1[; moreover, by definition of p,

Nilp —on1) _ (Ne=Dp _ Na(p — 1)

_ N.apn—1—p
=N
= a1 — (1= ) (34)
N, —p
and this last quantity belongs to | — 0o, a,—1] (because 1 — a1 >

0); thus, ay, belongs to ]0, ay,—1].

Denote ao € [0, [ the limit of the decreasing sequence (ap,)p>1-
By passing to the limit n — oo in (33) (the right-hand side of this
equality is a continuous function of a,_1 on [0, 1]), we obtain

N*(p - Oéoo) . (N* - p)aoo>

N, —p 7 N, — as ‘

This maximum cannot be p — N.(p — a~)/(N« — p), because this
would lead (thanks to the computations of (34) applied to a. in-
stead of ap—1) t0 Ao < oo — (1 — aso)p/(Ny — p), which is impos-
sible since ane < a1 = 1. Thus, as = ((Nx — p)/(Ni — aso)) oo and,

O = ax (p —
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as (Ny —p)/(Ni« — as) €]0, 1], this shows that a. = 0. Therefore,
the sequence (o, )n>1 tends to 0 as n — oo.
We conclude this step by proving that, for all n > 2,

n .

N.—p — Ne—ay (35)

ﬁ_ang

The first inequality of (35) is an immediate consequence of the
definition of «,. To obtain the second inequality, we write «, >
(N* - p)anfl/(N* - Olnfl)v which iInphes b —ap < (N*P — Op—1p —
Nian 1 eranfl)/(N* - O‘nfl) = N*(p - O‘nfl)/(N* - anfl)-

Step 2: a set of functions satisfying (23).

Let ¢ : R — R* be defined by ¢(s) = exp(—1/(1 — s)) if s < 1 and
o(s) =0if s > 1; for all m >0, ™ € C*°(R;R") and, for all m €
10, 1[, there exists @y, such that |¢'| < Q™ on RT (indeed, this
inequality is satisfied on [1, 0o[ where ¢’ = 0 and, on [0, 1], we have
|’ |o™™ = exp(—(1 —m)/(1 —s))/(1 — 5)?, which is bounded since
1—m>0).

If e € RY and n > 0, we define 6. ,(z) = ¢ (|z — e|*/n?). For all
m >0, 07, = ¢™ (|- —el*/n?) is in C*(RY;R") by composition.
Moreover, if m €]0, 1[, we have, on B(e,n),

2| - —e |- —el?
|vee,n| = ‘ ‘|90,| < B >

n? n
2 . —el?
S 7Qm90m (| 2 | )
n n
_ 2mgm
n

Since this inequality is also satisfied outside B(e, n) (because V0., is
null outside this ball), we deduce that [V6,,| < 2n~'Q07, on RN,

fe., being null outside B(e, n), we conclude that, if B(e,n) N K =
0, then 0., satisfies (23).

Step 3: the bootstrap.

Let e € Q\K and 0 < n < dist(e, K). Define n, = n/2 + n/2".

In this step, we want to prove by induction that, for all n > 1, for
all 0 <7 < Ny(p—ap)/(Ne —p) and all 0 < s < Nu(p —ay)/(Ns —
ap), there exists C, s only depending on (A, e,n,n,r, s) such that
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/ (lal" + [Vul*) < Crre
QNB(e,nn)

The case n = 1 is an immediate consequence of Theorem 1, since
o] = 1

Take n > 2 and suppose that, for 0 < ro < N.(p — an—1)/(Nx —p)
and 0 < sp < Nu(p — ap—1)/(Nx — an_1), there exists Cy,_1 4,5, Only
depending on (A, e,n,n — 1,79, s0) such that

/ (Jul™ + [Vul*) < Ch—1,r9,50-
QNB(e,nn-1)

Let 0 <7 < Ny(p—apn)/(Ne —p) and 0 < s < Ny(p — o) /(Ns —
ap); we can find v €]ay, 1], only depending on (n,r,s), such that
r < N.(p—7)/(Ni.—p) and s < Ni(p—~)/(Nx —7). Let 1o =p —
~v and sgp = p —; by (35), since v > a,, we have 0 < r9 < N.(p —
an—1)/(N.—p) and 0 < sg < Ni(p — an—1)/(Ny« — ap—1), thus, for
Cn—1,ry,s0 as above,

/ (|u|ﬁ*7 4 |Vu|7’77)
QﬂE(e,nn,l)
=[P TP < Cot
QNB(e,nn-1)

(notice that meas(0(B(e,n,—1))) =0). Since r < N.(p —~)/(N, —
p) and s < N.(p —~)/(N. — ), Corollary 1 applied to a = and
0 =0.,, , (the support of which is included in B(e,n,_1)) gives
then C7 only depending on A, 0., 1, Cpn—1,r4,s0, 7, 7 and s, i.e. only
depending on (A, e,n,n,r,s), such that

[NMMW+W%%MWSQ

Since Oy, , > Co >0 on B(e,n,), where Cy only depends on
(n,n), we deduce that

/ o < £ (36)
QNB(e,nn) 2

and that

/ [Vl
QNB(e,nn)
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1

< =5
1

S &5
C3 JanB(en)
2501 2N V0 5 ny s
S S + S ”U,‘ °
o3 & N B(emn)
Since Ny (p — ay)/(Nx —p) > Ni(p — o)/ (N« — ), we can always
suppose that r > s, and we obtain thus

/ Vu*
QNB(e,nn)

’657777L—lvu|s

22V (Oep -y w)l” + 2°[uV e, , |*

< 25Cy n 25|| |vee,nnf1’ HSLoc(RN) / (1 N ’u‘r)
B CS CS QNB(e,nn)
25Ch 2°|[ 1V Oe,n,,_ | ||SLoo(RN) Cy
< 0 iy
= + s (meas( )+ Cg) (37)

(36) and (37) conclude the induction.

Step 4: conclusion.

Let q € [1, p[; we have N.q/(Ns — q) < N.p/(N. — p). Since o, —
0, there exists ng > 1 such that N,q/(N. —q) < Ni(p — an,) /(N —
p) and ¢ < N.(p — an,)/(Ny — an,) (no only depends on q).

Take e € Q\F; we notice that ¢ < dist(e, K). By Step 3, there
exists thus C'(e) only depending on A, e, €, ng, N.q/(N. — ¢) and g,
i.e. on (A, e, ¢,q), such that

[ G
QNB(e,5)

</ (u
QNB(e,5+575)

< C(e). (38)

The compact set Q\F is covered by {B(e,&/2), e € Q\F} (the
points of (Q\F) are in the union of these balls because the radius
is fixed), so we can find (ey,...,e) € Q\F — only depending on
(F,e),i.e. on (K,&) — such that Q\F C U'_, B(e;, £/2). Writing (38)

for eq,...,e; and summing these inequalities, we find

_Nsq_
5 4 vl

Nxg_
Ni—q 4 ’Vu‘q)
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/Q\F <|u

which is the desired estimate. m

l
N Tul) <30 O,
=1

We can now prove the local estimates theorem.

Proof of Theorem 2.

Let v € C2*(RY) be such that ¢ = 1 on a neighborhood of K +
B(0,¢/3) and ¢ = 0 outside K + B(0,¢/2) (the choice of ¢ only
depends on (K,e)). We take 6 = |1 — |, with ¢ = max(2,2/(p —
1)), and notice that 6, =1 and 67 are C' on RY (they all can be
written as |1 —|" with [ > 1, and, if I > 1, s — |s|' is C' on R).
Moreover, # = 0 on a neighborhood of K. Thus, using 6Pu as a test
function in (8), we obtain

AHGPUHW(}*P(Q)
> (1 0"y i)

:/Qa(a:,u,Vu)-V(HPU)-F/Q(I’(HC,U)‘V(QP“)
:/Qﬁpa(x,u, Vu)-Vu%—/Qua(x,u,Vu)V(ﬁp)

—l—/ﬂ&p@(a:,u)-Vu—i—/gu@(a:,u)-V(@p)

zy/ |0Vu|p/0p@/ 0 g(1 + [ul~")|Vu
Q Q O\(K+B(0,%))

[ (ke Bl g
O\(K+B(0,5))
g+ glul’ ™)V (67)] (39)

(notice that V(6P) and @ are null on K + B(0,¢/3)).
Since P71 is C!, we have

HHPUHWOLP(Q) = ||0p_10u||W01’p(Q) < C1||9u||W01’p(Q)

where C; only depends on P! ie. on (K,e).
Let 0 > 0; take g € L™(Q) and gy € LN/®P=1)(Q) such that g =
g1 + g2 and ||ga|[;,v./0-1) () < 9 (the choice of such a decomposition
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only depends on ¢). Since 6, g1 and V(6P) are bounded on €2, we
deduce from (39), by Young’s inequality (and using the fact that
P > p, which implies |uP <1+ |ulP),

ClAH‘guHWé’P(Q)

> I// OV u|P — Cs —/ g2|0u|P~1 |0V |
Q O\(K+B(0,%))

_02/ -~ (g|Vuy + w7Vl + P 4¢P+ ful?
Q\(K+B(0,%))
Huf? + [Ful ] + glul?)

> ”/ \9Vuyp—03—03/g§yeu|fﬂ
2 Ja Q

e[ (gl Val+ v
Q\(K+B(0,%))
ul? + [ulful + glul?) (40)

where Cy, C5 only depend on (K, €, ) — recall that g; only depends
on 0 and that § only depends on (K ¢).

Since, by the simplified Young’s inequality with N,/(p —1) > 1,
we have

N Ny N N
g|Vu| < gp T + |Vu|¥—>FT  and glulf <gr T + |u|N*—7pZ:r1 ’

we obtain, from (40), C4 only depending on (A, K, €, ) such that
[ veur
Q
< zp/ OV ul? + 2?/ B
Q Q
< C4H0u||wo1,p(m +Cy+ 04/Qgg|9u|p

+C4/ B (|Vu
Q\(K+B(0,%))

3
VU ] + [uf ] (41)

Nx Nxp —_
Ne—pF+1 4 |u|N*—p+1 + |u|P

(we have used the fact that V@ is bounded on Q and null on K +
B(0,/3), and we have bounded |u|? by 1+ |u|P).
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Let ¢ €] max(p — 1,1), p[. The simplified Young’s inequality (with

q/(p—1) > 1 and q) give
(V™ fu] < [Vul? + |u] =5

(-1 (42)
and  |uP7HVu| < |u’qq;11 + [Vuld.

Moreover, by Hoélder’s inequality (with N./p) and the Sobolev
injections,

/g’;wurps ol . 16Ul y
Q LP-1(Q) L7 (Q)
< 57| [V (60)] 1, (43)
Setting § > 0 such that 1 —1/p — C50” > 0 and writing
1 ' 1
Callbulygoey < Y + 60 [0

(43) and (42) injected in (41) give Cg only depending on (A, K, ¢)
such that, for all ¢ €] max(p —1,1),p|,

[ vear

S A (e
Q\(K+B(0,%))

__N«p _q
No—p+1 4 |u| q—pt+1

a(

-1) *
+]u| = !Vu|N*]*VP+1 + |Vu\q>. (44)

We notice that

N, — N,
T)<( p _ N ’
N,—0p N,—0p
N.p < N.p
N,
d —
o N*—p+1<p

(the last inequality comes down to (p — N.)(p — 1) < 0, which is true
since p €]1, N,[). Moreover, as ¢ — p, we have
q Nip

- < ,
q—p+1 P N,—p
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-1 N,
ap—-1) N
N.q N.p
and —

N.—q N,—p
We can thus find ¢ €] max(p — 1,1), p[ such that

p< N4 N Mg
N, —gq Ni—p+1 Ni—q
LSCL q < Nig
N,—p+1 g—p+1~- N,—q
-1 N,
and q(p )< q

q—1 ~ N.—q
Applying then Proposition 4 to this ¢ (and with £/3 instead of ¢),
we find C7 only depending on (A, K, ¢) such that

[ (P
O\(K+B(0,5))

Nxq
< 4/ B (1 n \UIW)
Q\(K+B(0,%))

< 4meas(Q) + 4C7,

Nip q a(p-1)
Ni—p+1 4 |u|q—p+1 + |u| q—1 )

and

(V™57 + | vul?)

/(2\(K+B(O,§))

<

/ (1 +2Va9)
Q\(KJrB(O,%))

< meas(Q2) + 2C7.

Returning to (44), we obtain
/ [V (0u)|P < Cg + Cs(bmeas(2) + 6C7) := Cy
Q

with Cg only depending on (A, K, €), that is to say ||9u||W1,p(Q) <
0

Cg/p. By the Sobolev injection, we get |[0ul[ () < CgC’é/p. Since
6 = 1 on the open set Q\(K + B(0,¢)), these last two estimates give
the result of the theorem. m
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IV. Existence and regularity result for an equation
with measure data

We can now prove Theorem 3. In fact, thanks to the previous
estimates and to the technique of [4], the proof is very simple.

Proof of Theorem 3

We can find (jin)n>1 € WH'(Q) N M(Q) converging weakly- to
pin M(€) and such that, for alle > 0, supp(un) C supp(p) + B(0,¢)
for n large enough (in fact, most of the classical ways to approximate
u by regular data — for example through a convolution method, or
by discretizing p on a grid — satisfy this property on the supports
of the approximations). Take u,, a solution to (8) with u, instead of
1.

Since (fin)n>1 converges in M(Q) weak-#, it is bounded in this
space; thus, by Theorem 1,

(tn)n>1 is bounded in Wy () for all ¢ < % (45)

(notice that, as p >2—1/N,, we have N,(p—1)/(N.—1) > 1).
Moreover, for all € > 0, denoting K = supp(u) + B(0,&/2), the sup-
port of pu, is contained in K for n large enough; by Theorem 2,
(tn)n>1 is thus bounded in LP" (Q\(K + B(0,£/2)) N WP(Q\(K +
B(0,¢/2)); since K + B(0,e/2) C F; := supp(u) + B(0,¢), this im-
plies that

for all € > 0, (up)n>1 is bounded in LP"(Q\Fy)
and in W1P(Q\F.).

(46)

By (45), (46), a diagonal process and Rellich’s theorem, we can
extract a sequence of (uy)n>1, still denoted (uy)n>1, such that u,, —
u a.e. on Q, weakly in W,4() for all ¢ < N.(p—1)/(N, — 1) and,
for all € > 0, weakly in LP (Q\F.) and in W'P(Q\F,.).

Using then the technique of [4], we can prove that Vu, — Vu
a.e. on ) (there is no ® in [4], but the technique to prove the a.e.
convergence of the gradients works fine even with this additional
term). This allows to pass to the limit in the equation satisfied by
uy, and to see that u is a solution to (9). m

If p<2—1/N, (in this case, N, = N), it is well-known that a
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solution to (1) with p measure is not to be sought in a Sobolev
space (one can notice that, in this case, Theorem 1 does not give
an estimate in a Sobolev space). To solve this problem, two main
notions of solutions have been introduced: entropy solutions (see [2])
or renormalized solutions (see [7]).

For each of these notions, the existence of a solution is proved
thanks to an approximation method; thus, Theorem 2 also allows
to obtain entropy or renormalized solutions with better local regu-
larity results than usual. For example, under Hypotheses (2)—(6),
if pe LY(Q) and f € W1 (), the technique of [2], associated to
Estimate (22) and to Theorem 2, allows to prove the existence of a
solution to (1) in the sense:

u : £ — R is a measurable function,

Yk >0, Ti(u) € W, P(Q),

Ve > 0, denoting F. = supp(u) + B(0,¢),
u € LP (Q\F.) N WHP(Q\FL),

[ e, 90) - V(@i - ) (47)
+ /Q O(z,u) - V(Ti(u — ¢))

= /QNTk(u — @)+ (f, Tr(u — ‘P))Wflvp’(Q),Wol’p(Q) ’
Y € Wy P(Q) N L=(Q).

V. Appendix

The first lemma is a well-known result concerning the integrability
properties of functions in Marcinkiewicz spaces.

Lemma 1 Letv:Q — R be a measurable function and r > 0. Sup-
pose that there exists M such that

for all k > 1, meas({|v| > k}) < Mk™".

Then, for all s €]0,7[, there exists C' only depending on (2, M, r, s)



30 Droniou

such that

/ < C.
Q

Proof of Lemma 1
We know (this is a simple application of the Fubini-Tonelli theo-
rem) that

| i = /OOO meas({[o]* > t}) dr.

Bounding meas({|v|* > t}) by meas(Q) if t <1 and by Mt"/*
if > 1 (because {|v]* >t} = {|v| > t'/*}), and using the fact that
r/s > 1, we find
M

r J
s —1

/ |v|® < meas(Q2) + M/ /s dt = meas()) +
Q 1

which concludes the proof. m
The following result is a very simple generalization of a lemma in

[2].

Lemma 2 Let «a €]0,p[ and v € Wol’p(ﬂ). If there exists M such
that, for all k > 1,

[ IV @r < vk,
Q

then there exists C' only depending on (Q,p, Ny, M) such that, for
all k > 0,

N« (p—c)

meas({|v| > k}) < Ck™ N>

Ny (p—a)

and  meas({|Vv| > k}) < Ck™ Ne=a .

Proof of Lemma 2.
Let £ > 1. Thanks to the Sobolev injection, we can find C only
depending on (£2,p, N,) such that

1 a
Tk ()] Lo () < CLll IV (Tk(0)[ || 2r(0) < CLM 7 ke,

Since
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meas({[e] = 1}) = meas({|Ty(v)] = k}) < K7 Ty(0)][],0 g,

we deduce that meas({|v| > k}) < C’f*Mp*/pk;—P*kp*oc/p; this con-
cludes the first estimate for k£ > 1, as

p N.—p
If kK <1, we simply write

_ Ni(p—o)

meas({|v| > k}) < meas(Q2) < meas(Q)k~ Np .
Let £ > 1 and take A > 1. We have

{IVo| 2 k} C{|Vul >k, [o] 2 A U{[Vo] 2 &, o] < A}
CAlol =2 A} ULIV(TA(v))] = k} U A,
where meas(A) = 0 (we use V(T)\(v)) = 1y,j<n} Vv a.e. on 2). Thus,
using the first estimate and the hypothesis of the lemma,

Ny (p—a)

meas({|Vv| > k}) < CoA™ N +k—p/Q|V(TA(v))I”

Ny (p—a)

< CoNT N 4 MNP (48)

where Cy only depends on (2, p, N, M).

Choose now \ = kP/(P1+®) where p; = N,(p — «)/(N. — p) (this
choice comes down to taking A = k? for some (3 such that the powers
of k in the right-hand side of (48) are the same; this also comes down
— up to a multiplicative constant — to minimizing the right-hand
side of (48) on \). We have A\ > 1 and

I N R R e ) B
Since
1 pN.(p — a) _ Ni(p—a)

pi+a N(p—a)+a(N.—p) N.—a '’

(48) concludes the second inequality if & > 1; for £ < 1, we simply
bound meas({|Vv| > k}) by meas(Q) < meas(Q)k~N-P-a)/(N.ma) g
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