N

N

Applications of delta-function perturbation to the
pricing of derivative securities
Marc Decamps, Ann de Scheppe, Marc Goovaerts

» To cite this version:

Marc Decamps, Ann de Scheppe, Marc Goovaerts. Applications of delta-function perturbation to
the pricing of derivative securities. Physica A: Statistical Mechanics and its Applications, 2004, 342,
pp-677-692. hal-00003773

HAL Id: hal-00003773
https://hal.science/hal-00003773
Submitted on 4 Jan 2005

HAL is a multi-disciplinary open access L’archive ouverte pluridisciplinaire HAL, est
archive for the deposit and dissemination of sci- destinée au dépot et a la diffusion de documents
entific research documents, whether they are pub- scientifiques de niveau recherche, publiés ou non,
lished or not. The documents may come from émanant des établissements d’enseignement et de
teaching and research institutions in France or recherche francais ou étrangers, des laboratoires
abroad, or from public or private research centers. publics ou privés.


https://hal.science/hal-00003773
https://hal.archives-ouvertes.fr

Applications of )—function perturbation to
the pricing of derivative securities

Marc Decamps®* Ann De Schepper ” Marc Goovaerts *°

aK.U.Lewven, FETEW, Naamsestraat 69, 3000 Leuven, Belgium

b University of Antwerp, Faculty of Applied Economics, Prinsstraat 13, 2000
Antwerp, Belgium

¢ Unwversity of Amsterdam, Roetersstraat 11, 1018 WB Amsterdam, Netherlands

Abstract

In the recent econophysics literature, the use of functional integrals is widespread
for the calculation of option prices. In this paper, we extend this approach in several
directions by means of d—function perturbations. First, we show that results about
infinitely repulsive §—function are applicable to the pricing of barrier options. We
also introduce functional integrals over skew paths that give rise to a new European
option formula when combined with d—function potential. We propose accurate
closed-form approximations based on the theory of comonotonic risks in case the
functional integrals are not analytically computable.
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1 Introduction

Diffusion processes have proven over the years to be very convenient to model
the uncertainty in the economy. In particular, stochastic differential equations

dX; = p(Xy)dt + o(Xy)dW, (1)

where {W;,t > 0} is a standard Brownian motion, are popular in finance
to capture the dynamic of various risky assets including stocks, interest rates,
volatilities, etc. The function u(x) and o(x)? are called the instantaneous drift
and diffusion coefficients and the operator

1 d
= — — 2
T ) (2)

is the associated generator. Next to the issue of determining parsimonious
models for risky assets, the pricing of securities against undesired fluctations
of the economy has received considerable attention. A security (or contingent
claim) is a financial contract whose value depends on a more basic asset.
Call options, bonds, caplets, floorlets, swaps, etc are all famous examples of
contingent claims. The volumes of traded securities are in general much higher
than those of the underlying assets, and economical agents expect from models
to provide fair prices of securities. Path-dependent exotic derivatives have also
become popular in the over-the-counter (OTC) market in the last decades.
Examples of exotic derivatives are lookback options and barrier options.

As we show in this paper, it might be necessary for financial applications to
impose an impermeable (or even a permeable) barrier at some level a and to
specify the behaviour of the diffusion when hitting the barrier. In case an ab-
sorbing boundary is imposed, the diffusion equation (1) is not altered until the
first time the process hits the barrier. Now, if we impose a reflecting boundary
at a level a, this generates an additional term in the drift, proportional to a
Dirac d—function. Stochastic processes whose drift is a generalized function,
are solutions of diffusion equations involving their (symmetric) local time, see
e.g. Le Gall [17]. The symmetric local time of the process X = {X;,t > 0}
measures the time spent in the vicinity of the point a, and it can be expressed
as

LX) = 5 (L () + L (X)),

where the left-local time L{~ is defined by

1 t
L (X) =lim = | Lj_ea(X,) d(X, X),

e—0 ¢ Jo



and the right-local time L{* by

t
Lng(X) = lli%% 0 1[a,a+6[(X3) d (X, X>s :

If left- and right-local time are equal, the local time is continuous in a (in this
case, we can bravely think of L¢(X) as [j 6(X, —a)ds). However, if the process
is reflected in a (with starting point x > a), the local time is discontinuous in
a. Indeed, in this case L{~(X) = 0 and as a consequence L¢(X) = s L7 (X).
Moreover, in the case of a reflecting boundary, equation (1) has to be modified
into

1
AX; = p(Xo)dt + o(X)dW; + AL (X),

see also Revuz & Yor [24]. More generally, it can be shown that the solution
of the diffusion equation

dX, = p(X,)dt + o(X,)dW; + (2a — 1)dLI(X), (3)

for some constant 0 < a < 1 behaves like the process X except at the level
a where it reflects to above with probability a and to below with probability
1 — a. We can interpret the point a as a permeable barrier where the local
time is discontinuous : aL{ (X) = (1 — a)L{*(X), or equivalently

When p(x) = 0 and o(z) = 1, the solution of (3) is the skew Brownian motion,
see e.g. [to6 & McKean [15]. The intriguing properties of the skew Brownian
motion have led to applications in various disciplines. We can cite Zhang [20)]
in theoretical physics or Cantrell & Cosner [3] in biology. In this paper, we
introduce functional integrals over skew Brownian paths to derive a new option
formula ! .

Diffusion processes can be related to quantum mechanical particles with con-
venient Hamiltonian as explained in detail e.g. in Goovaerts et al. [11]. As
a consequence, the transition probability of X describing its time-evolution
can be formulated by means of a functional integral. The introduction of a
boundary at the level a causes an extra term proportional to a d—function
in the potential. For the absorbing case, we need to add vL#(X) in the in-
tegrand of the Brownian functional integral with v going to infinity, see e.g.
Grosche [13,14] and Goovaerts et al. [12]. We can also obtain an expression
for the transition probability of reflecting diffusions using functional integrals

I Tn the recent research in the econophysics field, the use of path integrals for
the calculation of security and option prices is widespread. Without claiming any
exhaustiveness, we refer e.g. to [2,5,16,18,21-23,25].



over reflecting Brownian motion with the local time in the integrand as de-
fined by Carreau [4]. We rely on results about d—function perturbation to
solve the Green’s function of functional integrals involving the local time, see
e.g. Goovaerts et al. [12]. To our knowledge, functional integrals over skew
Brownian paths have not yet been investigated neither in the mathematical
physics nor in the probability literature. In this paper, we fill the gap and we
give some applications in econophysics as well as appropriate approximations.

The paper is organized as follows. We start in section 2 with a brief overview
of functional integrals and we construct a functional integral with respect to
the skew Brownian motion. In section 3, we adapt the results on d—function
perturbation to this particular situation. In section 4, we derive closed-form
approximations for functional integrals with the local time in the integrand
based on the theory of comonotonic risks. We propose two applications to the
pricing of financial derivatives. In section 5, we price double barrier options
using infinitely repulsive d—function. In section 6, we obtain a closed-form
expression for the price of a European option when the local volatility is
discontinuous by means of a skew functional integral. The accuracy of the
approximation is illustrated on both examples.

2 Functional integrals

We can demonstrate in a straightforward way by means of an expansion that
the Brownian functional integral

(t7x ) t . t
Iy @y (@, 2, ) = /( " Da(s)e? Jo #¥ ()= [y Via(a))ds (5)
0,x)

is the solution of the Schrodinger equation in imaginary time

with condition Ijy () (, z¢,0) = d(x; — ). The Green’s function

+o0
G[V(x)] (ZE, Lt S) = /0 e_StI[V(:E)] (l‘, Lty t)dt ) (7)

which is the Laplace transform of the previous functional integral, is the so-
lution of the equation



We now extend the construction of Carreau [4] and we define the skew Brown-
ian functional integral

(t,act)

1 —1 (Y32 (s)ds— [ V(za(s))ds
[[V(x)](flfaﬂﬁt,t):/(ow) Dx,(s)e 3 Jo B2(s)ds— [ V(@al(s)) 9)

t.
for some constant 0 < o < 1. The symbol D:pa(s)e—%fo #5645 has to be
interpreted as the skew Brownian measure, for which

(t,z¢) 1 [t .2 1 1 2
Dio(s)e” Jo Tal)ds — e~ 2 lre—al
/(0,:1:) ( ) V2t

(2a — 1)

V27t

that gives non-zero weight to continuous paths reflected above with probability
a when they hit the level a. The skew functional integral (9) is the solution
of the Schrédinger equation (6) subject to the boundary condition

o % (jwe—al+la—z])?
)

+ sign(z; — a)

d d
(1—a)—I%a—, x,t) = a—

dl‘ dx[ (a’+7xt7t)' (10)

In case @« = 0 or @ = 1, we recover functional integrals over reflecting Brownian
paths as introduced by Carreau [4].

3 J—function perturbation

The Green’s function of the one dimensional d-potential can be solved by
summing all the terms of the perturbation expansion

(t,z¢) —L (P a208)ds— [FV(2(s))ds—v Lo (z
I ()b (@ T, 1) = /(O | Dap(s)e~ Jo #6is [ Via(@)ds L )

X (=) (L i 400
= I[V(x)] (l‘, Ty, t) + Z n' (H /0 dtj/ dl'j)
n=1 : j=1 oo

X Iy @y (2, 21, 81)70 (21 — @) Iy @) (21, T2, t2 — t1)
X ... X 7(5(.%” — a)I[V(x)] (Jin, Ty, T — tn),

as done in Goovaerts et al. [12]. The Green’s function of the Brownian func-
tional integral Ijy (;)1y5(x—a) can be expressed by means of the regular Green’s
function



G (@)+5(a—a)] (T, T, 8) = Gy (7, 74, 5)
Gy (@, a,8)Gve)(a, zt, s)
G[V(x)](a, a, S) + 1/”)/

(11)

It is straightforward to check that lim, .| Gy (2)+y5(2—a)] (@, T¢, ) = 0, which
corresponds to the Dirichlet solution of the Schrédinger equation (8) denoted
by Gﬁ/(x)] (x,x4,t). For the free particle (V(z) = 0), we obtain the absorbing
Brownian motion, for which the result is well known :

1
\ 27t

I(?)) (x, 24, ) = (67%%7‘”'2 — 67%(|xﬁa\+|a7w\)2) (12)

with £ > @ and x; > «a.

For skew functional integrals, d—function perturbation can be adapted tak-
ing into account that I, (x,24,t) is discontinous at the level x; = a. As
a consequence, the functional integral ][‘{/(x) +o(m—at)] (x,24,t) is not the same
as the funtional integral Ifj .y, su—q-)) (x,2¢,t). The discontinuity of the lo-
cal time of the skew Brownian motion implies that the functional integral
I (@ e t) = I8 () 50—y (T T2, ) satisfies

o (t,xt) s)ds— [ V(za(s))ds— 5= L¢ ot (g,
[[V{ZLL’)} (xa xta t) = /(O,x) Dxa( ) fo a( f ( )

_ “’”)Dxa(s>e—%f;oea(s)ds—f;vwa ey B )

(0,2)

With similar computations as in Goovaerts et al. [12], we can check that

G?V(x)ﬂ/@a)a(waﬂ] (z,1,8) = G[QV(x)] (w, 24, 8)
B Gy oy (@, at, $)G oy (at, T4, 8)
Gy (at, at, s) +2a/y
=Gy (T, 71, 8)
B Gy (T, a—, 8) Gy (a—, 24, 8)
G[O‘V(x)}(a—, a—,s)+2(1 —a)/y
= G[OLV(x)Jr’y/(Qan)é(xfaf)] (, 21, 5). (13)

The skew functional integral I v ( (@, x4, 1) is hence the solution of the Schré-
dinger equation (6) subject to the boundary condition

(1—-a) ( I“7(a—, xy, t) — yfa’v(a—,xt,t))

(14)
=« ( I (a+, x4, t) — ”y[o‘”(ajt,xt,t)) )



The boundary condition results from the derivation with respect to x of the
relations (13) rewritten as

Gy (s @1, 8)
— G([XV(JS)] (3;', xt, 8) - %G[a‘}’zx)] (a+, xt, S)G?V(x)} (.T, a+, 8)

a?’y

- G?V(:v)] (z, 74, 5) — 2(1104)G[V(ac)} (a—, x4, S)G?V(x)} (z,a—,s).

4 Closed-form approximation

In order to compute the skew functional integral / V()] (x, 24, 1), one could rely
on its spectral representation

Iy (@, 20, 1) = EE:e_Et\PE(x)\PE(xt) (15)

where the sum is to be interpreted as an integral when the spectrum is con-
tinuous, see e.g. Itd6 & McKean [15]. The properly normalized eigenfunctions
Up(x) are the continuous solutions of the Sturm-Liouville problem

HUp(z) = EVp(x) (16)

subject to the condition (1 — )L Wp(a—) = oL Up(a+) where H = —%% -
V(z) is the Hamiltonian. The Sturm-Liouville problem (16) can be solved
as long as analytical solutions exist on the intervals (—oo,a| and [a, +00).
Unfortunately, the eigenfunctions expansion (15) converges slowly for short
time ¢ which is the case for financial applications. Moreover, for most of the
stock price models, the spectrum is continuous and makes the computation
of (15) very extensive. In this section, we propose analytical approximations

that render skew functional integrals applicable to the pricing of options.

4.1  Methodology

In most cases, an exact calculation of the functional integrals is not possible.
In this section we will propose a solution appropriate to functional integrals
with J-potential in the integrand. We derive an analytical upper and lower
bound for such functional integrals, which can also be combined to give an
accurate approximation. Our methodology is based on a decomposition of the
function V appearing in the potential of the functional integral I V()] (2,24, 1).
This decomposition V(z) = Vi(x) 4+ Va(z) has to be chosen in such a way
that the functional integral corresponding to V(x) is perfectly tractable. It



is for the more difficult part denoted by Vi(z), that we will work with an
approximation.

It can be shown in a straightforward way, that for any decomposition V' (z) =
Vi(x) + Va(z), the functional integral If .y (z, 2, t) can be written as

Iy (@, 1, 1) = Ty, ) (@, 20, 8) By {e I VI(X(S))dS] : (17)

The expectation here is taken over all paths starting in x at time 0 and arriving
in x; at time ¢ with marginal distribution density

iFVQ(Z; s) = %Prob[X(s) <z | X(0)==z,X(t)=a] (18)

falzi5) = -

given by

[ﬁfg(x)}(x 2 S)I[vg( )}(Zaxtat_ S)'

fV2 (Z; S) =
Ly o) (@, 2, 8)

(19)

Making use of such a decomposition, the functional integral is written as an
expectation of a functional involving V;(z). This means that the problem is
reduced to the issue of finding an approximation for such an expectation.

4.2 Upper and lower bound for the expectation

In order to arrive at a closed-form approximation for the remaining expecta-
tion, we will construct an upper and a lower bound, which eventually can be
combined to give an accurate approximation.

1. For the upper bound, we make use of the concept of convex ordering,
and the relation with comonotonic risks. The basic idea is to exchange the
original stochastic variable for a similar variable, for which it is more likely to
reach extreme values. In that case, an expectation of a decreasing exponential
functional of this new variable will be larger than for the original one. Some
definitions and important results about this powerful tool can be found in
appendix A.1. For more details, we refer to some earlier contributions, e.g.
Dhaene et al. [6,7].

Relying on the notion of convex ordering, it can be shown that
By |¢7 O] < [ b o ] (20)

where U is a [0, 1] uniformly distributed variable. The following notations are



used for the distribution functions:

Fx(s)(x) = Fy,(z;5), (cf supra)

Fyy(x(s)) (7) = Prob[Vi(X(s)) < 7],
and

F‘Z%X(S))(p) = inf{z € R: Fy,(x@s)(z) > p}, (21)

where x € R and p € [0,1]. A proof can be found in appendix A.2.

2. For the lower bound, we suggest to make use of the inequality of Jensen (see
e.g. Feynman & Hibbs [10]), combined with a conditioning on an intermediate
time-point. Relying on the inequality of Jensen, it can be shown that

(22)

where 7 is any point between 0 and t. The expectation Ex(;)[...] means an

expectation over all possible values of X (7). A proof can be found in appendix
A.3.

5 Barrier option

A first application of d—function potential can be found in the pricing of (dou-
ble) barrier options. The holder of a double knock-out barrier option receives
a payoff only if the price of the underlying asset remains in an allowable range
(L,U). If iy = inf{t > 0: X, = L or X; = U} is the first hitting time
of the stock price process X at the barriers, the payoff of a double knock-out
barrier option with maturity date ¢ > 0 is defined as

h(X:) = q)(Xt)l(T[L,UPt) (23)

where ®(x) = (x — K), for a call option or ®(z) = (K — ), for a put option.
From arbitrage-free arguments, the price at time 0 of this financial contract is
the expectation under some risk neutral measure QQ of the discounted payoft :

P(z,t) = e B [h(Xy)] (24)

where r is the constant risk-free discount factor. If the underlying asset is
traded, its risk neutral dynamic follows

dXt = (7" — d)Xtdt + Xt&(Xt)th



where {W;,t > 0} is a Q-Brownian motion and d is the dividend rate. The
function &(x) is called the local volatility. The expectation (24) can also be
written as

P(z,t) = e’”/ p‘;‘((x, xy, )P (xy)dy
(L,U)

where p4(x, 7, ) is the transition probability of X absorbed at his first visit at
the barriers. We can formulate py (z, 24, t) by means of a Brownian functional
integral with infinitely repulsive d—functions at the location of the barriers. To
start with, we transform the process X into a unit volatility process Y = ¢(X)
where ¢(z) = [* % and o(z) = x5 (z). The process Y is a diffusion as well,

o(z)
and it is the solution of the stochastic differential equation

dY, = py (Yy)dt + dW,

where

r—d 1d 1
py (y) = o) 5@0@ (y))- (25)

The transition probability of the process Y satisfies the relation px(x, x4, t) =
py (o(x), d(xy),t)/o(z;) and is solution of the backward Fokker-Planck equa-
tion

d 1 d? d

- ) =|-—=— — — £). 26

2P0y 1) > dy? uy(y)dy (Y, Y, t) (26)
The absorbing boundaries have to be imposed on ¢(L) and ¢(U). A trivial
application of the results of sections 2 and 3 yields that the following repre-
sentation of p(y, v, t),

Yt
Py, yet) = lim Sy ()i
y—+00

x / (v Dy(s)e™? [2 52 (s)ds— [ Vy(s)ds—y Ly ™ () L7 ()
(0.y)

where V(y) = 5 (uy (y)? + (d/dy)py(y)), is the solution of equation (26) sub-
ject to the boundary conditions pit(¢(L), y:,t) = 0 and pi((U),y:,t) = 0.
We can directly apply the bounds of section 4 to approximate the transition
probability of the diffusion X between the absorbing barriers L and U, choos-
ing Vi(y) = V(y) and Va(y) = v(y — ¢(L)) + v0(y — ¢(U)) with v going to
infinity. The propagator corresponding to the potential V3(y) is the transition
probability of a Brownian motion with two absorbing barriers and is known
in closed-form, see e.g. It6 & McKean [15].

We illustrate the method for the local volatility 5(x) = 02%%, ¢ = 0.1,
r =0.04,d =0, L = 80 and U = 120. Figure 1 presents the bounds for

10



the transition probability of the stock price in the range (L,U) and for the
probability of hitting the barriers before the maturity of the contract. Figure
2 demonstrates the accuracy of the bounds for pricing double barrier call op-
tions. Table 1 compares the bounds with prices obtained by Monte Carlo sim-
ulation. The (asymptotic) 95% confidence interval given by the Monte Carlo
estimate plus or minus 1.96 times the standard error (s.e.) largely overlaps
the range between the lower and the upper bound.

Transition probability Probability of absorption

s0 S0 100 110 1=z0 o o.= o.a o.e o.s
Stock price Maturity

Fig. 1. Bounds for the transition probabilities for different maturity dates ¢, L = 80,
U=120,r=0.04, 0 =0.1, p=1.25 and Xy = 100.

0.7

0.6

0.5r
0.4r
0.3
0.2

;
oaf

ok
o 0.1 0.2 0.3 0.4 0.5
Maturity

Fig. 2. Bounds for the price of barrier options for several strike prices K.

t (years) MC s.e LB UB r.e.

K=1075 ¢t=0.25 04088 0.01564 0.4016 0.4037 0.005
t=20.5 0.1961 0.0108 0.1929 0.1948 0.0098

K=110 t=20.25 02136 0.0105 0.2021 0.2031 0.0049
t=20.5 0.0973 0.0069 0.0969 0.0978 0.0092
K=1125 ¢t=0.25 0.0861 0.0062 0.0847 0.0851 0.0047
t=20.5 0.0424 0.0039 0.0406 0.0409 0.0073

Table 1

Price obtained by Monte Carlo simulation (MC) and the standard error (s.e.) with
10000 paths, the lower bound (LB), the upper bound (UB) and the relative length
interval (r.e.)

11



6 Discontinuous local volatility

An application of skew functional integrals can be found in the pricing of call
options when the local volatility is discontinuous. In the Black-Scholes setting,
the local volatility function &(z) is assumed to be constant. Nevertheless,
empirical evidences suggest that the volatility implied by the price of traded
options varies with the maturity and the strike price. The feature that the
implied volatility is higher for low strike is referred in the literature as the
volatility skew. The term wvolatility smile relates to implied volatility shapes
with a minimum for a particular strike. For further details on the relation
between local and implied volatility, we refer e.g. to Derman & Kani [§8]. In
this section, we allow for volatility skew and smile through a discontinuous
local volatility. In a recent paper, McCauley & Gunaratne [19] argue in favor
of a discontinuous volatility. Eraker et al. [9] provide also empirical evidence
that an addition of jumps in volatility significantly improves the explaining
power of returns data on the S&P 500 and Nasdaq 100 index returns.

We assume that the dynamic of the stock under the risk-neutral measure is
dXt = T'Xtdt -+ Xt&(Xt)th

where the local volatility function 6(z) is continuous except at the point z =
a > 0 where the difference 6(a+) — 6(a—) is bounded. An application of
the Tanaka formula, see e.g. Revuz & Yor [24], yields that the transformed
process Y = ¢(X) where ¢(z) = [* J‘Z) is solution of the following stochastic
differential equation

dY, = py (Yo)dt + AW, + % (U((;Q(Z r ‘(’a(i)” ) dL} (X) (27)
where
r 1d 1
py (y) = o) 5%0@ (Y))-

From the following relation, see e.g. Revuz & Yor [24],

a 1 a a—
L) =5 (L 0) + L)

_ LX) | LX)
"~ 20(at)  20(a—)

_olat) +o(a—) .,
= polerola) L4 (X), (28)

we finally obtain that dY; = uy (Y;)dt + dW; + (20 — 1)dL{™ (V) with a =

12



o(a—)/(o(a—)+oc(a+)). This transformation enables us to formulate the price
of a European option on X by means of a skew functional integral. The price
of a call option with strike price K can be written as

+o0
P(z,t)= e‘”/ px(z, x4, t) (v, — K)dxy

K+°° dx,
= [T pr(0(@), o) 1) (@ - K)o

When the domain of the diffusion Y is the whole real line, its transition density
can be expressed by means of a skew functional integral. Indeed, the transition
density py (v, ys, t) is the solution of the backward Fokker-Planck equation (26),
subject to the boundary condition (1—a)%p(¢(a—), Y, t) = a%p(¢(a+), Yt 1),
see e.g. Ito & McKean [15]. Applying the results of sections 2 and 3, te-
dious but straightforward calculations provide the following representation

for py (v, ys, t) :

(tvyt)

P (s t) = b O [T Dy () T IRy Ve )
(0.y)

where V(y) = 3 (uy (y)* + (d/dy)py (y)) and
7= apy(dlat)) — (1 = a)uy (¢(a—)).

In order to approximate the transition probability of the diffusion Y, use can
be made of the bounds of section 4, choosing Vi(y) = V(y) and Va(y) =
v9(y — ¢(a)). The propagator corresponding to the potential Va(y) is the tran-
sition probability of a skew Brownian motion killed when the time spent in
the vicinity of a (measured by the local time), exceeds an independent ex-
ponential random variable with parameter . The transition function of this
non-conservative diffusion is provided in appendix A.4. When o = 1 or a = 0,
we recover the transition density of the elastic Brownian motion, see e.g. It
& McKean [15].

We illustrate the accuracy of the bounds for the discontinuous local volatility
function

017°, T <a
5(x) =4 (29)

o9, T > a,

with a = 100, 01 = 0.2, 09 = 0.25 , p = —0.25. The domain of the diffusion X
is the whole real line? . This can lead to economical contradiction, however,
the probability of reaching negative values is negligible. Figure 3 and 4 present

2 If the domain of the stochastic process Y is (0,00) instead of (—oo0,+00), the

13



the bounds for the transition probability® and for the price of call options.
The transition probability exibits a discontinuity at the level of the barrier.
Table 2 compares the bounds with prices obtained by Monte Carlo simulation.
The (asymptotic) 95% confidence interval given by the Monte Carlo estimate
plus or minus 1.96 times the standard error (s.e.) largely overlaps the range
between the lower and the upper bound.

80 85 90 95 100 105 110 115 120 125
Stock price

Fig. 3. Bounds for the transition probabilities with different maturity dates ¢,
a =100, r =0.04, 01 = 0.2, 02 = 0.25 , p = 0.75 and Xy = 100.

12

N
101\

90 95 100 105 110
Strike

Fig. 4. Bounds for the price of European call option as a function of the strike,
a =100, r =0.04, 01 = 0.2, 02 = 0.25 , p = 0.75 and X = 100.
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t . t .
differential part Dya(s)e_% Jo #a)ds 106 16 be replaced by D+ya(s)e_% Jo vats)ds _

lm o Dya(s)efé (fyi(s)dsf'yL?(ya) for v,y > 0.

3 The bounds are no longer transition densities as the total mass is smaller respec-
tively larger than one. To restore this desirable property, we suggest the use of the
following convex combination

ﬁY(yaytat) =z plYow(y7yt7t) =+ (1 - Z) p;pp(yaytat)

where z is choosen such that [ py (v, v, t)dy: = 1.

14



t (years) MC s.e LB UB r.e.

K=100 t=0.25 1.8847 0.0264 1.9035 1.9056 0.0011
t=20.5 3.0243 0.0391 3.0116 3.0162 0.0015

K=105 ¢t=0.25 0.3167 0.0105 0.3087 0.3098 6.4e*
t=20.5 0.9646 0.0228 0.9735 0.9746 0.0011

K=110 ¢t=0.25 0.0190 0.0022 0.0185 0.0185 5.4e*
t=0.5 0.2015 0.0101 0.2032 0.2034 9.8¢~*

Table 2

Price obtained by Monte Carlo simulation (MC) and the standard error (s.e.) with
10000 paths, the lower bound (LB), the upper bound (UB) and the relative length
interval (r.e.)

Appendix

A.1  About convex ordering

In this section, we briefly recall the most important definitions and results
regarding convex ordering. For proofs and more details, we refer to [6,7].

The notion of convex ordering

A variable A is said to be smaller than B in convex ordering,
A< B, (30)

if for each convex function v : R — R : x +— wu(z), the expected values
(provided they exist) are ordered as

Elu(A)] < E[u(B)] . (31)

Since convex functions take on their largest values in the tails, the variable B
is more likely to take on extreme values than the variable A, and thus it can be
interpreted as more dangerous. For the application in the present contribution,
we attain our goal, if we can construct such a more dangerous or convex larger
variable for the integral [ V(X (s))ds. Making use of comonotonic variables,
this can perfectly be done.

15



Construction of a convex larger variable

If a variable A consists of a sum of random variables X7, X5, ..., X,,, then
replacing the copula of (X7, X5, ..., X,,) by the comonotonic copula, yields a
sum that is a convex larger variable than this variable A. Or,

1=1 i=1

where U is an arbitrary random variable, uniformly distributed on [0, 1]. The
notation F, is used for the distribution function of the variable X;, and the
inverse distribution is defined in the classical way as

Fxl(p) = inf{z € R: Fx,(z) > p}. (33)

Note that the corresponding terms in both sums are all mutually identically
distributed. Both sums differ in the interdependence structure; the convex
largest sum is the sum with the most dangerous interdependencies. This result
can be generalized for a sum of functions of variables as follows:

Z 9:(Xi <czv gz(X (34)

where U is an arbitrary random variable, uniformly distributed on [0, 1]. Fi-
nally, when taking limits, the construction is also valid for integrals:

/ ))ds <cq /F(X(s (35)

where U is an arbitrary random variable, uniformly distributed on [0, 1].

A.2  Proof for the upper bound of section 4.1

Following the result of (35), we know that the variable

A= VA(X (5))ds (36)

is smaller in convex ordering than

b= / V1(X(s ds. (37)

Hence, since the negative exponential function is convex, the result follows
immediately from the definition of convex ordering.
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A.3  Proof for the lower bound of section 4.1

We start by writing

E(VQ) {e f(f Vl(X(s))ds] = E\ {E(VQ) [e f(f Vi (X (s))ds

A] } (38)

for an arbitrary variable A. For a choice of A = X (7) with 7 between 0 and ¢,
the inequality of Jensen immediately leads to the lower bound of (22).

A.4  FExact result from 6—function perturbation
For the skew Brownian motion with V' (z) = 0, it follows that

(tvxt)

o0 t . "
G?d;(x,xt, s) :/o e Stdt Dgga(g)e*%fo &2 (s)ds—vL§ (o)

(0,2)

:/00 e stdt (b0 D:I:a(S)e*%fJ @23, (s)ds— 55 L (a)
0 (0,z)

G((XO) (33', a+, S)G?O) (&—i_: Ty, S)
lat,at,s)+2a/y

=G0y (T, 21, 8) —

Inserting the expression for G (x, x4, 8), we obtain

—V2s(|z¢—al+|a—z|)
o _ oe
(0) (33'7 L, S) 20 \/23(\/%+’Y) ! Tt 2 @
—V2s(|zg—al+|a—z|)
(e} R — ’Ye
(0@ 20, 8) = 21 = @) —mrmmne—, @ < a.

Gy (7,241, 8) =

The inversion of the Laplace transform, see e.g. Abramowitz & Stegun [1],
provides the following expression

Iy (@, 24, 1)

16y (2, 2, t) — ayetkesr*t erfe (7 t/2 + %) : Ty >a

Iy (2, @, t) — (1 — a)yerkes’ erfe (”y t/2 + %) . 1y <a,

with k = (|z; — a| + |a — z]).
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