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Dark soliton past a finite size obstacle:
adiabatic approximation and radiative effects
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Abstract

We consider the collision of a dark soliton with an obstacle in a quasi one dimensional Bose
condensate. The variation of the soliton’s shape and velocity during the collision are first determined
within the adiabatic approach. In this framework, an “effective potential approximation” is esta-
blished where the soliton behaves as an effective classical particle of mass twice the mass of a bare
particle, evolving in an effective potential which is a convolution of the actual potential describing
the obstacle. Radiative effects are then included within perturbation theory. The emitted waves
form two counter propagating wave packets, both moving at the speed of sound. We determine,
at leading order, the total amount of radiation emitted during the collision and compute the
acceleration of the soliton due to the collisional process. It is found that the radiative process is
quenched when the soliton’s velocity reaches the velocity of sound in the system.

PACS numbers:

03.75.-b Matter waves
05.60.Gg Quantum transport
42.65.Tg Optical solitons; nonlinear guided waves
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1 Introduction

One of the many interesting aspects of the physics of Bose-Einstein condensation of ultracold
atomic vapors is to open opportunities of studying mesoscopic-like phenomena in new types of set-
ups. The advances in the production and propagation of Bose-Einstein condensates in more and
more elaborate waveguides (magnetic or optical, micro-fabricated or not [1]) opens up the prospect
of studying a rich variety of quantum transport phenomena for these intrinsically phase-coherent,
finite-sized systems. In particular it has been possible to study quantum interference effects [2],
Bloch oscillations and Landau-Zener tunneling [3], Josephson junctions [4], and superfluidity [5].

Pushing further the analogy in transport properties of mesoscopic systems and Bose condensed
vapors, one notices that, whereas in mesoscopic physics interaction effects are often difficult to
understand, in Bose-Einstein condensates they are more easily accessible to theoretical description
and have the advantage of covering a wide range of regimes, ranging from almost non-interacting
atom lasers to strongly correlated systems. In this line, the existence of nonlinearity in the wave
equation, resulting in the existence of bright [6] a dark [7] solitons, appears as a natural – and rather
simply understood – consequence of interaction on transport phenomena of a quasi one-dimensional
Bose condensed systems.

In the present work we address the problem of transport of a dark soliton in a quasi one dimen-
sional Bose-Einstein condensate. More precisely, we consider a guided Bose-Einstein condensate
and theoretically study the propagation of a dark soliton encountering an obstacle on its way. In
the appropriate limit (see Eq. (1) below) the system is described by a one-dimensional non linear
Schrödinger equation. This equation admits bright a dark solitonic solutions, depending on the sign
of the inter-particle interaction. The obstacle is modeled via an external potential, and this could
correspond to different physical realizations, such as a heavy impurity, a (red or blue) detuned laser
beam crossing the atomic beam, a bend, a twist or a constriction in the shape of the guide.

A soliton under the influence of a perturbation (here, the obstacle) sees its shape and velocity
modified and may also radiate energy (see, e.g., Ref. [8]). Despites their mutual dependence,
these two phenomena are not easily treated on the same theoretical footing. The evolution of
the soliton’s parameters is typically studied within the adiabatic approximation (see Ref. [9] and
reference therein), whereas radiative effects are not so easily described, because their influence on
the soliton’s parameters only appear at second order in perturbation theory (see the discussion in
Section 4.4). However, it has been possible to treat both phenomena concomitantly in the case of
bright solitons [8–12]. Several studies of adiabatic dynamics of dark solitons have appeared [13–18],
but until recently radiative effects have been treated mainly numerically [19–21].

In the present paper we study the dynamics of a dark soliton both within the adiabatic ap-
proximation (Section 3) and via direct perturbation theory (Section 4). This method, based on
the theory of linear partial differential equations, has been established in the case of the nonlinear
Schrödinger equation with repulsive interaction in Refs. [22,23] (see also the earlier attempt [24]).
Although our first interest lies in the physics of guided Bose-Einstein condensates, the method em-
ployed and the results displayed also apply to optical waveguides described by a one dimensional
nonlinear defocussing Schrödinger equation.
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The paper is organized as follows. In Section 2 we present the basic ingredients of the model
and the resulting equation governing the time evolution of the condensate wave function. In
Section 3 we study the dynamics of a soliton via a variational ansatz (this corresponds to what is
called “adiabatic approximation” in the field of nonlinear waves). We show that one can devise a
quite successful approximation that we denote as “effective potential theory”, where the soliton is
assimilated to a classical particle of mass twice the mass of a bare particle, evolving in an effective
potential. The agreement of this approximation with the results of the adiabatic approximation
is verified even for a fine quantity such as the position delay induced on the trajectory of the
soliton by the obstacle. In Section 4 we go beyond the adiabatic approximation and consider the
possible radiations emitted by the soliton. Using perturbation theory, we re-derive the equations of
evolution of the soliton’s parameters previously obtained in Section 3. In the limit of large soliton’s
velocity we furthermore obtain an analytical expression for the amount of radiation emitted by
the soliton during the collision. We obtain a clear physical picture of the collisional process: the
soliton emits radiations (mainly in the backward direction but also in the forward direction) which
form wave packets propagating with the velocity of sound. In addition we show that (within our
leading order evaluation) a soliton reaching the velocity of sound does not radiate, and we propose a
physical interpretation for this phenomenon. Finally we present our conclusions in Section 5. Some
technical points are given in the Appendices. In Appendix A we briefly present the Lagrangian
approach for deriving the dynamics of the parameters of a dark soliton. In Appendix B we recall
the main properties of the spectrum of the operator governing the wave dynamics of the system
around the solitonic solution. In Appendix C we show how to compute some integrals involved in
the evaluation of the total amount of radiation emitted by the soliton.

2 The model

We consider a condensate confined in a guide of axis z and denote by n(z, t) the 1D density
of the system. The condensate is formed by atoms of mass m which interact via a two-body
potential characterized by its s-wave scattering length asc. We consider the case of repulsive
effective interaction, i.e., asc > 0. The condensate is confined in the transverse direction by an
harmonic potential of pulsation ω⊥. The transverse confinement is characterized by the harmonic
oscillator length a⊥ = (h̄/mω⊥)1/2.

n1D denoting a typical order of magnitude of n(z, t), we restrict ourselves to a density range
such that

(asc/a⊥)2 ≪ n1D asc ≪ 1 . (1)

This regime has been called “1D mean field” in Ref. [25]. In this range the wave-function of the
condensate can be factorized in a transverse and longitudinal part [26–28]. The transverse wave-
function is gaussian (this is ensured by the condition n1D asc ≪ 1) and the longitudinal one, denoted
by ψ(z, t) (such that n(z, t) = |ψ(z, t)|2), satisfies an effective 1D Gross-Pitaevskii equation (see,
e.g., [26–28]):

− h̄2

2m
ψzz +

{

U(z) + 2h̄ω⊥ asc|ψ|2
}

ψ = ih̄ ψt . (2)
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In Eq. (2), U(z) represents the effect of the obstacle. We restrict ourselves to the case of localized
obstacle such that limz→±∞U(z) = 0. Hence, we can consider that the stationary solutions of (2)
have at infinity an asymptotic density unperturbed by the obstacle. Besides, considering solutions
without current at infinity, we impose the following form to the the stationary solutions:

ψsta(z, t) = f(z) exp[−iµ t/h̄] , with lim
z→±∞

f(z) =
√
n∞ . (3)

where n∞ is the 1D density far from the obstacle and µ = 2h̄ω⊥ ascn∞ the chemical potential [29].

We note here that in (1) we have discarded very low densities in order to prevent the system to
get in the Tonks-Girardeau regime where the mean field picture implicit in Eq. (2) breaks down [27,
30]. This can be intuitively understood as follows: it is natural to assume that the Gross-Pitaevskii
scheme is valid, i.e., that the system can be described by a collective order parameter ψ, only if the
interparticle distance (of order n−1

∞ ) is much smaller than the minimum distance ξ over which ψ
can significantly vary [ξ is the healing length, defined by ξ = h̄/(mµ)1/2 = a⊥/(2ascn∞)1/2]. The
condition n−1

∞ ≪ ξ then imposes to consider the regime n∞ asc ≫ (asc/a⊥)2 to which, from (1), we
restrict our study [31].

In all the following we use dimensionless quantities: the energies are expressed in units of µ,

the lengths in units of ξ and the time in units of h̄/µ. ψ is also rescaled by a factor n
−1/2
∞ , this

corresponds to express the linear density in units of the density at infinity, n∞. We keep the same
notations z, t, U(z), ψ(z, t) for the rescaled quantities. Eq. (2) now reads

−1

2
ψzz +

{

U(z) + |ψ|2
}

ψ = i ψt . (4)

From (3), the stationary solutions of (4) are of type f(z) exp[−i t], f being real, and solution of

−1

2
fzz +

{

U(z) + f2 − 1
}

f = 0 , (5)

with the asymptotic condition limz→±∞ f(z) = 1.
The method we will expose is quite general and applies to a broad range of potential U(z), but

for concreteness we will often display the explicit solutions of the problem in the case of a point-like
obstacle, where U(z) = λ δ(z); λ > 0 (< 0) corresponds to a repulsive (attractive) obstacle. For
such an obstacle, the solution of (5) is

f(z) =

{

tanh(|z| + a) if λ > 0
coth(|z| + a) if λ < 0

with a =
1

2
sinh−1

(

2

|λ|

)

. (6)

In section 4 we will concentrate on perturbative aspects of the problem and consider the case
of a weak potential U(z). For a point like obstacle, this corresponds to the limit |λ| ≪ 1. In this
case sinh−1(2/|λ|) ≃ ln(4/|λ|) and Eqs. (6) simplify to

f(z) ≃ 1 − λ

2
exp{−2|z|} . (7)
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In the general case, one can design a simple treatment [28, 32] valid for any weak potential U(z)
leading after linearization of Eq. (5) to the perturbative result f(z) = 1 + δf(z) with

δf(z) ≃ −1

2

∫ +∞

−∞

dy U(y) exp{−2|z − y|} , (8)

of which (7) is a particular case. In section 4 it will reveal convenient to re-write (8) in an other
way: denoting by Û(q) =

∫

R
dz U(z) exp(−iqz) the Fourier transform of U(z), one may equivalently

express δf defined in (8) as

δf(z) ≃ −2

∫ +∞

−∞

dq

2π

Û(q)

4 + q2
exp{iqz} . (9)

The stationary solutions of the problem being defined, let us now turn to the main subject of
the present work and consider the case of time-dependent solutions corresponding to a dark soliton
propagating in the system. The soliton will appear as a distortion of the stationary background and
it is here very natural to follow the approach of Frantzeskakis et al. [16] who write the wave-function
of the system as a product:

ψ(z, t) = φ(z, t)f(z) exp(−i t) . (10)

φ(z, t) in Eq. (10) accounts for the deformation of the stationary background f(z) exp(−i t) caused
by the motion of a soliton in the system. From Eq. (4) we see that the unknown field φ(z, t) is
solution of the following equation:

iφt +
1

2
φzz −

{

|φ|2 − 1
}

φ = R[φ] , (11)

where

R[φ] = −φz
fz

f
+ (f2 − 1)(|φ|2 − 1)φ . (12)

Far from the obstacle, f(z) = 1 and thus R[φ] = 0. In this case, the motion of a dark soliton
in the system is described by the usual solitonic solution of the defocussing non-linear Schrödinger
equation [33]:

φ(z, t) = Φ(z − V t− b, θ) , (13)

where

Φ(x, θ) = χ(x, θ) + i V , with χ(x, θ) = cos θ tanh(x cos θ) and sin θ = V . (14)

Eqs. (13,14) describes a dark soliton consisting in a density trough located at position V t + b at
time t. The phase change across the soliton is 2θ − π. The choice of the parameter θ in [0, π/2]
corresponds to a soliton moving from left to right with a velocity V = sin θ ∈ [0, 1]. Note that a
dark soliton has a velocity always lower than unity (which, in our rescaled units is the velocity of
sound [34]). When θ = 0, the soliton is standing and its minimum density is zero, it is referred
to as a black soliton. When θ 6= 0 one speaks of a gray soliton. We display on Fig. 1 the density
profile and the phase of the wave-function ψ(z, t) [see Eq. (10)] describing a soliton incident with
velocity V = 0.4 on a repulsive point-like obstacle characterized by λ = 0.5.
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Figure 1: Upper plot: Density profile
of a dark soliton incident with velocity
V = 0.4 on a point-like repulsive obsta-
cle U(z) = λ δ(z) (with λ = 0.5). The
arrow represents the direction of propaga-
tion of the soliton. Lower plot: phase of
the wave function ψ(z, t = 0) describing
the system. Across the soliton the phase
of the wave function changes from π − θ
to θ (with V = sin θ).

3 Adiabatic approximation

The simplest method for studying the effect of the presence of an obstacle on the motion of a soliton
is the adiabatic approximation. This is a variational approach: one assumes that the soliton wave
function keeps a time independent functional form with time dependent parameters. This method
amounts to neglect radiative effects and is only valid in the limit where the variational parameters
evolve slowly in time. Inclusion of radiative effects will be addressed in Section 4.

We choose here to employ the Lagrangian technique devised in Ref. [14]. The adiabatic solution
φa is parametrized as follows:

φa(z, θ(t), z̄(t)) = Φ(z − z̄(t), θ(t)) , (15)

where Φ is defined in Eq. (14). θ(t) and z̄(t) are still unknown functions verifying at initial times
θ(−∞) = θ0, z̄(−∞) = −∞, θ̇(−∞) = 0 and ˙̄z(−∞) = sin θ0.

In the absence of obstacle, the equation of motion (11) (with R ≡ 0) can be derived from the
Lagrangian density

L[φ, φ∗] =
i

2
(φ∗φt − φφ∗t )(1 − 1

|φ2|) −
1

2
|φz|2 −

1

2
(|φ|2 − 1)2 . (16)

From (15) one can construct a Lagrangian L(θ, θ̇, z̄, ˙̄z) for the variational parameters:

L(θ, θ̇, z̄, ˙̄z) =

∫ +∞

−∞

dz L[φa, φ
∗

a] , (17)

and one can then show (see Appendix A for a discussion of the method and derivation of the
equations) that the soliton parameter q(t) (where q is a generic name for θ and z̄) evolves according
to a modified Lagrange equation:

∂qL− d

dt
(∂q̇L) = 2 Re

{
∫ +∞

−∞

dz R∗[φa] ∂qφa

}

. (18)
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For our specific choice (15) of parameters the Lagrangian L reads

L(θ, θ̇, z̄, ˙̄z) = ˙̄z [π − 2 θ − sin(2 θ)] − 4

3
cos3 θ , (19)

and the equations of motion (18) read explicitly

4 θ̇ cos2 θ = 2 Re

{
∫ +∞

−∞

dz R∗[φa] ∂z̄φa

}

, (20)

and

4 cos2 θ (sin θ − ˙̄z) = 2 Re

{
∫ +∞

−∞

dz R∗[φa] ∂θφa

}

. (21)

We note here a general feature, always valid in the framework of the adiabatic approximation:
Equation (4) conserving energy, one can show that the soliton’s energy defined in (A4,A5) has the
same value far before and far after the collision with the obstacle (the demonstration is essentially
the same as the one given in Section 4.4 where, in addition, the consequences of soliton’s radiation
– neglected in the adiabatic approximation – are taken into account). As a result, one obtains for
the solutions of (20,21) that θ(+∞) = θ(−∞), and ˙̄z(±∞) = sin θ(±∞) = V . Hence the soliton’s
shape and velocity may change during the collision, but they eventually regain their initial values.
This is intimately connected to the neglecting of radiative effects in the present approach.

In order to get more insight on the details of the dynamics of the soliton, one should solve
Eqs. (20,21) numerically for a particular obstacle. This is done in the end of this Section, where
we study the behavior of a soliton incident on a delta scatterer. But before going to this point, it
is interesting to study some limiting cases. In particular, the dynamics of the variational solution
can be more easily understood in the limit of a weak potential, when Eq. (8) holds. In this case,
the term R of Eqs. (11,12) reads:

R[φa] ≃ −∂zφa (∂zδf + 2φa δf) . (22)

Then, multiplying Eq. (20) by ˙̄z and adding with Eq. (21) multiplied by θ̇ yields

4 θ̇ sin θ cos2 θ = 2 Re

{
∫ +∞

−∞

dz R∗[φa]
(

˙̄z ∂z̄φa + θ̇ ∂θφa

)

}

. (23)

In the limit of a weak potential, we have to keep in mind that R is a small quantity (of order
of U). It is then legitimate at first order to replace in the r.h.s. of (23) ˙̄z by sin θ and to drop the
term θ̇. One thus obtains:

θ̇ =
3

4
cos2 θ

∫ +∞

−∞

dz
∂zf

cosh4[cos θ(z − z̄)]
. (24)

A further simplification of the equations is obtained in the limit of very dark soliton (almost
back), when θ → 0. In this limit θ̇ ≃ ¨̄z and using expression (8) for f we can put Eq. (24) in the
following form:

2 ¨̄z = −dUeff

dz̄
where Ueff(z̄) = −3

2

∫ +∞

−∞

dz
δf(z)

cosh4(z − z̄)
=

1

2

∫ +∞

−∞

dz
U(z)

cosh2(z − z̄)
. (25)

7



If we furthermore consider a potential U(z) which slowly depends on z (over a length scale much
larger than unity [35]), then U(z) in the convolution of the r.h.s of (25) does not appreciably vary
over the distance where the term cosh−2(z − z̄) is noticeable. This yields

Ueff(z̄) ≃
U(z̄)

2

∫ +∞

−∞

dz
1

cosh2(z − z̄)
= U(z̄) . (26)

Eqs. (25,26) shows than in the appropriate limit (very dark soliton, weak and slowly varying
potential) the soliton can be considered as an effective classical particle of mass 2 (i.e. twice the
mass of a bare particle), of position z̄ (the position of the center of the density trough) evolving
in a potential U(z̄). If we relax the hypothesis of slowly varying potential, the soliton can still be
considered as a particle of mass 2, but it now evolves in an effective potential Ueff(z̄) defined in
(25) as a convolution of the real potential U(z). The fact that the effective mass of the soliton is
twice the one of a bare particle has already been obtained in Refs. [15,16,18,36]. Previous studies
mainly focused on slowly varying external potentials and, as a result, the existence of an effective
potential Ueff – different from U – had not been noticed so far, except in Ref. [16] where this result
has already been obtained in the special case of a delta scatterer. In the following, we denote the
approximation corresponding to Eq. (25) as the effective potential approximation: the soliton is
considered as an effective classical particle of mass 2, position z̄, moving in the potential Ueff(z̄).

Let us now study in details a particular example. We consider a soliton incident on a point-like
obstacle, i.e., a delta scatterer characterized by U(x) = λ δ(x). In this case, the static background
f(z) is given by (6) and Eqs. (20) and (21) read

θ̇ = sgn(λ) cos2 θ

∫ +∞

0

dz

sinh(2z + 2a)

(

1

cosh4X
− 1

cosh4 Y

)

+
cos3 θ

2

∫ +∞

0
dz
[

1 − f2(z)
]

(

tanhX

cosh4X
− tanhY

cosh4 Y

)

, (27)

and

sin θ − ˙̄z = sgn(λ) sin θ

∫ +∞

0

dz

sinh(2z + 2a)

(

X cosh−2X + tanhX

cosh2X
+
Y cosh−2 Y + tanhY

cosh2 Y

)

+
sin θ cos θ

2

∫ +∞

0
dz
[

1 − f2(z)
]

(

1 −X tanhX

cosh4X
+

1 − Y tanhY

cosh4 Y

)

. (28)

X and Y in Eqs. (27,28) are notations for (z − z̄) cos θ and (z + z̄) cos θ respectively, and the
expressions of function f and of parameter a are given in Eq. (6). Solving Eqs. (27,28) numerically,
we obtain the time evolution of the parameters of the soliton. We plot on Figs. 2 and 3 the
behavior of z̄ as a function of t for different initial velocities V . Fig. 2 corresponds to a repulsive
interaction with λ = +1 and Fig. 3 to an attractive one with λ = −1. The initial conditions for the
numerical integration of (27,28) are taken to be z̄(t = 0) = −10 and ˙̄z(t = 0) = sin[θ(t = 0)] = V .
Several curves are drawn, corresponding to several values of V . In the repulsive case (Fig. 2),
three initial velocities have been chosen: V = 0.9, 0.707 and 0.4. The value V = 0.9 corresponds
to a fast soliton which is weakly perturbed by the barrier, the value V = 0.4 to a reflected soliton,

8



and the value V = 0.707 is just below the value V =
√

λ/2 which, according to the effective
potential approximation (25), is the separatrix between transmission and reflexion (corresponding
to V 2 = max {Ueff(z̄)} = λ/2). In the attractive case (Fig. 3) the curves are drawn in the cases
V = 0.707, 0.4 and 0.3. On both figures, the solid lines correspond to the exact numerical solution
of (27,28) and the dashed lines to the result of the effective potential approximation.

0 20 40   t
−10

0

10

 z

V=0.9

V=0.707

V=0.4

Figure 2: z̄(t) for solitons of initial velocity V ,
incident on a repulsive obstacle U(x) = δ(x).
The solid lines correspond to the numerical
solution of Eqs. (27,28) and the dashed lines
to the effective potential approximation (25).

0 20 40   t
−10

0

10

 z

V=0.3

V=0.707

V=0.4

Figure 3: Same as Fig. 2 for solitons in-
cident on an attractive obstacle U(x) =
−δ(x). The dashed lines corresponding
to the effective potential approximation are
hardly distinguishable from the solid lines
which correspond to the numerical solution
of Eqs. (27,28).

It is interesting to note that the effective potential approximation, which could be though as
oversimplified, is often very good. The worst agreement occurs in the case of repulsive obstacle,
near the separatrix (which is estimated by the effective potential approximation to occur in the
case of Fig. 2 at V = 1/

√
2). As we will see below (Fig. 4), the effective potential approximation

does not exactly predict the location of this separatrix whereas, in this region, the trajectories are
strongly affected by small changes of the initial velocity V . This is the reason for the bad agreement
of the result of the approximate method with the ones given by the numerical integration of Eqs.
(27,28) for V = 0.707. However, it is surprising to note that the effective potential approximation
is generically valid, even in the case where the soliton is far from being very dark: even the limit
V → 1 is very accurately described by this approximation on Figures 2 and 3.

In order to investigate more precisely the limit of large initial velocities V , and to assess the
validity of the effective potential approximation, let us now establish the form of Eqs. (20,21) in
the case of a weakly perturbed soliton. From the effective potential approximation, one might infer
that the soliton is weakly perturbed by the obstacle when its initial energy is large compared to
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the external potential Ueff, i.e., in the regime V 2 ≫ U (since Ueff and U are typically of same order
of magnitude). This is indeed confirmed by the numerical results presented on Figs. 2 and 3. In
this limit one may write θ(t) = θ0 + θ̃(t) and z̄ = V t + z̃(t), with θ̃ ≪ θ0 and ˙̃z ≪ V . z̃ has
the meaning of a delay in position: it is the difference between the position of the center of the
soliton in presence of the obstacle with the value it would have in absence of the obstacle. The
perturbative versions of Eqs. (20,21) read

4 ˙̃θ cos2 θ0 = −2 Re

∫ +∞

−∞

dz R∗[Φ(z − V t, θ0)] Φz(z − V t, θ0) , (29)

and

4 cos2 θ0 [θ̃ cos θ0 − ˙̃z ] = 2 Re

∫ +∞

−∞

dz R∗[Φ(z − V t, θ0)] Φθ(z − V t, θ0) . (30)

From these equations it is a simple matter to compute analytically the asymptotic expressions of
the soliton parameter. One obtains – as expected – θ̃(+∞) = 0, and the asymptotic delay in
position is

z̃(+∞) = −Û(0)
1 + 2V 2

6V 2
, (31)

where Û(0) =
∫

R
dxU(x). Equation (31) for z̃(+∞) is an approximation (valid in the regime

V 2 ≫ U) of the exact result
z̃(+∞) = lim

t→+∞
{z̄(t) − V t} . (32)

In the case of a delta scatterer, the exact value (32) was computed through numerical solution of
Eqs. (27,28). The result is displayed in Fig. 4 (solid curves) and compared with the approximate
expression (31) (dotted curves) and with the result of the effective potential approximation (dashed
curves).

0 0.2 0.4 0.6 0.8 1 V
−4

−3

−2

−1

0

1

2

3

4

 z
 

∼  (
+∞

)

λ = − 0.5

λ = 0.5

Figure 4: z̃(+∞) as a function of the initial
velocity V of a soliton incident on a delta
peak U(x) = λ δ(x). The upper curves cor-
respond to the case λ = −0.5, the lower ones
to the case λ = 0.5. The solid lines are the
exact result (32) obtained form the numeri-
cal integration of Eqs. (27,28). The dashed
curves are the result (33) of the effective po-
tential approximation and the dotted curves
are the approximate result (31).

In the case of the effective potential approximation, the value of the delay z̃(+∞) can be
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computed either via the numerical solution of the equation of motion (25) or via the formula

z̃(+∞) =

∫ +∞

−∞

dx

[

1 − 1
√

1 − Ueff(x)/V 2

]

. (33)

From this expression, one sees that in the limit V 2 ≫ Ueff ∼ U , the effective potential approxi-
mation yields a result z̃(+∞) ≃ −1

2 Û(0)/V 2. Hence, in this limit, the delay computed via the
effective potential approximation at V = 1 is correct (since it agrees with the result (31) at V = 1).
This is surprising, because the effective potential approximation is expected to be accurate only
for very dark solitons. However, one can also notice that detailed agreement with the exact result
(32) is missed since, in the limit V 2 ≫ U , the asymptotic evaluation (31) of (32) does not exactly
match the one of (33). Yet, one sees from Fig. 4 that the delay computed via the effective potential
approximation is in surprisingly good agreement with the exact value, even for fast solitons. In par-
ticular, in the case of an attractive potential, the exact evaluation of z̃(+∞) and its approximation
(33) are hardly distinguishable.

4 Perturbation theory

In the preceding section we did not consider the possibility that a soliton radiates phonons when
encountering the obstacle. This will be done in the present section, in the limit where the obstacle
only weakly perturbs the trajectory of the soliton. We have seen in the previous section that this
corresponds to the limit V 2 ≫ max{Ueff(z)}, i.e., schematically to V 2 ≫ U . In the following we
will establish the basis for a systematic perturbation expansion, and for properly identifying the
orders of perturbation at which the expansion is done, it is customary to introduce an artificial
multiplicative parameter ǫ in the potential of the obstacle (otherwise of arbitrary form). For an
obstacle characterized by ǫ U(z), the condition of small perturbation reads V 2 ≫ ǫ U . Since the
soliton velocity is always lower than unity (which is the speed of sound in our dimensionless units)
we are indeed in the regime where ǫ U ≪ 1, i.e., Eqs. (8,9) hold.

4.1 Basic equations

As in the previous section, at initial times the soliton is unperturbed and described by φ(z, t) =
Φ(z − V t, θ0) [Φ is defined in Eq. (14)] i.e., one considers a soliton incident from left infinity with
velocity V = sin θ0. The solution of Eq. (11) is now supposed to consist in a soliton (whose
parameters weakly depend on time) plus some radiated phonons:

φ(z, t) = Φ(z − z̄(t), θ(t)) + δφ(z, t) , (34)

where
δφ(z, t) = ǫ φ1(z, t) + ǫ2 φ2(z, t) + ... . (35)

It is more appropriate to define δφ in (34) and the φi’s in (35) as functions of z − z̄(t) than as
functions of z. To this end, we define x = z− z̄(t) and choose to work with x and t as independent
parameters rather than z and t. This corresponds to the transformation

∂z , ∂t → ∂x , ∂t − ˙̄z ∂x . (36)

11



Furthermore, in order to take into account the slow time-dependence of the parameters of the soli-
ton, it is customary to introduce multiple time scales: tn = ǫn t (n ∈ N). A time dependent function
could for instance depend on t via t1, indicating a weak time dependence (a t2 dependence being
related to an even weaker time dependence and a t0 dependence to a “normal” time dependence).
Generically, time dependent quantities will be considered as functions of all the tn’s, with

∂t = ∂t0 + ǫ ∂t1 + ǫ2 ∂t2 + ... , (37)

In the following we will make an expansion at order ǫ and it will suffice to consider only the fast
time t0 and the first slow time t1. The soliton’s parameters θ and z̄ are considered as functions
θ(t1) and z̄(t0, t1) [37].

Putting everything together, we see that, at order ǫ, Eqs. (34,35) read explicitly

φ(z, t) = Φ(x, θ(t1)) + ǫ φ1(x, t0, t1) , with x = z − z̄(t0, t1) . (38)

Eq. (11) is now rewritten taking the transformations (36) and (37) into account, with an expansion
at order ǫ. To this end, we have to take into account that R[φ] defined in (12) is a small quantity
and can be written at first order in ǫ as [compare with (22)]

R[φ] ≃ −∂xΦ(x, θ)
[

∂zδf(z) + 2Φ(x, θ)δf(z)
]

≡ ǫR(x, z) , (39)

where z = x + z̄(t0, t1) and δf(z) is defined as in (8), with an extra multiplicative factor ǫ in U
which as been written explicitly in the definition of R in the r.h.s. of (39).

We are now ready to expand Eq. (11) in successive orders in ǫ. The first order contribution
reads

−1

2
Φxx + iz̄t0 Φx + (|Φ|2 − 1)Φ = 0 , (40)

implying that
z̄t0 = sin θ . (41)

Whence z̄ can be written as [38]
z̄ = t0 sin θ + z̃(t1) , (42)

where z̃(t1) is a still unknown function, bearing however important similarities with the quantity
z̃(t) defined in the previous section.

At next order in ǫ one obtains

i∂t0φ1 =
[

− 1

2
∂2

x + i sin θ ∂x + 2|Φ|2 − 1
]

φ1 + Φ2 φ∗1 + R− iθt1 Φθ + iz̄t1 Φx . (43)

Eq. (43) can be rewritten as

i∂t0 |φ1〉 = H|φ1〉 + σ3 |R 〉 + iz̄t1 |ωe〉 −
θt1

cos θ
|Ωe〉 , (44)

where |φ1〉 = (φ1, φ
∗
1)

T , |R 〉 = (R,R∗)T , σ3 is the third Pauli matrice, and

H =

(

−1
2∂

2
x + i sin θ ∂x + 2|Φ|2 − 1 Φ2

−Φ∗ 2 1
2∂

2
x + i sin θ ∂x − 2|Φ|2 + 1

)

. (45)
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H is not diagonalizable, but can be put in a Jordan form in a manner similar to what has been
done for the attractive non-linear Schrödinger equation [39]. Its eigenfunctions and eigenvalues are
presented in Appendix B. In particular, |ωe〉 and |Ωe〉 appearing in (44) belong to the generalized
null space of H, they verify H|ωe〉 = 0 and H|Ωe〉 = cos2 θ |ωe〉. Aside its null space, H has two
continuous branches of excitations which we denote by its “phonon spectrum”. The corresponding
eigenfunctions are denoted by |Ξ±

q 〉 with q ∈ R (see Appendix B).
It is physically intuitive that |φ1〉 corresponding to the radiated part should be expanded over

the phonon part of the spectrum of H:

|φ1〉 =
∑

α=±

∫ +∞

−∞

dq Cα
q (t0, t1) |Ξα

q 〉 . (46)

A more technical argument for limiting the expansion (46) to the phonon components of the spec-
trum of H is the following: one might think that a greater generality could be achieved by allowing
|φ1〉 to have also components on |ωe〉 and |Ωe〉 for instance. However, exactly as in the case of
the bright soliton, these components can (and should) be imposed to remain zero for avoiding
appearance of secular terms in the evolution of the soliton’s parameters [12].

Applying 〈ωe|σ3 and 〈Ωe|σ3 on (44) and using the orthogonality relations (B6), one obtains the
equations of evolutions of the parameters of the soliton:

4 θt1 cos2 θ = −〈ωe|R 〉 = −2 Re

{
∫ +∞

−∞

dxΦx R∗(x, x+ z̄)

}

=
2

ǫ
Re

{
∫ +∞

−∞

dz R∗[φa]∂z̄ φa

}

, (47)

and

4 z̄t1 cos2 θ =
1

i cos θ
〈Ωe|R 〉 = −2 Re

{
∫ +∞

−∞

dx Φθ R∗(x, x+ z̄)

}

= −2

ǫ
Re

{
∫ +∞

−∞

dz R∗[φa] ∂θφa

}

. (48)

We used in the final expression of Eqs. (47) and (48) the notations of Section 3, to make it clear
that the present formalism gives, for the equations of evolution of the parameters of the soliton, the
same expressions as those obtained via the adiabatic expansion. This is evident in the case of Eq.
(47) which is the slow time analogous of Eq. (20) (since θ̇ = ǫ θt1). In a similar way, the prescription
(37) indicates that ˙̄z = z̄t0 + ǫ z̄t1 ; combining Eqs. (41) and (48) one sees that the equations of
evolution of z̄ obtained in the present section correspond to the multiple time expansion of Eq. (21).
As a side result of this exact correspondance of the time evolution of the soliton’s parameters, we
obtain here that, as in the adiabatic approach, sin[θ(t1 → ±∞)] = V and the quantity z̃ appearing
in (42) is identical when t1 → +∞ to the one defined in (32).

A technical remark is in order here. One can notice that in (34) we did not consider the most
general variational form for the solitonic component of the wave function. We could have let its
global phase depend on time for instance, and this would have given in (44) a contribution along
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|ωo〉 (|ωo〉 is defined in Appendix B). Similarly, a more general variational ansatz could also have
been used in Section 3. The important point is that if the soliton’s component are chosen within
the same variational space, one obtains – in the adiabatic and perturbative approach – the same
equations for the time evolution of the soliton’s parameters. Besides, the radiative term φ1 having
in all cases to be restricted to the phonon part of the spectrum, its time evolution is not (at least
in the limit V 2 ≫ ǫ U , see below) affected by the specific choice of variational parameters made for
describing the soliton.

4.2 the radiated part

The time evolution of the radiative component |φ1〉 is obtained in a manner similar to what is done
for the soliton’s parameters. Projecting Eq. (44) on the phonon eigenfunctions of H by applying
〈Ξα

q |σ3 yields
iNα

q ∂t0C
α
q = Nα

q ε
α
q C

α
q + 〈Ξα

q |R〉 , (49)

where α = ±. εαq in (49) is the eigenvalue of H associated with |Ξα
q 〉 [see (B2)]

εαq = q

(

− sin θ + α

√

q2

4
+ 1

)

, (50)

and Nα
q is a normalization factor [see (B4) and (B5)]. In deriving (49), we have taken into account

that the eigenfunctions |Ξα
q 〉 depend on t only through the slow time t1 (via sin θ). The same holds

for εαq and Nα
q . Thus, writing

Cα
q (t0, t1) = Dα

q (t0, t1) exp{−i εαq t0} , (51)

one has at the same order of approximation than (49)

∂t0D
α
q =

1

iNα
q

〈Ξα
q |R〉 . (52)

In integrating Eq. (52) we can choose between two equivalent strategies. The first (and difficult)
one is to solve this equation taking into account that t1 = ǫ t0 and that θ and z̄ have the time
dependence specified by Eqs. (41,47,48). The second one is to integrate this equation considering
t0 and t1 as independent variables. In this case, the t1 dependence of θ and z̄ will not matter and
the t0 dependence of z̄ will be specified by (42). According to this second method one obtains

Dα
q (t0, t1) =

1

iNα
q

∫ t0

−∞

dt′0 e
iεαq t

′

0 〈Ξα
q |R〉 + D̃α

q (t1) , (53)

where D̃α
q is an unknown function of t1 [verifying D̃α

q (t1 → −∞) = 0] which could be determined
by pushing the perturbative expansion to next order in ǫ. In the following we will simply neglect
this term. This corresponds to the limit where all the t1 dependent terms are nearly constant, i.e.,
to the limit where the parameters of the soliton are very weakly affected by the obstacle. We saw
in the previous section that this limit is reached when ǫ U ≪ V 2.
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Of most interest to us is the total amount of radiation emitted by the soliton. For the determi-
nation of this quantity we need the explicit expression of (53) at large times. In the limit t0 and
t1 → +∞, Eq. (53) (without the D̃α

q term) reads explicitly

Dα
q (+∞) =

1

iNα
q

∫

R2

dx dt′0 e
iεαq t

′

0
[

uα ∗

q (x)R(x, x+ z̄(t′0,+∞)) + vα ∗

q (x)R∗(x, z̄(t′0,+∞))
]

, (54)

where the functions uα
q (x) and vα

q (x) are the explicit components of |Ξα
q 〉 defined in Appendix B

[Eq. (B3)]. Note that the t1 dependent parameters in (54) have been given their asymptotic value.
In particular, sin θ(t1 → +∞) = sin θ0 = V , and according to (42) one has here z̄(t′0,+∞) =
V t′0 + z̃(+∞). The integration along t′0 in (54) can be computed easily using the expression (39)
for R and (9) for δf , leading to

Dα
q (+∞) =

4

i V Nα
q

Û∗(
εα
q

V )

4 + (
εα
q

V )2
e
−iεα

q z̃(+∞)/V ×
∫

R

dx e
−iεα

q x/V ∂xΦ

[

uα ∗

q (x)

(

Φ(x) − iεαq
2V

)

+ vα ∗

q (x)

(

Φ(x)∗ − iεαq
2V

)]

. (55)

A long but straightforward computation gives the final result:

Dα
q (+∞) = − 1

16V 3

q
√

1 + q2/4

Û∗(εαq /V ) e
−iεα

q z̃(+∞)/V

sinh

(

π q
√

1 + q2/4

2V
√

1 − V 2

) . (56)

From this expression we see that the radiations participate in (38) to the total wave-function with
a contribution of order (ǫ Û/V 2)

√
1 − V 2. According to the approximation scheme defined in the

beginning of the present section we have V 2 ≫ ǫ U . Since Û and U are of same order of magnitude,
the radiated part is, as expected, a small quantity.

4.3 Backward and forward emitted wave packets

At this point it is interesting to study in more detail the structure of the phonon part of the wave
function, i.e., of φ1(x, t). From Eqs. (46) and (B3) of can separate φ1 into two parts: φ1 = φ+

1 +φ−1
with

φα
1 (x, t) =

∫

R

dq Cα
q (t)uα

q (x) . (57)

Note that the separation between the slow and fast time we used up to now in order to identify
which time derivatives were negligible is no longer necessary and we will henceforth only employ
the actual time t. From the explicit expressions (50,51) and (B3) one sees that φ+

1 (φ−1 ) describes
waves propagating toward the positive (negative) x.

We are interested in studying the outcome of the collision, i.e., in obtaining an analytical
evaluation of (57) when t → +∞. To this end, one uses the fact that at large time one has
Cα

q (t) ∝ exp{−iεαq [t+ z̃(+∞)/V ]}. Hence, instead of working with the variable t, it is convenient
here to define τ = t+ z̃(+∞)/V , and to write Eq. (57) under the following form

φα
1 (x, t) =

∫

R

dq Gα(q, x) exp{i[q(x+ V τ) − α τ F (q)]} , (58)
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where F (q) = q (q2/4 + 1)1/2 and Gα(q, x) = [q/2 + εαq /q + iχ(x)]2Dα
q (+∞) exp{iεαq z̃(+∞)/V }. In

the appropriate limit (to be defined soon), one can evaluate this expression through a saddle phase
estimate. In this limit, the rapidly oscillating phase in (58) is stationary at point ±qα which are
solutions of x+ V τ = α τ F ′(q). One has

q2α =
1

2

[

X2 − 4 + αX
√

X2 + 8
]

, with X = V +
x

τ
. (59)

One can easily verify that qα goes to zero when V+x
τ = α and that q2α is positive only if α(V +x

τ ) > 1.
From this, one sees that the saddle phase estimate of (57,58) is accurate when the two saddles are
well separated, i.e., in the regime x≫ (1 − V ) τ for α = +, and x≪ −(1 + V ) τ for α = −. If one
of these conditions is fulfilled one obtains

φα
1 (x, t) ≃ Gα(qα, x)

√

2π

|F ′′(qα)| e
i[qα(x+V τ)−α τ F (qα)−α π/4]

+ Gα(−qα, x)
√

2π

|F ′′(qα)| e
−i[qα(x+V τ)−α τ F (qα)−α π/4] . (60)

The exact expression computed from (57) is compared in Fig. 5 with the saddle phase estimate
(60). The curves are drawn at τ = 60 [41] for a soliton with incident velocity V = 0.5. The obstacle
is here taken to be a delta scatterer λ δ(x). φ1 is drawn in arbitrary units, meaning that we do not
specify the value of λ [which factorizes out in expression (56)].
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Figure 5: Re {φ1(x, t)} as a function of
x for τ = 60 for a soliton of initial velo-
city V incident on a delta scatterer. The
thick line represents the result (57) and
the thin line its semiclassical approxima-
tion (60). For legibility we have sepa-
rated the region where φ−1 is non zero
(around x = −90) from the one where
φ+

1 is non zero (around x = 30). Note
that in the expected domain of valid-
ity of Eq. (60) (x ≫ 30 and x ≪ −90)
one can hardly distinguish the thick line
from its semiclassical approximation.

One sees on Figure 5 that the semiclassical approximation (60) is excellent in all its expected
domain of validity and diverges at x = (1 − V ) τ = 30 (for α = +) and x = −(1 + V ) τ = −90
(for α = −) [40]. Hence, these points can be considered as representative of the region where the
contribution of φ+

1 and φ−1 to the total wave function is more important. Roughly speaking, the
present approach indicates that, long after the collision, φα

1 (x, t) is maximum around x = (α−V ) τ .
We recall that when using x (instead of z) as position coordinate, the soliton is, at all times, located
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around x = 0. Hence, going back to the z coordinate, we have a clear picture of the process at large
times: the soliton propagates at velocity V (the same as its initial velocity) after having emitted
phonons which form two wave packets, one propagating in the forward direction with group velocity
1 (i.e., the sound velocity) and the other one propagating backwards with group velocity −1. The
same conclusion seems to be reached in the numerical simulations of Parker et al. [20, 21].

4.4 Radiated energy

A quantity of importance for characterizing the system is the total energy radiated by the soliton.
Eq. (4) for the field ψ which, in the present work, is of the form ϕ(z, t) exp(−i t) [cf. Eq. (10)],
conserves the energy E defined as:

E [ϕ] =

∫

R

dz

{

1

2
|ϕz|2 +

1

2
(|ϕ|2 − 1)2 + U(z) |ϕ|2

}

. (61)

In order to have an expression of the energy in terms of the field φ which, when φ = Φ, matches
the usual expression (A4) of the energy of the soliton, we rather work with the quantity E[φ] =
E [fφ] − E [f ]. E[φ] is of course a conserved quantity, and we are interested in its expression far
before (t → −∞) and far after (t → +∞) the collision with the obstacle. In this limit, f(z) − 1
and U(z) are non zero only when z is close to to origin, whereas in the same region φ(z, t) − 1 is
zero. After a change of variable from z to x = z − z̄(t), the above considerations allow to obtain
the simplified expression for E (only valid when t → ±∞)

E[φ] =
1

2

∫

R

dx
{

|φx|2 + (|φ|2 − 1)2
}

. (62)

Using the decomposition (34), keeping the lowest orders in δφ, using Eq. (B7) and taking into
account the fact that, when t → ±∞, |Φ|2 − 1 is zero in the regions where δφ is noticeable, one
obtains

E[φ] =
1

2

∫

R

dx
{

|Φx|2 + (|Φ|2 − 1)2
}

+
1

2

∫

R

dx
{

|δφx|2 +
(

Φ∗δφ+ δφ∗Φ
)2
}

+ O(δφ3) . (63)

The first integral of the r.h.s. of (63) corresponds to the soliton’s energy and is equal to 4
3 cos3 θ.

The second integral of the r.h.s. of (63) corresponds to the energy of the radiated part and is
denoted by Erad in the following.

We are now facing a difficulty: we performed a computation at order ǫ and at this order we
saw that θ(+∞) = θ(−∞) (since the equations for the soliton’s parameter are the same as the
one obtained in the adiabatic approximation). Accordingly, Erad in (63) being of order ǫ2 should
be neglected. Hence, at order ǫ nothing has occurred for the soliton’s energy: this quantity is not
modified by the collision with the obstacle [there is just a delay z̃(+∞), cf. Section 3] and the
radiated energy should be neglected. Thus, it seems that our first order approach is unable to
predict the amount of energy lost by the soliton during the collision with the obstacle.

However, as already remarked in the study of the scattering of bright solitons [42], one can cir-
cumvent this difficulty and extract some second order information from our results. The procedure
is the following: when pushing the computations at order ǫ2, the O(ǫ2) estimate of Erad is still
given by the second term of the r.h.s. of (63) with δφ = ǫφ1, which we know from our first order
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approach. At second order, since Erad is non zero, the soliton’s energy has been modified by the
collision and energy conservation now reads

4

3
cos3[θ(−∞)] = E =

4

3
cos3[θ(+∞)] + Erad . (64)

Equation (64) allows to determine the change in the soliton’s parameter θ. Writing θ(−∞) = θ0
(with sin θ0 = V ) and θ(+∞) = θ0 + δθ one obtains

δθ =
Erad

4 cos2 θ0 sin θ0
, (65)

From Eq. (65) one can also determine the velocity at t → +∞ which is equal to sin[θ(+∞)] =
V +δθ cos θ0. Thus, we can determine how the collision has affected the soliton’s shape and velocity
by computing Erad (replacing δφ by ǫ φ1). This will be done in the remaining of this section.

On the basis of the analysis in terms of forward and backward emitted wave packet made
in Section 4.3, one can separate Erad in two parts, which we denote E−

rad and E+
rad, the first one

corresponding to energy radiated backwards and the second one to forward radiated energy, with

Eα
rad

= lim
t→+∞

1

2

∫

R

dx
{

|δφα
x |2 +

(

Φ∗δφα + δφα ∗Φ
)2
}

. (66)

A long computation which is summarized in Appendix C yields the result

Eα
rad

= 16π ǫ2
∫ +∞

0
dq |Dα

q (+∞)|2 (εαq )2
(

q2

4
+ 1

)

. (67)

When Dα
q (+∞) is given by (56), one obtains

Eα
rad

=
π

16V 6

∫ +∞

0
dq

q2 (εαq )2|ǫ Û(εαq /V )|2

sinh2

(

π q
√

1 + q2/4

2V
√

1 − V 2

) . (68)

The behavior at low and high velocity of Eα
rad

defined in (68) is the following

Eα
rad

∼ π

16V

∫ +∞

0

q4 |ǫ Û(q)|2
sinh2

(π q
2

) dq when V → 0 , (69)

and

E−

rad
∼ 4

15
(1 − V 2)5/2 |ǫ Û(0)|2 , E+

rad
∼ 2

35
(1 − V 2)9/2 |ǫ Û(0)|2 , when V → 1 . (70)

One sees from Eq. (69) that our approach predicts an unphysical divergence of the radiated energy
at low incident soliton velocity. On the contrary, numerical computations indicate that a soliton
with very low velocity does not radiate [20, 21]. However, one must bare in mind that (68) is the
result of a first order expansion only valid in the limit V 2 ≫ ǫ U , and is unable to tackle the regime
of very low incident velocities. More interestingly, in the high velocity regime – where the first
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order perturbation theory is valid – we see from Eq. (70) that the leading order estimate of the
total amount of radiation (forward or backward emitted) vanishes.

In order to fix the ideas, we plot on Fig. 6 the value of Eα
rad

as a function of the initial
soliton velocity V . The obstacle is here taken to be a delta scatterer ǫ U(z) = λ δ(z). In this case
ǫ Û(q) = λ.
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Figure 6: Energy Eα
rad

radiated in the
forward (α = +) and in the backward
(α = −) direction by a soliton of initial
velocity V incident on a delta scatterer.
The solid lines represent the result (68)
and the dashed line the approximation
(69) which reads here Eα

rad
≃ λ2/(15V ).

The inset displays a blow up of the fi-
gure at high velocity. In the inset, the
dashed curves are the asymptotic re-
sults (70).

Fig. 6 shows that most of the energy is radiated backwards (this was already implicit in Fig.
5) and confirms that, at leading order in ǫ U/V 2, a soliton does not radiate in the limit V → 1.
Besides, not only the absolute value of Erad goes to zero, but also the relative amount of energy
radiated Erad/E vanishes [as (1−V 2)]. Very similar results are obtained for an obstacle interacting
with the beam through a finite range potential (for instance a Gaussian). This absence of radiation
of a fast soliton can be explained intuitively as follows: whatever the sign of the potential describing
the obstacle, the soliton looses energy under the form of radiated phonons. Accordingly it gets less
dark [δθ > 0 in Eq. (65)] and is accelerated. This increased velocity after a loss of energy is
a typical feature of dark solitons which are sometimes referred to as effective particles having a
negative kinetic mass which decreases with increasing energy [43]. However, our results show that,
since the soliton velocity cannot exceed the speed of sound, a soliton whose velocity is close to this
upper limit cannot be further accelerated and the radiative process is suppressed.

5 Conclusion

In this paper we have presented a study of the dynamics of a dark soliton experiencing a collision
with a finite size potential in a quasi 1D condensate. We first determined the adiabatic evolution
of the soliton’s parameters and then – within perturbation theory – included radiative effects.

A first output of the present work is what we called “the effective potential theory”: in many
instances the soliton can be described as an effective classical particle of mass 2 (twice the mass of
a bare particle) evolving in an effective potential Ueff [defined in Eq. (25)]. This approximation is
rigorously valid in the case of a slow soliton incident on a weak potential, but its actual regime of
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validity appears to be quite broad.
The effective potential theory is an approximation where – as in all adiabatic approaches –

radiative effects are neglected. Perturbation theory allows to get a deeper insight into the collisional
process and to determine the amount of radiated energy at leading order in ǫ U/V 2. We show that
the radiated waves form two counterpropagating phonon wave packets and we predict that the
radiative process is suppressed in the limit of a soliton mooving with a velocity close to the velocity
of sound. This results should be checked numerically; work in this direction is in progress.

Whereas adiabatic theory predicts that the soliton’s shape and velocity are the same far before
and far after the collision with the obstacle, it is an important feature of the perturbative approach
of being able to determine finite asymptotic modifications of the soliton’s parameters due to the
collision. We computed [in Eq. (65)] the modification of the soliton’s parameters at leading order in
ǫ U/V 2. The qualitative picture of the collisional process drawn from our approach is the following:
the soliton radiates energy, gets less dark and is accelerated. Since the velocity of a dark soliton
cannot exceed the velocity of sound in the system, it is natural that this velocity appears as a
threshold for emission of radiations. Roughly speaking, a soliton with a velocity close to the
velocity of sound cannot radiate [as seen from Eqs. (70)] since its velocity cannot further increase.
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Appendix A

In this Appendix we briefly present the Lagrangian approach for dark soliton of Kivshar and
Królikowski [14] and derive the modified Lagrange equation (18).

In absence of the perturbation R[φ], Eq. (11) can be derived from the following Lagrangian
density:

L[φ, φ∗] =
i

2
(φ∗φt − φφ∗t ) −

1

2
|φz|2 −

1

2
|φ|4 + |φ|2 . (A1)

Accordingly, the energy and the momentum are defined by:

E =

∫ +∞

−∞

dz

[

φt
∂L
∂φt

+ φ∗t
∂L
∂φ∗t

− L
]

=

∫ +∞

−∞

dz

[

1

2
|φz|2 +

1

2
|φ|4 − |φ|2

]

,

P =

∫ +∞

−∞

dz

[

φz
∂L
∂φt

+ φ∗z
∂L
∂φ∗t

]

=
i

2

∫ +∞

−∞

dz (φφ∗z − φ∗φz) . (A2)

One sees that for the asymptotic boundary condition we are working with (|φ| → 1 when z → ±∞),
the above definition of E yields a divergent quantity. However one can define an alternative
expression of E and P if working with the following Lagrangian density:

L[φ, φ∗] =
i

2
(φ∗φt − φφ∗t )(1 − 1

|φ|2 ) − 1

2
|φz|2 −

1

2
(|φ|2 − 1)2 . (A3)
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The new density (A3) can be obtained by adding the total time derivative −1/2− (i/2) d
dt ln(φ/φ∗)

to (A1). Accordingly, it yields the same equation of motion. The expressions of the energy and the
momentum are now

E =
1

2

∫ +∞

−∞

dz
[

|φz|2 + (|φ|2 − 1)2
]

,

P =
i

2

∫ +∞

−∞

dz (φφ∗z − φ∗φz)(1 − 1

|φ2|) . (A4)

The energy E is now non divergent. One could have achieved this goal without modifying the
expression of the momentum. However, the energy and the momentum in (A4) are now, for a field
of the form φ(x − V t) (in particular, in the case of a soliton) related by the relation δE = V δP
indicating that the background contribution has been removed, and allowing to treat the soliton
as a classical particle-like object [33, 44]. For completeness, we note that, for a soliton, φ is given
by (13) and its energy and momentum defined in (A4) have the following expression:

E =
4

3
cos3 θ , P = π − 2 θ − sin(2 θ) . (A5)

From (A3) one can readily obtain the equation of motion (18) for the soliton’s parameters.
Let’s consider a variational approximation of the type of Eq. (15). The field of the soliton is
parametrized with time dependent quantities q1(t), ..., qn(t), and has no other time dependence:
φ(z, t) = φ(z, q1(t), ..., qn(t)). One first defines the Lagrangian for the qi’s as being

L(q1, q̇1, ..., qn, q̇n) =

∫ +∞

−∞

dz L[φ, φ∗] . (A6)

Then the quantities ∂qi
L and ∂q̇i

L are computed via

∂qi
L =

∫ +∞

−∞

dz
(

∂qi
φ∂φL + ∂qi

φz ∂φz
L + ∂qi

φt ∂φt
L
)

+ c.c. , (A7)

and

∂q̇i
L =

∫ +∞

−∞

dz ∂q̇i
φt ∂φt

L + c.c. . (A8)

where c.c. stands for complex conjugate. Considering that φ is solution of (11) (including the
perturbative term R[φ]), simple manipulations allow to obtain Lagrange-like equations for the qi’s:

∂qi
L− d

dt
(∂q̇i

L) =

∫ +∞

−∞

dz
[

∂φL − ∂z(∂φz
L) − ∂t(∂φt

L)
]

∂qi
φ+ c.c.

= 2 Re

{
∫ +∞

−∞

dz R∗[φ] ∂qi
φ

}

. (A9)
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Appendix B

In this Appendix we present the eigenvectors and eigenvalues of the Hamiltonian H defined in (45).
H is not diagonalizable because, as we will see below, its null space and the one of H2 are not
identical. If we denote by its “generalized null space” [39] the union of these two null spaces one
can easily verify that it is spanned by the four vectors |ωo〉, |ωe〉, |Ωo〉 and |Ωe〉 defined as:

|ωo〉 =

(

Φ = χ+ i sin θ
−Φ∗ = −χ+ i sin θ

)

, |Ωo〉 =

(

xχx + χ
xχx + χ

)

,

|ωe〉 =

(

Φx = χx

Φx = χx

)

, |Ωe〉 =

(

i cos θΦθ = − cos2 θ − i sin θ (xχx + χ)
i cos θΦ∗

θ = cos2 θ − i sin θ (xχx + χ)

)

, (B1)

where the function χ(x, θ) is defined in (14). The kets defined in (B1) verify H|ωo〉 = H|ωe〉 = 0
and H2|Ωo〉 = H2|Ωe〉 = 0, with H|Ωo〉 = 2cos2 θ |ωo〉 and H|Ωe〉 = cos2 θ |ωe〉. One sees from
(B1) that |ωe〉 and |Ωe〉 are respectively linked to variations of the center of the soliton and of the
parameter θ (i.e., to the phase change across the soliton): this is the reason why the terms in θt1

and z̄t1 in Eq. (43) can be rewritten in Eq. (44) by means of |ωe〉 and |Ωe〉. One can similarly
show that |ωo〉 is linked to modulations of the global phase of the soliton and that |Ωo〉 is linked to
variations of the background density at infinity.

The remaining of the spectrum of H is what we call the “phonon spectrum”. It has two branches
which we denote “+” and “−”. The corresponding eigenvectors and eigenvalues are denoted |Ξ±

q 〉
and ε±q with

H |Ξ±

q 〉 = ε±q |Ξ±

q 〉 . (B2)

The explicit expression of the eigenvalues is given in the main text [Eq. (50)]. It can be simply
obtained by considering the form of Eq. (B2) when x → ±∞. In this limit, Φ goes to a constant,
and looking for the eigenvectors under the form of “plane waves” exp{i q x} (U±

q , V
±
q )T (where U±

q

and V ±
q are constants) yields the result (50). This is the reason why we denote these excitations as

phonons. A better denomination should be “Bogoliubov excitations” because, far from the soliton,
their form and dispersion relation correspond indeed to the elementary excitations of a constant
background moving with velocity −V .

The exact expression (valid for all x ∈ R) of the eigenvectors is given by the squared Jost
solutions of the inverse problem [22], they read |Ξ±

q 〉 = (u±q (x), v±q (x))T with

u±q (x) = exp{i q x}
(

q

2
+
ε±q
q

+ i χ

)2

,

v±q (x) = exp{i q x}
(

q

2
−
ε±q
q

+ i χ

)2

. (B3)

The natural inner product of two kets is 〈 · |σ3| · 〉, where σ3 is the third Pauli matrice. The
eigenvectors have the following normalization:

〈Ξβ
p |σ3|Ξα

q 〉 =

∫

R

dx
[

uβ ∗

p (x)uα
q (x) − vβ ∗

p (x)vα
q (x)

]

= Nα
q δα,β δ(p − q) , (B4)
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with

Nα
q = 16α π q

√

q2

4
+ 1

(

εαq
q

)2

. (B5)

In the main text we also use the following orthogonality relations:

〈ωe|σ3|ωe〉 = 〈Ωe|σ3|Ωe〉 = 〈ωe|σ3|Ξα
q 〉 = 〈Ωe|σ3|Ξα

q 〉 = 0 , 〈ωe|σ3|Ωe〉 = −4 cos3 θ , (B6)

and
〈ωo|σ3|ωo〉 = 〈ωo|σ3|ωe〉 = 〈ωo|σ3|Ξα

q 〉 = 0 , 〈ωo|σ3|Ωe〉 = 2 i sin θ cos θ . (B7)

Appendix C

In this Appendix we briefly indicate how to obtain expression (67) for the radiated energy starting
from (66), where δφ is given by ǫ φ1, i.e., by (57). Instead of giving a detailled explanation on how
to treat all the terms in the integrand of (66), for brievity we focus on one of the contributions to
the expression (66) for Eα

rad
:

∫ +∞

−∞

dx |Φ|2 |δφα|2 = ǫ2
∫ +∞

−∞

dx

(

1 − cos2 θ

cosh2(x cos θ)

)

|φα
1 (x, t)|2 . (C1)

We recall that we are interested of the evaluation of this term at large times. Expressing φ1 through
(57), one can show that the term in cosh−2 in the integrand of the r.h.s. of (C1) can be dropped
because it gives a contribution which decreases algebraically at t→ +∞ (this can be checked by a
stationary phase evaluation of the integrals over the momenta). It thus remains to evaluate

∫ +∞

−∞

dx |φα
1 |2 =

∫ +∞

−∞

dq

∫ +∞

−∞

dp

∫ +∞

−∞

dx
{

Cα
q C

α ∗

p (uα
q u

α ∗

p − vα ∗

q vα ∗

p ) + Cα
q C

∗α
p vα

q v
∗α
p

}

. (C2)

In (C2) we have added and substracted the contribution vα ∗
q vα ∗

p in order to make use of the
normalisation (B4). For the evaluation of the last part of the integrand of the r.h.s. of (C2), the
explicit expressions (B3) of uα

q (x) and vα
q (x) are to be used. In the course of this computation,

an argument of stationary phase shows that only the x-independent terms with p = q give a finite
contribution at t → +∞. These terms will contribute as 2πδ(p − q) after the integration over x.
Altogether one obtains the expression

∫ +∞

−∞

dx |φα
1 |2 ≃

t→+∞

∫ +∞

−∞

dq |Cα
q |2






Nα
q + 2π

[

(

q

2
−
εαq
q

)2

+ cos2 θ

]2






. (C3)

Noting that Nα
q is an odd function (and thus does not contribute to the integral since |Cα

q |2 is
even) and explicitly computing the other contributions, one obtains

∫ +∞

−∞

dx |φα
1 (x, t)|2 ≃

t→+∞

8π

∫ +∞

0
dq (q2 + 2)

(

εαq
q

)2

|Dα
q (+∞)|2 . (C4)
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The others contributions to (66) can be computed similarly. One obtains

∫ +∞

−∞

dx |∂xφ
α
1 |2 ≃

t→+∞

8π

∫ +∞

0
dq q2 (q2 + 2)

(

εαq
q

)2

|Dα
q (+∞)|2 , (C5)

and
∫ +∞

−∞

dx (Φ∗φα
1 )2 ≃

t→+∞

− 16π

∫ +∞

0
dq

(

εαq
q

)2

|Dα
q (+∞)|2 . (C6)

Gathering all these contributions yields the final result (67).
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