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#### Abstract

Abstact We propose a two-step simulation scheme for the solution of a singular stochastic differential equation with exploding drift. First we estimate the strong order of the Yosida approximation. Then we use a semi-implicit Euler scheme to discretize the approximate solution. Numerical experiments are displayed for the paths of Brownian particles with strong repulsive interaction. We also present two simple simulation schemes for Bessel processes with arbitrary dimension.
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## 1 Introduction

Multivalued stochastic differential equations are used to model a large class of random evolutions such as stochastic differential equations with reflection on the boundary of a domain [22], diffusion equations with hysteresis [16], or systems of Brownian particles with repulsive interaction [10]. Existence and approximation of such equations, also called stochastic variational inequalities, have received much attention in the recent years. Existence has been proved in several papers ([3], [8], [9], [21]). Numerical approximation has been tackled in [1], [4] and [19].

The last two authors have proposed the same projection scheme which is natural and efficient in the case of pure reflection ([20], [18]). In [19], the convex function is assumed to be continuous on the closure of the domain and in [4] its gradient satisfies a polynomial growth condition. In both papers, the difficult case of exploding drift is avoided. In the work [1], these restrictions are released and the authors use a splitting up method. Their scheme is not easy to implement because at each step they have to solve a multivalued ordinary differential equation. Our aim is to set a discrete simulation scheme which also works for stiff equations. An example of such equations is given in dimension one by the Bessel processes. Let us mention the recent work [13] where the weak error of an approximation scheme for these processes is estimated.

The paper is organized as follows. In Section 2, we recall some material on multivalued maximal monotone operators associated with a proper lower semi-continuous convex function to introduce multivalued stochastic differential equations and their approximate equations. In Section 3, we estimate the strong order of approximation: note that in [21] the estimation
order is $\varepsilon^{1 / 24}$ and in [1] it is $\varepsilon^{1 / 16}$. Improving the arguments in [21], we obtain $\varepsilon^{1 / 8}$. In Section 4, we cannot use an explicit Euler scheme to discretize the approximate solution because the drift term is Lipschitz continuous with constant $1 / \varepsilon$. So we resort to a more involved semiimplicit scheme which behaves much better, as was noted for stiff equations in [14]. Section 5 is devoted to the simulation of some systems of Brownian particles with repulsive interaction which are multidimensional extensions of Bessel processes.

## 2 Preliminaries

The purpose of this section is to recall some results on the subdifferentials of convex lower semi-continuous functions being maximal monotone operators which will be used all along this work. The relevant material on convex analysis and maximal monotone operators may be found in V. Barbu and Th. Precupanu [2] or in H.Brézis [6].

### 2.1 Subdifferential of a convex function

Let $\varphi$ be a convex function defined in $\mathbb{R}^{d}, d \in \mathbb{N}^{*}$. We denote by

$$
\operatorname{dom}(\varphi)=\left\{x \in \mathbb{R}^{d}: \varphi(x)<\infty\right\}
$$

the domain of $\varphi$. We say that $\varphi$ is proper if $\operatorname{Int}(\operatorname{dom}(\varphi)) \neq \emptyset$.
The subdifferential of $\varphi$, written as $\partial \varphi$, is an operator in $\mathbb{R}^{d}$ defined by its graph

$$
\begin{equation*}
(x, y) \in G r(\partial \varphi) \Leftrightarrow \forall z \in \mathbb{R}^{d}, \varphi(x) \leq \varphi(z)+\langle y, x-z\rangle \tag{1}
\end{equation*}
$$

For any $x \in \mathbb{R}^{d}$, we note

$$
\partial \varphi(x)=\left\{y \in \mathbb{R}^{d}:(x, y) \in G r(\partial \varphi)\right\}
$$

The domain of $\partial \varphi$ is

$$
\begin{equation*}
D(\partial \varphi)=\left\{x \in \mathbb{R}^{d}: \partial \varphi(x) \neq \emptyset\right\} \tag{2}
\end{equation*}
$$

The following proposition is stated without proof.
Proposition 2.1 The subdifferential $\partial \varphi$ is a multivalued maximal monotone operator in $\mathbb{R}^{d}$. Moreover, we have

$$
\begin{equation*}
\operatorname{Int}(D(\partial \varphi))=\operatorname{Int}(\operatorname{dom}(\varphi)) \subset D(\partial \varphi) \subset \operatorname{dom}(\varphi) \subset \overline{\operatorname{dom}(\varphi)}=\overline{D(\partial \varphi)} \tag{3}
\end{equation*}
$$

where we recall that $\operatorname{Int}(D)$ and $\bar{D}$ are respectively the interior and the closure (for the Euclidean topology) of $D$ in $\mathbb{R}^{d}$.

## Particular case: Subdifferential of the indicator function.

Let $D$ be a convex closed subset of $\mathbb{R}^{d}$ with nonempty interior. It follows that

$$
\mathbb{I}_{D}(x)=\left\{\begin{array}{lll}
0 & \text { if } & x \in D \\
+\infty & \text { if } & x \notin D
\end{array}\right.
$$

is convex, l.s.c. and proper with $\operatorname{dom}\left(\mathbb{I}_{D}\right)=D$. Its subdifferential is

$$
\partial \mathbb{I}_{D}(x)=\left\{y \in \mathbb{R}^{d}:\langle y, z-x\rangle \geq 0, \forall z \in D\right\}
$$

i.e.

$$
\partial \mathbb{I}_{D}(x)= \begin{cases}\emptyset & \text { if } \quad x \notin D \\ \{0\} & \text { if } \quad x \in \operatorname{Int}(D), \\ \Pi_{x} & \text { if } \quad x \in \partial D\end{cases}
$$

where $\Pi_{x}$ is the normal cone at $x$.
Note: In the one-dimensional case, every multivalued maximal monotone operator $A$ with $\operatorname{Int}(D(A)) \neq \emptyset$ is the subdifferential of a proper l.s.c. convex function. This property does not hold in the multidimensional case.

### 2.2 Yosida approximation

We will construct in this part a sequence of single valued approximations for the subdifferential of a proper l.s.c. convex function. Let us recall that, for each $\varepsilon>0$ and $x \in \mathbb{R}^{d}$, the equation $x \in(I+\varepsilon A)(y)$ has one and only one solution $y$ in the domain of $A$ if $A$ is a maximal monotone operator of $\mathbb{R}^{d}$. The Yosida approximation of the subdifferential $\partial \varphi$ of a proper l.s.c. convex function $\varphi$ is the application $\beta_{\varepsilon}$ defined by

$$
\beta_{\varepsilon}=\frac{1}{\varepsilon}\left(I-\pi_{\varepsilon}\right),
$$

where $\pi_{\varepsilon} x$ is the unique solution of the equation $y \in(I+\varepsilon \partial \varphi)^{-1}(x), x \in \mathbb{R}^{d}$.
Proposition 2.2 For each $\varepsilon>0$, we have:
i) $\pi_{\varepsilon}$ is a contraction from $\mathbb{R}^{d}$ to $D(\partial \varphi)$;
ii) $\beta_{\varepsilon}$ is a single valued maximal monotone operator defined on the whole $\mathbb{R}^{d}$, Lipschitz continuous with constant $\frac{1}{\varepsilon}$;
iii) for every $x \in \mathbb{R}^{d}, \beta_{\varepsilon}(x) \in \partial \varphi\left(\pi_{\varepsilon} x\right)$.

Proposition 2.3 For each $\varepsilon>0$, put

$$
\begin{equation*}
\varphi_{\varepsilon}(x)=\min _{y \in \mathbb{R}^{d}}\left(\frac{1}{2 \varepsilon}|x-y|^{2}+\varphi(y)\right), x \in \mathbb{R}^{d} . \tag{4}
\end{equation*}
$$

Then $\varphi_{\varepsilon}$ is called the Yosida approximation of the function $\varphi$ and
i) $\varphi_{\varepsilon}: \mathbb{R}^{d} \rightarrow(-\infty,+\infty)$ is convex with domain $\operatorname{dom}\left(\varphi_{\varepsilon}\right)=\mathbb{R}^{d}$;
ii) $\varphi_{\varepsilon}$ is of class $C^{1}\left(\mathbb{R}^{d} ; \mathbb{R}\right)$ with $\nabla \varphi_{\varepsilon}=\beta_{\varepsilon}$;
iii) the infimum defining $\varphi_{\varepsilon}(x)$ is attained at $\pi_{\varepsilon} x$ and

$$
\begin{equation*}
\varphi_{\varepsilon}(x)=\frac{\varepsilon}{2}\left|\beta_{\varepsilon}(x)\right|^{2}+\varphi\left(\pi_{\varepsilon} x\right) \tag{5}
\end{equation*}
$$

iv) letting $\varepsilon \downarrow 0$, we have $\varphi_{\varepsilon}(x) \uparrow \varphi(x)$ for all $x \in \mathbb{R}^{d}$;
$v)$ there exists $c>0$ such that for any $x \in \mathbb{R}^{d}$,

$$
\begin{equation*}
-c(1+|x|) \leq \varphi\left(\pi_{\varepsilon} x\right) \leq \varphi_{\varepsilon}(x) \leq \varphi(x) \tag{6}
\end{equation*}
$$

If $\varphi$ is the indicator of a convex nonempty subset $D$, then

$$
\begin{aligned}
\pi_{\varepsilon} x & =\operatorname{proj}_{D}(x) & \forall \varepsilon>0, \forall x \in \mathbb{R}^{d} ; \\
\beta_{\varepsilon}(x) & =\frac{1}{\varepsilon}\left(x-\operatorname{proj}_{D}(x)\right) & \forall \varepsilon>0, \forall x \in \mathbb{R}^{d} .
\end{aligned}
$$

We conclude this subsection by stating some properties which will be needed in the sequel. The proof of the first proposition may be found in [8] and the proof of the second one is easy, hence it will be omitted.

Proposition 2.4 For any $a \in \mathbb{R}^{d}$, there exist constants $r>0, c>0$ (depending only on $\varphi$ ) such that, for each $\varepsilon \in \mathbb{R}^{*}, x \in \mathbb{R}^{d}$,

$$
\begin{equation*}
\left\langle\beta_{\varepsilon}(x), x-a\right\rangle \geq r\left|\beta_{\varepsilon}(x)\right|+\varepsilon\left|\beta_{\varepsilon}(x)\right|^{2}-c(|x|+1) \tag{7}
\end{equation*}
$$

Proposition 2.5 Let $F$ be a convex, continuous, differentiable function, from $\mathbb{R}^{d}$ into $\mathbb{R}$. Then the implicit Euler scheme with step size $\alpha$

$$
\begin{equation*}
y_{n+1}=y_{n}+\alpha f\left(y_{n+1}\right), \quad 0 \leq n \leq N-1 \tag{8}
\end{equation*}
$$

where $f=-\nabla F$, is well-defined (i.e the equation $y-\alpha f(y)=c, c \in \mathbb{R}^{d}$ has a unique solution for all $\alpha>0$ ). Moreover, the sequence $\left\{F\left(y_{n}\right)\right\}_{n \in \mathbb{N}}$ is decreasing.

### 2.3 Multivalued stochastic differential equations

Let be given
i) $d \in \mathbb{N}^{*}$ and $0<T<+\infty$;
ii) $\varphi: \mathbb{R}^{d} \rightarrow(-\infty ;+\infty]$ convex, l.s.c. and proper;
iii) $b: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ and $\sigma: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d} \otimes \mathbb{R}^{d}$ Lipschitz continuous mappings;
iv) $(\Omega, \mathcal{F}, \mathbb{P})$ a probability space with filtration $\mathcal{F}_{t}$ satisfying the usual conditions;
v) $B=\left\{B_{t}, \mathcal{F}_{t} ; 0 \leq t \leq \infty\right\}$ a $d$-dimensional standard Brownian motion defined on $\left(\Omega, \mathcal{F}, \mathcal{F}_{t}, \mathbb{P}\right)$ with $B_{0}=0 ;$
vi) $\xi$ a r.v. defined on $\left(\Omega, \mathcal{F}_{0}, \mathbb{P}\right)$, and taking values in $\overline{\operatorname{dom(\varphi )}} \mathbb{P}$-a.s.

With the previous data and assumptions, we shall approximate and simulate the unique solution $\left(X_{t}\right)_{0 \leq t \leq T}$ of the multivalued stochastic differential equation

$$
\left\{\begin{array}{l}
d X_{t}+\partial \varphi\left(X_{t}\right) d t \ni b\left(X_{t}\right) d t+\sigma\left(X_{t}\right) d B_{t}  \tag{9}\\
X_{0}=\xi
\end{array}\right.
$$

By definition, a solution to the above equation is a pair of processes ( $X, K$ ) such that:
i) $X=\left\{X_{t}, 0 \leq t \leq T\right\}$ is a continuous, adapted process with values in $\overline{\operatorname{dom(\varphi )}}$ and $X_{0}=\xi$;
ii) $K=\left\{K_{t}, 0 \leq t \leq T\right\}$ is a continuous, adapted process with bounded variation taking values in $\mathbb{R}^{d}$ with $K_{0}=0$;
iii) $d X_{t}=b\left(X_{t}\right) d t+\sigma\left(X_{t}\right) d B_{t}-d K_{t}$;
iv) for every pair of continuous, adapted process $(\alpha, \beta)$ taking values in $\mathbb{R}^{d}$ and satisfying

$$
\left(\alpha_{u}, \beta_{u}\right) \in G r(\partial \varphi) \quad \forall u \in[0, T],
$$

the measure $\left\langle X_{u}-\alpha_{u}, d K_{u}-\beta_{u} d u\right\rangle$ is $\mathbb{P}$-a.s. nonnegative on $[0, T]$.
We now give the plan of the paper. For each $\varepsilon>0$ fixed, we firstly give an approximate solution which is the solution of the ordinary stochastic differential equation

$$
\left\{\begin{array}{l}
d X_{t}^{\varepsilon}=b\left(X_{t}^{\varepsilon}\right) d t-\beta_{\varepsilon}\left(X_{t}^{\varepsilon}\right) d t+\sigma\left(X_{t}^{\varepsilon}\right) d B_{t}  \tag{10}\\
X_{0}^{\varepsilon}=X_{0}
\end{array}\right.
$$

Next we estimate of the term $\mathbb{E}\left[\sup _{t \leq T}\left|X_{t}-X_{t}^{\varepsilon}\right|^{p}\right], p \geq 2$, to obtain the order of the approximation.

We secondly propose a semi-implicit Euler scheme with step size $\alpha=\frac{T}{N}, N \in \mathbb{N}^{*}$ on the time interval $[0, T]$ to approximate the solution $\left(X_{t}^{\varepsilon}\right)_{0 \leq t \leq T}$

$$
\left\{\begin{align*}
\bar{X}_{0}^{\varepsilon} & =X_{0} \quad \mathbb{P}-\mathrm{p.s.}  \tag{11}\\
\bar{X}_{(n+1) \alpha}^{\varepsilon} & =\bar{X}_{n \alpha}^{\varepsilon}+\alpha b\left(\bar{X}_{n \alpha}^{\varepsilon}\right)-\alpha \beta_{\varepsilon}\left(\bar{X}_{(n+1) \alpha}^{\varepsilon}\right)+\sigma\left(\bar{X}_{n \alpha}^{\varepsilon}\right)\left(B_{(n+1) \alpha}-B_{n \alpha}\right) \\
\bar{X}_{t}^{\varepsilon} & =\bar{X}_{n \alpha}^{\varepsilon} \quad \text { if } t \in[n \alpha,(n+1) \alpha) .
\end{align*}\right.
$$

and estimate the term $\mathbb{E}\left[\sup _{0 \leq t \leq T}\left|X_{t}^{\varepsilon}-\bar{X}_{t}^{\varepsilon}\right|^{p}\right], p \geq 2$. Putting together both approximations we obtain

$$
\mathbb{E}\left[\sup _{0 \leq t \leq T}\left|X_{t}-\bar{X}_{t}^{\varepsilon}\right|^{p}\right] \leq c(p) \varepsilon^{\frac{p}{8}}+c_{2}(p) \frac{\alpha^{\frac{p}{2}}}{\varepsilon^{p}}
$$

Since the estimation is valid for all $p \geq 2$, we moreover get the pathwise convergence.
Before going to the main section, we note that if the gradient of the function $\varphi$ is repulsive enough, then there is no local time at the boundary of the domain. If moreover $\varphi$ belongs to
$C^{1}(\operatorname{Int}(\operatorname{dom}(\varphi)))$, equation (9) turns into the ordinary stochastic differential equation

$$
\begin{cases}d X_{t} & =b\left(X_{t}\right) d t-\nabla \varphi\left(X_{t}\right) d t+\sigma\left(X_{t}\right) d B_{t}  \tag{12}\\ X_{0} & =\xi\end{cases}
$$

with exploding drift at the boundary of the domain.

## 3 Approximate solution

Several authors have proved by the penalization method the convergence in $L^{2}$ of the sequence of the approximate solutions $X^{\varepsilon}$ to the unique solution $X$ of the multivalued stochastic differential equation (9) (see, e.g. [1], [8]).
In [21], the estimation

$$
\mathbb{E}\left[\sup _{0 \leq t \leq T}\left|X_{t}^{\varepsilon}-X_{t}\right|^{2}\right] \leq c \varepsilon^{\frac{1}{12}} \quad, \quad 0<T<+\infty
$$

was proved. We will generalize the result to the $L^{p}$-case $(p \geq 2)$ and find a larger power.

### 3.1 Main estimates

We firstly recall the main steps of Storm's proof in [21].

Proposition 3.1 Let $p \geq 2$ and assume $X_{0} \in L^{p}$. Then for every $\varepsilon>0$ there exists $a$ constant $c$ independent of $\varepsilon$ such that

$$
\begin{equation*}
\mathbb{E}\left[\sup _{t \leq T}\left|X_{t}^{\varepsilon}\right|^{p}+\left(\int_{0}^{T}\left|\beta_{\varepsilon}\left(X_{s}^{\varepsilon}\right)\right| d s\right)^{\frac{p}{2}}+\left(\int_{0}^{T} \varepsilon\left|\beta_{\varepsilon}\left(X_{s}^{\varepsilon}\right)\right|^{2} d s\right)^{\frac{p}{2}}\right] \leq c \tag{13}
\end{equation*}
$$

Proposition 3.2 Let $p \geq 2$ and assume $X_{0} \in L^{2 p}$. Then for every $0<\varepsilon<1$ and $\delta>0$, we have

$$
\begin{equation*}
\mathbb{E}\left[\sup _{t \leq T}\left|X_{t}^{\varepsilon}-X_{t}^{\delta}\right|^{p}\right] \leq c \mathbb{E}\left[\sup _{t \leq T}\left|X_{t}^{\varepsilon}-\pi_{\varepsilon} X_{t}^{\varepsilon}\right|^{p}\right]^{\frac{1}{2}}+c \mathbb{E}\left[\sup _{t \leq T}\left|X_{t}^{\delta}-\pi_{\delta} X_{t}^{\delta}\right|^{p}\right]^{\frac{1}{2}} \tag{14}
\end{equation*}
$$

### 3.2 Convergence rate

Proposition 3.3 Let $p \geq 2$ and assume $X_{0} \in L^{5 p / 2}$ and $\mathbb{E}\left[\left|\varphi\left(X_{0}\right)\right|^{p}\right]<\infty$. Then for every $0<\varepsilon<1$ we have

$$
\begin{equation*}
\mathbb{E}\left[\sup _{t \leq T}\left|X_{t}^{\varepsilon}-\pi_{\varepsilon} X_{t}^{\varepsilon}\right|^{2 p}\right] \leq c \varepsilon^{\frac{p}{2}} \tag{15}
\end{equation*}
$$

Proof: Since $\varphi_{\varepsilon}$ is only $C^{1}$, we shall need the easy following lemma which can be proved by regularizing the function $f$ and using the Itô formula.

Lemma 3.4 Let $f$ be a convex function of class $C^{1}\left(\mathbb{R}^{d} ; \mathbb{R}\right)$ whose gradient is Lipschitz continuous with constant $\gamma$. Then for all $p \geq 1$, we have almost surely

$$
\begin{aligned}
\left|f\left(X_{t \wedge \tau_{k}}^{\varepsilon}\right)\right|^{2 p} \leq & \left.\left|f\left(X_{0}^{\varepsilon}\right)\right|^{2 p}+\left.2 p \int_{0}^{t \wedge \tau_{k}}\langle | f\left(X_{s}^{\varepsilon}\right)\right|^{2 p-1} \nabla f\left(X_{s}^{\varepsilon}\right), \sigma\left(X_{s}^{\varepsilon}\right) d B_{s}\right\rangle \\
& +c \int_{0}^{t \wedge \tau_{k}}\left(\left|f\left(X_{s}^{\varepsilon}\right)\right|^{2 p-2}\left|\nabla f\left(X_{s}^{\varepsilon}\right)\right|^{2}+\gamma\left|f\left(X_{s}^{\varepsilon}\right)\right|^{2 p-1}\right)\left(\left|X_{s}^{\varepsilon}\right|+1\right)^{2} d s \\
& +c \int_{0}^{t \wedge \tau_{k}}\left|f\left(X_{s}^{\varepsilon}\right)\right|^{2 p-1}\left|\nabla f\left(X_{s}^{\varepsilon}\right)\right|\left(\left|X_{s}^{\varepsilon}\right|+1\right) d s \\
& \left.-\left.2 p \int_{0}^{t \wedge \tau_{k}}\langle | f\left(X_{s}^{\varepsilon}\right)\right|^{2 p-1} \nabla f\left(X_{s}^{\varepsilon}\right), \beta_{\varepsilon}\left(X_{s}^{\varepsilon}\right)\right\rangle d s .
\end{aligned}
$$

For every $k>0$, we define $\tau_{k}=\inf \left\{t:\left|X_{t}^{\varepsilon}\right| \geq k\right\}$. Applying the lemma to the convex function $\varphi_{\varepsilon}$ whose gradient is Lipschitz continuous with constant $\frac{1}{\varepsilon}$, taking the supremum over $t$ and taking expectations, we get

$$
\begin{align*}
\mathbb{E}\left[\sup _{s \leq t \wedge \tau_{k}} \varphi_{\varepsilon}\left(X_{s}^{\varepsilon}\right)^{2 p}\right] \leq & \mathbb{E}\left[\varphi_{\varepsilon}\left(X_{0}^{\varepsilon}\right)^{2 p}\right]+\frac{c}{\varepsilon} \mathbb{E}\left[\int_{0}^{t \wedge \tau_{k}}\left|\varphi_{\varepsilon}\left(X_{s}^{\varepsilon}\right)\right|^{2 p-1}\left(\left|X_{s}^{\varepsilon}\right|+1\right)^{2} d s\right] \\
& +c \mathbb{E}\left[\int_{0}^{t \wedge \tau_{k}}\left|\varphi_{\varepsilon}\left(X_{s}^{\varepsilon}\right)\right|^{2 p-2}\left|\beta_{\varepsilon}\left(X_{s}^{\varepsilon}\right)\right|^{2}\left(\left|X_{s}^{\varepsilon}\right|+1\right)^{2} d s\right] \\
& \left.+2 p \mathbb{E}\left[\left.\sup _{s \leq t \tau_{k}} \int_{0}^{s}\langle | \varphi_{\varepsilon}\left(X_{u}^{\varepsilon}\right)\right|^{2 p-1} \beta_{\varepsilon}\left(X_{u}^{\varepsilon}\right), \sigma\left(X_{u}^{\varepsilon}\right) d B_{u}\right\rangle\right] \\
& +c \mathbb{E}\left[\int_{0}^{t \wedge \tau_{k}}\left|\varphi_{\varepsilon}\left(X_{s}^{\varepsilon}\right)\right|^{2 p-1}\left|\beta_{\varepsilon}\left(X_{s}^{\varepsilon}\right)\right|\left(\left|X_{s}^{\varepsilon}\right|+1\right) d s\right] . \tag{16}
\end{align*}
$$

Step 1: Estimate of the second term in the right hand side of (16).
The convex function $\varphi$ is bounded below by an affine function. Moreover $\pi_{\varepsilon}$ is a contraction and $\beta_{\varepsilon}(x) \in \partial \varphi\left(\pi_{\varepsilon} x\right)$. So we have, for every $x \in \mathbb{R}^{d}$,

$$
-c(1+|x|) \leq \varphi\left(\pi_{\varepsilon} x\right) \leq\left|\beta_{\varepsilon}(x)\right||x-a|+c
$$

Hence from the definition of $\varphi_{\varepsilon}$ and Proposition 2.4, we have

$$
\left|\varphi_{\varepsilon}(x)\right|=\left.\left|\frac{\varepsilon}{2}\right| \beta_{\varepsilon}(x)\right|^{2}+\left.\varphi\left(\pi_{\varepsilon} x\right)\left|\leq \frac{\varepsilon}{2}\right| \beta_{\varepsilon}(x)\right|^{2}+c+c|x|+c(1+|x|)\left|\beta_{\varepsilon}(x)\right| .
$$

Applying this inequality to the second term on the right hand of (16), we obtain

$$
\begin{aligned}
& \frac{c}{\varepsilon} \mathbb{E}\left[\int_{0}^{t \wedge \tau_{k}}\left|\varphi_{\varepsilon}\left(X_{s}^{\varepsilon}\right)\right|^{2 p-1}\left(\left|X_{s}^{\varepsilon}\right|+1\right)^{2} d s\right] \\
& \leq \\
& c \varepsilon^{-2 p+1} \mathbb{E}\left[\sup _{s \leq t \wedge \tau_{k}} \varepsilon^{2 p-2}\left|\varphi_{\varepsilon}\left(X_{s}^{\varepsilon}\right)\right|^{2 p-2}\left(1+\sup _{s \leq t \wedge \tau_{k}}\left|X_{s}^{\varepsilon}\right|\right)^{2} \int_{0}^{t \wedge \tau_{k}} \varepsilon\left|\beta_{\varepsilon}\left(X_{s}^{\varepsilon}\right)\right|^{2} \mid d s\right] \\
& \\
& \quad+c \varepsilon^{-2 p+1} t \mathbb{E}\left[\sup _{s \leq t \wedge \tau_{k}} \varepsilon^{2 p-2}\left|\varphi_{\varepsilon}\left(X_{s}^{\varepsilon}\right)\right|^{2 p-2}\left(1+\sup _{s \leq t \wedge \tau_{k}}\left|X_{s}^{\varepsilon}\right|\right)^{3}\right] \\
& \\
& \quad+c \varepsilon^{-2 p+1} \mathbb{E}\left[\sup _{s \leq t \wedge \tau_{k}} \varepsilon^{2 p-2}\left|\varphi_{\varepsilon}\left(X_{s}^{\varepsilon}\right)\right|^{2 p-2}\left(1+\sup _{s \leq t \wedge \tau_{k}}\left|X_{s}^{\varepsilon}\right|\right)^{3} \int_{0}^{t \wedge \tau_{k}}\left|\beta_{\varepsilon}\left(X_{s}^{\varepsilon}\right)\right| d s\right]
\end{aligned}
$$

Using the Hölder inequality, we get

$$
\begin{aligned}
& \frac{c}{\varepsilon} \mathbb{E}\left[\int_{0}^{t \wedge \tau_{k}}\left|\varphi_{\varepsilon}\left(X_{s}^{\varepsilon}\right)\right|^{2 p-1}\left(\left|X_{s}^{\varepsilon}\right|+1\right)^{2} d s\right] \\
& \leq c \varepsilon^{-2 p+1} \mathbb{E}\left[\sup _{s \leq t \wedge \tau_{k}} \varepsilon^{2 p}\left|\varphi_{\varepsilon}\left(X_{s}^{\varepsilon}\right)\right|^{2 p}\right]^{\frac{2 p-2}{2 p}} \mathbb{E}\left[\left(\int_{0}^{t \wedge \tau_{k}} \varepsilon\left|\beta_{\varepsilon}\left(X_{s}^{\varepsilon}\right)\right|^{2} d s\right)^{2 p}+\left(1+\sup _{s \leq t \wedge \tau_{k}}\left|X_{s}^{\varepsilon}\right|\right)^{4 p}\right]^{\frac{1}{p}} \\
& +c \varepsilon^{-2 p+1} t \mathbb{E}\left[\sup _{s \leq t \wedge \tau_{k}} \varepsilon^{2 p}\left|\varphi_{\varepsilon}\left(X_{s}^{\varepsilon}\right)\right|^{2 p}\right]^{\frac{2 p-2}{2 p}} \mathbb{E}\left[\left(1+\sup _{s \leq t \wedge \tau_{k}}\left|X_{s}^{\varepsilon}\right|\right)^{3 p}\right]^{\frac{1}{p}} \\
& +c \varepsilon^{-2 p+1} \mathbb{E}\left[\sup _{s \leq t \wedge \tau_{k}} \varepsilon^{2 p}\left|\varphi_{\varepsilon}\left(X_{s}^{\varepsilon}\right)\right|^{2 p}\right]^{\frac{p-1}{p}} \mathbb{E}\left[\left(1+\sup _{s \leq t \wedge \tau_{k}}\left|X_{s}^{\varepsilon}\right|\right)^{5 p}\right]^{\frac{3}{5 p}} \mathbb{E}\left[\left(\int_{0}^{t \wedge \tau_{k}}\left|\beta_{\varepsilon}\left(X_{s}^{\varepsilon}\right)\right| d s\right)^{\frac{5 p}{2}}\right]^{\frac{2}{5 p}}
\end{aligned}
$$

Hence if $X_{0} \in L^{5 p}$, by Proposition 3.1, we have

$$
\begin{equation*}
\frac{c}{\varepsilon} \mathbb{E}\left[\int_{0}^{t \wedge \tau_{k}}\left|\varphi_{\varepsilon}\left(X_{s}^{\varepsilon}\right)\right|^{2 p-1}\left(\left|X_{s}^{\varepsilon}\right|+1\right)^{2} d s\right] \leq c \varepsilon^{-2 p+1} \mathbb{E}\left[\sup _{s \leq t \wedge \tau_{k}} \varepsilon^{2 p}\left|\varphi_{\varepsilon}\left(X_{s}^{\varepsilon}\right)\right|^{2 p}\right]^{\frac{2 p-2}{2 p}} \tag{17}
\end{equation*}
$$

Step 2: Estimate of the third term on the right hand side of (16).
If $X_{0} \in L^{4 p}$, by the Hölder inequality and Proposition 3.1, we have

$$
\begin{equation*}
c \mathbb{E}\left[\int_{0}^{t \wedge \tau_{k}}\left|\varphi_{\varepsilon}\left(X_{s}^{\varepsilon}\right)\right|^{2 p-2}\left|\beta_{\varepsilon}\left(X_{s}^{\varepsilon}\right)\right|^{2}\left(\left|X_{s}^{\varepsilon}\right|+1\right)^{2} d s\right] \leq c \varepsilon^{-2 p+1} \mathbb{E}\left[\sup _{s \leq t \wedge \tau_{k}} \varepsilon^{2 p}\left|\varphi_{\varepsilon}\left(X_{s}^{\varepsilon}\right)\right|^{2 p}\right]^{\frac{p-1}{p}} \tag{18}
\end{equation*}
$$

Step 3: Estimate of the fourth term on the right hand side of (16).
Using Doob's maximal inequality, we get

$$
\begin{aligned}
& \left.2 p \mathbb{E}\left[\left.\sup _{s \leq t \wedge \tau_{k}} \int_{0}^{s}\langle | \varphi_{\varepsilon}\left(X_{u}^{\varepsilon}\right)\right|^{2 p-1} \beta_{\varepsilon}\left(X_{u}^{\varepsilon}\right), \sigma\left(X_{u}^{\varepsilon}\right) d B_{u}\right\rangle\right] \\
& \leq \quad c \varepsilon^{-\frac{4 p-1}{2}} \mathbb{E}\left[\sup _{s \leq t \wedge \tau_{k}} \varepsilon^{2 p-1}\left|\varphi_{\varepsilon}\left(X_{s}^{\varepsilon}\right)\right|^{2 p-1}\left(\int_{0}^{t \wedge \tau_{k}} \varepsilon\left|\beta_{\varepsilon}\left(X_{s}^{\varepsilon}\right)\right|^{2}\left(\left|X_{s}^{\varepsilon}\right|+1\right)^{2} d s\right)^{\frac{1}{2}}\right]
\end{aligned}
$$

If $X_{0} \in L^{4 p}$ then, by the Hölder inequality and Proposition 3.1, we obtain

$$
\begin{equation*}
\left.2 p \mathbb{E}\left[\left.\sup _{s \leq t \wedge \tau_{k}} \int_{0}^{s}\langle | \varphi_{\varepsilon}\left(X_{u}^{\varepsilon}\right)\right|^{2 p-1} \beta_{\varepsilon}\left(X_{u}^{\varepsilon}\right), \sigma\left(X_{u}^{\varepsilon}\right) d B_{u}\right\rangle\right] \leq c \varepsilon^{-\frac{4 p-1}{2}} \mathbb{E}\left[\sup _{s \leq t \wedge \tau_{k}} \varepsilon^{2 p}\left|\varphi_{\varepsilon}\left(X_{s}^{\varepsilon}\right)\right|^{2 p}\right]^{\frac{2 p-1}{2 p}} \tag{19}
\end{equation*}
$$

Step 4: Estimate of the fifth term on the right hand side of (16).
Since

$$
\begin{aligned}
& c \mathbb{E}\left[\int_{0}^{t \wedge \tau_{k}}\left|\varphi_{\varepsilon}\left(X_{s}^{\varepsilon}\right)\right|^{2 p-1}\left|\beta_{\varepsilon}\left(X_{s}^{\varepsilon}\right)\right|\left(\left|X_{s}^{\varepsilon}\right|+1\right) d s\right] \\
& \leq c \varepsilon^{\frac{-4 p+1}{2}} \mathbb{E}\left[\sup _{s \leq t \wedge \tau_{k}} \varepsilon^{2 p-1}\left|\varphi_{\varepsilon}\left(X_{s}^{\varepsilon}\right)\right|^{2 p-1} \int_{0}^{t \wedge \tau_{k}} \varepsilon^{\frac{1}{2}}\left|\beta_{\varepsilon}\left(X_{s}^{\varepsilon}\right)\right|\left(\left|X_{s}^{\varepsilon}\right|+1\right) d s\right]
\end{aligned}
$$

Using the Cauchy and Hölder inequalities, and Proposition 3.1, if $X_{0} \in L^{4 p}$, we have

$$
\begin{equation*}
c \mathbb{E}\left[\int_{0}^{t \wedge \tau_{k}}\left|\varphi_{\varepsilon}\left(X_{s}^{\varepsilon}\right)\right|^{2 p-1}\left|\beta_{\varepsilon}\left(X_{s}^{\varepsilon}\right)\right|\left(\left|X_{s}^{\varepsilon}\right|+1\right) d s\right] \leq c \varepsilon^{\frac{-4 p+1}{2}} \mathbb{E}\left[\sup _{s \leq t \wedge \tau_{k}} \varepsilon^{2 p}\left|\varphi_{\varepsilon}\left(X_{s}^{\varepsilon}\right)\right|^{2 p}\right]^{\frac{2 p-1}{2 p}} \tag{20}
\end{equation*}
$$

By (17)-(20), (16) becomes

$$
\begin{align*}
\mathbb{E}\left[\varepsilon^{2 p}\left|\varphi_{\varepsilon}\left(X_{t \wedge \tau_{k}}^{\varepsilon}\right)\right|^{2 p}\right] \leq \varepsilon^{2 p} \mathbb{E}\left[\left|\varphi_{\varepsilon}\left(X_{0}\right)\right|^{2 p}\right] & +c \varepsilon^{\frac{1}{2}} \mathbb{E}\left[\sup _{s \leq t \wedge \tau_{k}} \varepsilon^{2 p}\left|\varphi_{\varepsilon}\left(X_{s}^{\varepsilon}\right)\right|^{2 p}\right]^{\frac{2 p-1}{2 p}} \\
& +c \varepsilon \mathbb{E}\left[\sup _{s \leq t \wedge \tau_{k}} \varepsilon^{2 p}\left|\varphi_{\varepsilon}\left(X_{s}^{\varepsilon}\right)\right|^{2 p}\right]^{\frac{p-1}{p}} \tag{21}
\end{align*}
$$

We define $A=\varepsilon^{-p} \mathbb{E}\left[\sup _{s \leq t \wedge \tau_{k}} \varepsilon^{2 p}\left|\varphi_{\varepsilon}\left(X_{s}^{\varepsilon}\right)\right|^{2 p}\right]$, then $A<\infty$.
Since $-c(1+|x|) \leq \varphi_{\varepsilon}(x) \leq \varphi(x)$ and $\mathbb{E}\left[\left|\varphi\left(X_{0}\right)\right|^{2 p}\right] \leq c,(21)$ yields

$$
\begin{equation*}
\frac{A}{c\left(\varepsilon^{p}+A^{1-\frac{1}{2 p}}+A^{1-\frac{1}{p}}\right)} \leq 1 \tag{22}
\end{equation*}
$$

As $\varepsilon<1$, we see that $A$ is uniformly bounded (with respect to $\varepsilon$ and $k$ ) by some constant. After delocalization, it follows that for any $p \geq 1$, if $X_{0} \in L^{5 p}$ and $\mathbb{E}\left[\left|\varphi\left(X_{0}\right)\right|^{2 p}\right]<\infty$,

$$
\begin{equation*}
\mathbb{E}\left[\sup _{t \leq T} \varepsilon^{2 p}\left|\varphi_{\varepsilon}\left(X_{t}^{\varepsilon}\right)\right|^{2 p}\right] \leq c \varepsilon^{p} \tag{23}
\end{equation*}
$$

Now using the bounds on $\varphi\left(\pi_{\varepsilon} x\right)$ given by (6), we obtain

$$
\left|\varphi\left(\pi_{\varepsilon} x\right)\right|^{2 p} \leq c\left(1+|x|^{2 p}+\left|\varphi_{\varepsilon}(x)\right|^{2 p}\right)
$$

From inequality (23), we deduce

$$
\begin{equation*}
\mathbb{E}\left[\sup _{t \leq T} \varepsilon^{2 p}\left|\varphi\left(\pi_{\varepsilon} X_{t}^{\varepsilon}\right)\right|^{2 p}\right] \leq c \varepsilon^{p} \tag{24}
\end{equation*}
$$

Using the inequality $c a^{2 p}-b^{2 p} \leq(a+b)^{2 p}$ and (23)-(24), we have

$$
\begin{aligned}
\mathbb{E}\left[\sup _{t \leq T}\left|X_{t}^{\varepsilon}-\pi_{\varepsilon} X_{t}^{\varepsilon}\right|^{4 p}\right] & \leq c \mathbb{E}\left[\sup _{t \leq T}| | X_{t}^{\varepsilon}-\left.\pi_{\varepsilon} X_{t}^{\varepsilon}\right|^{2}+\left.2 \varepsilon \varphi\left(\pi_{\varepsilon} X_{t}^{\varepsilon}\right)\right|^{2 p}\right] \\
& +c \mathbb{E}\left[\sup _{t \leq T} \varepsilon^{2 p}\left|\varphi\left(\pi_{\varepsilon} X_{t}^{\varepsilon}\right)\right|^{2 p}\right] \\
& \leq c \mathbb{E}\left[\sup _{t \leq T} \varepsilon^{2 p}\left|\varphi_{\varepsilon}\left(X_{t}^{\varepsilon}\right)\right|^{2 p}\right]+c \mathbb{E}\left[\sup _{t \leq T} \varepsilon^{2 p}\left|\varphi\left(\pi_{\varepsilon} X_{t}^{\varepsilon}\right)\right|^{2 p}\right] \\
& \leq c \varepsilon^{p}
\end{aligned}
$$

which completes the proof of the proposition.
Thanks to Proposition 3.2, for every $\varepsilon>0$ and $\delta>0$, we have

$$
\mathbb{E}\left[\sup _{t \leq T}\left|X_{t}^{\varepsilon}-X_{t}^{\delta}\right|^{2 p}\right] \leq c\left(\varepsilon^{\frac{p}{4}}+\delta^{\frac{p}{4}}\right) .
$$

We have proved that the sequence of process $\left(X_{t}^{\varepsilon}\right)_{0 \leq t \leq T}$ is Cauchy in $L^{p}$, and so converges to a continuous process $\left(X_{t}\right)_{0 \leq t \leq T}$. By the end of the proof of Theorem 3.2 in [21], we can show that the limit is the unique solution of the multivalued stochastic differential equation (9) for which we have

$$
\begin{equation*}
\mathbb{E}\left[\sup _{t \leq T}\left|X_{t}-X_{t}^{\varepsilon}\right|^{p}\right] \leq c \varepsilon^{\frac{p}{8}} \quad \forall p \geq 2 . \tag{25}
\end{equation*}
$$

Taking $\varepsilon=1 / n$, we may obtain the a.s. uniform convergence for $p>8$.

## 4 Euler semi-implicit scheme

The book [15] is a good reference for the discretized simulation of ordinary stochastic differential equations with Lipschitz coefficients. We are interested here in the case where the coefficients are more singular. On other words, the diffusion coefficient remains Lipschitz continuous but the drift one is the sum of a Lipschitz term and a monotone one.

### 4.1 Euler semi-implicit scheme

Let $p \geq 2,0<T<\infty$ and $N \in \mathbb{N}^{*}$. We propose a Euler semi-implicit scheme with step size $\alpha=\frac{T}{N}$ associated to the process $\left(X_{t}\right)_{0 \leq t \leq T}$ :

$$
\begin{cases}\bar{X}_{0}^{\varepsilon} & =x \in \operatorname{Int}(\operatorname{dom}(\varphi))  \tag{26}\\ \bar{X}_{(n+1) \alpha}^{\varepsilon} & =\bar{X}_{n \alpha}^{\varepsilon}+\alpha b\left(\bar{X}_{n \alpha}^{\varepsilon}\right)-\alpha \beta_{\varepsilon}\left(\bar{X}_{(n+1) \alpha}^{\varepsilon}\right)+\sigma\left(\bar{X}_{n \alpha}^{\varepsilon}\right)\left(B_{(n+1) \alpha}-B_{n \alpha}\right) .\end{cases}
$$

By Proposition (2.5), it is easy to see that this scheme is well defined. We also introduce the continuity version: if $t \in[n \alpha,(n+1) \alpha$ ), then

$$
\begin{equation*}
\bar{X}_{t}^{\varepsilon}=\bar{X}_{n \alpha}^{\varepsilon}+(t-n \alpha) b\left(\bar{X}_{n \alpha}^{\varepsilon}\right)-(t-n \alpha) \beta_{\varepsilon}\left(\bar{X}_{(n+1) \alpha}^{\varepsilon}\right)+\sigma\left(\bar{X}_{n \alpha}^{\varepsilon}\right)\left(B_{t}-B_{n \alpha}\right) . \tag{27}
\end{equation*}
$$

We first state an simple elementary inequality which looks like a discrete Itô formula.
Lemma 4.1 Let $\left\{c_{k}\right\}_{k \in \mathbb{N}}$ and $\left\{d_{k}\right\}_{k \in \mathbb{N}}$ two sequences of $\mathbb{R}^{d}$. For every $n \in \mathbb{N}^{*}$, we have

$$
\left|\sum_{k=0}^{n}\left(c_{k}+d_{k}\right)\right|^{2} \leq \sum_{k=0}^{n}\left|c_{k}\right|^{2}+\sum_{k=0}^{n}\left\langle 2 \sum_{i=0}^{k-1}\left(c_{i}+d_{i}\right), c_{k}\right\rangle+2 \sum_{k=0}^{n}\left\langle\sum_{i=0}^{k}\left(c_{i}+d_{i}\right), d_{k}\right\rangle .
$$

### 4.2 Estimate in $L^{p}$

We know from the previous section that any random variable $X_{t}^{\varepsilon}$ belongs to $L^{p}$. This is also true for the discretized process.

Proposition 4.2 There exists a positive $c$ independent of $\varepsilon$ and $\alpha$ such that

$$
\begin{equation*}
\mathbb{E}\left[\sup _{n \leq N}\left|\bar{X}_{n \alpha}^{\varepsilon}\right|^{p}\right] \leq c . \tag{28}
\end{equation*}
$$

Proof: By formula (26), we can write

$$
\begin{equation*}
\bar{X}_{n \alpha}^{\varepsilon}-x=\sum_{k=0}^{n-1}\left(\alpha b\left(\bar{X}_{k \alpha}^{\varepsilon}\right)+\sigma\left(\bar{X}_{k \alpha}^{\varepsilon}\right)\left(B_{(k+1) \alpha}-B_{k \alpha}\right)\right)-\sum_{k=0}^{n-1} \alpha \beta_{\varepsilon}\left(\bar{X}_{(k+1) \alpha}^{\varepsilon}\right) . \tag{29}
\end{equation*}
$$

Applying Lemma 4.1, we get

$$
\begin{align*}
\left|\bar{X}_{n \alpha}^{\varepsilon}-x\right|^{2} \leq & \sum_{k=0}^{n-1}\left|\alpha b\left(\bar{X}_{k \alpha}^{\varepsilon}\right)+\sigma\left(\bar{X}_{k \alpha}^{\varepsilon}\right)\left(B_{(k+1) \alpha}-B_{k \alpha}\right)\right|^{2} \\
& +2 \sum_{k=0}^{n-1}\left\langle\bar{X}_{k \alpha}^{\varepsilon}-x, \alpha b\left(\bar{X}_{k \alpha}^{\varepsilon}\right)+\sigma\left(\bar{X}_{k \alpha}^{\varepsilon}\right)\left(B_{(k+1) \alpha}-B_{k \alpha}\right)\right\rangle  \tag{30}\\
& -2 \sum_{k=0}^{n-1}\left\langle\bar{X}_{(k+1) \alpha}^{\varepsilon}-x, \alpha \beta_{\varepsilon}\left(\bar{X}_{(k+1) \alpha}^{\varepsilon}\right)\right\rangle .
\end{align*}
$$

Since $x \in \operatorname{Int}(\operatorname{dom}(\varphi))$, the proposition 2.4 is valid, and by definition de $\bar{X}_{(k+1) \alpha}^{\varepsilon}$, we obtain

$$
\begin{aligned}
-\left\langle\bar{X}_{(k+1) \alpha}^{\varepsilon}-x, \beta_{\varepsilon}\left(\bar{X}_{(k+1) \alpha}^{\varepsilon}\right)\right\rangle \leq & (c \alpha-r)\left|\beta_{\varepsilon}\left(\bar{X}_{(k+1) \alpha}^{\varepsilon}\right)\right|+c+c\left|\bar{X}_{k \alpha}^{\varepsilon}-x\right| \\
& +\alpha\left|b\left(\bar{X}_{k \alpha}^{\varepsilon}\right)-b(x)\right|+c\left|\sigma\left(\bar{X}_{k \alpha}^{\varepsilon}\right)\left(B_{(k+1) \alpha}-B_{k \alpha}\right)\right| .
\end{aligned}
$$

We can choose $\alpha$ small enough so that $\alpha \leq \frac{r}{c}$. By the Cauchy inequality and the Lipschitz property of $b$, (30) becomes

$$
\begin{aligned}
\left|\bar{X}_{n \alpha}^{\varepsilon}-x\right|^{2} \leq c & \sum_{k=0}^{n-1} \alpha\left|\bar{X}_{k \alpha}^{\varepsilon}-x\right|^{2}+2 \sum_{k=0}^{n-1}\left|\sigma\left(\bar{X}_{k \alpha}^{\varepsilon}\right)\left(B_{(k+1) \alpha}-B_{k \alpha}\right)\right|^{2} \\
& +\sum_{k=0}^{n-1} \alpha\left|\sigma\left(\bar{X}_{k \alpha}^{\varepsilon}\right)\left(B_{(k+1) \alpha}-B_{k \alpha}\right)\right|+c \\
& +\sum_{k=0}^{n-1}\left\langle\bar{X}_{k \alpha}^{\varepsilon}-x, \sigma\left(\bar{X}_{k \alpha}^{\varepsilon}\right)\left(B_{(k+1) \alpha}-B_{k \alpha}\right)\right\rangle .
\end{aligned}
$$

Applying the following inequality

$$
\begin{equation*}
\sum_{i=1}^{n}\left|x_{i}\right|^{m} \leq\left(\sum_{i=1}^{n}\left|x_{i}\right|\right)^{m} \leq n^{m-1} \sum_{i=1}^{n}\left|x_{i}\right|^{m} \quad \forall m \geq 1 \tag{31}
\end{equation*}
$$

and taking the expectation of supremum, we have

$$
\begin{align*}
\mathbb{E}\left[\sup _{n \leq N}\left|\bar{X}_{n \alpha}^{\varepsilon}-x\right|^{p}\right] \leq & c \mathbb{E}\left[\sup _{n \leq N}\left(\sum_{k=0}^{n-1} \alpha\left|\bar{X}_{k \alpha}^{\varepsilon}-x\right|^{2}\right)^{\frac{p}{2}}\right] \\
& +c \mathbb{E}\left[\sup _{n \leq N}\left(\sum_{k=0}^{n-1}\left|\sigma\left(\bar{X}_{k \alpha}^{\varepsilon}\right)\left(B_{(k+1) \alpha}-B_{k \alpha}\right)\right|^{2}\right)^{\frac{p}{2}}\right] \\
& +c \mathbb{E}\left[\sup _{n \leq N}\left(\sum_{k=0}^{n-1} \alpha\left|\sigma\left(\bar{X}_{k \alpha}^{\varepsilon}\right)\left(B_{(k+1) \alpha}-B_{k \alpha}\right)\right|\right)^{\frac{p}{2}}\right]+c \\
& +c \mathbb{E}\left[\sup _{n \leq N}\left(\sum_{k=0}^{n-1}\left\langle\bar{X}_{k \alpha}^{\varepsilon}-x, \sigma\left(\bar{X}_{k \alpha}^{\varepsilon}\right)\left(B_{(k+1) \alpha}-B_{k \alpha}\right)\right\rangle\right)^{\frac{p}{2}}\right] . \tag{32}
\end{align*}
$$

Applying the Cauchy and Burkholder-Davis-Gundy inequalities to the two last terms on the right hand side, (32) becomes

$$
\begin{aligned}
& \mathbb{E}\left[\sup _{n \leq N}\left|\bar{X}_{n \alpha}^{\varepsilon}-x\right|^{p}\right] \leq \frac{1}{2} \mathbb{E}\left[\sup _{n \leq N-1}\left|\bar{X}_{n \alpha}^{\varepsilon}-x\right|^{p}\right]+c \\
&+c \mathbb{E}\left[\left(\sum_{k=0}^{N-1}\left|\sigma\left(\bar{X}_{k \alpha}^{\varepsilon}\right)\left(B_{(k+1) \alpha}-B_{k \alpha}\right)\right|^{2}\right)^{\frac{p}{2}}\right]
\end{aligned}
$$

Using again the inequality (31), we obtain

$$
\begin{aligned}
\mathbb{E}\left[\sup _{n \leq N}\left|\bar{X}_{n \alpha}^{\varepsilon}-x\right|^{p}\right] \leq & \frac{1}{2} \mathbb{E}\left[\sup _{n \leq N-1}\left|\bar{X}_{n \alpha}^{\varepsilon}-x\right|^{p}\right]+c \\
& +c N^{\frac{p}{2}-1} \sum_{n=0}^{N-1} \mathbb{E}\left[\left|\sigma\left(\bar{X}_{k \alpha}^{\varepsilon}\right)\left(B_{(k+1) \alpha}-B_{k \alpha}\right)\right|^{p}\right] \\
\leq & \frac{1}{2} \mathbb{E}\left[\sup _{n \leq N-1}\left|\bar{X}_{n \alpha}^{\varepsilon}-x\right|^{p}\right]+c \sum_{n=0}^{N-1} \alpha \mathbb{E}\left[\sup _{k \leq n}\left|\bar{X}_{k \alpha}^{\varepsilon}-x\right|^{p}\right]+c .
\end{aligned}
$$

After the usual delocalization and application of Gronwall inequality, we finally obtain

$$
\mathbb{E}\left[\sup _{n \leq N}\left|\bar{X}_{n \alpha}^{\varepsilon}-x\right|^{p}\right] \leq c
$$

which completes the proof of the proposition.

### 4.3 Order of the Euler semi-implicit scheme

Theorem 4.3 For every $p \geq 2$, there exists a positive $c(p)$ independent of $\alpha$ and $\varepsilon$ such that

$$
\begin{equation*}
\mathbb{E}\left[\sup _{n \leq N}\left|X_{n \alpha}^{\varepsilon}-\bar{X}_{n \alpha}^{\varepsilon}\right|^{p}\right] \leq c(p) \frac{\alpha^{\frac{p}{2}}}{\varepsilon^{p}} . \tag{33}
\end{equation*}
$$

Proof: For every $1 \leq n \leq N$, we write $X_{n \alpha}^{\varepsilon}$ and $\bar{X}_{n \alpha}^{\varepsilon}$ with the form (29). Using Lemma 4.1, we have

$$
\begin{align*}
\left|X_{n \alpha}^{\varepsilon}-\bar{X}_{n \alpha}^{\varepsilon}\right|^{2} \leq & 2 \sum_{k=0}^{n-1}\left|\int_{k \alpha}^{(k+1) \alpha}\left(b\left(X_{s}^{\varepsilon}\right)-b\left(\bar{X}_{k \alpha}^{\varepsilon}\right)\right) d s\right|^{2} \\
& +2 \sum_{k=0}^{n-1}\left|\int_{k \alpha}^{(k+1) \alpha}\left(\sigma\left(X_{s}^{\varepsilon}\right)-\sigma\left(\bar{X}_{k \alpha}^{\varepsilon}\right)\right) d B_{s}\right|^{2} \\
& +2 \sum_{k=0}^{n-1}\left\langle X_{k \alpha}^{\varepsilon}-\bar{X}_{k \alpha}^{\varepsilon}, \int_{k \alpha}^{(k+1) \alpha}\left(b\left(X_{s}^{\varepsilon}\right)-b\left(\bar{X}_{k \alpha}^{\varepsilon}\right)\right) d s\right\rangle \\
& +2 \sum_{k=0}^{n-1}\left\langle X_{k \alpha}^{\varepsilon}-\bar{X}_{k \alpha}^{\varepsilon}, \int_{k \alpha}^{(k+1) \alpha}\left(\sigma\left(X_{s}^{\varepsilon}\right)-\sigma\left(\bar{X}_{k \alpha}^{\varepsilon}\right)\right) d B_{s}\right\rangle \\
& -2 \sum_{k=0}^{n-1}\left\langle X_{(k+1) \alpha}^{\varepsilon}-\bar{X}_{(k+1) \alpha}^{\varepsilon}, \int_{k \alpha}^{(k+1) \alpha}\left(\beta_{\varepsilon}\left(X_{s}^{\varepsilon}\right)-\beta_{\varepsilon}\left(\bar{X}_{(k+1) \alpha}^{\varepsilon}\right)\right) d s\right\rangle \tag{34}
\end{align*}
$$

By the monotony and the Lipschitz property with constant $\frac{1}{\varepsilon}$ of $\beta_{\varepsilon}$, we have

$$
\begin{aligned}
& -\left\langle X_{(k+1) \alpha}^{\varepsilon}-\bar{X}_{(k+1) \alpha}^{\varepsilon}, \int_{k \alpha}^{(k+1) \alpha}\left(\beta_{\varepsilon}\left(X_{s}^{\varepsilon}\right)-\beta_{\varepsilon}\left(\bar{X}_{(k+1) \alpha}^{\varepsilon}\right)\right) d s\right\rangle \\
& \leq \frac{\alpha}{2}\left|X_{(k+1) \alpha}^{\varepsilon}-\bar{X}_{(k+1) \alpha}^{\varepsilon}\right|^{2}+\frac{\alpha}{2 \varepsilon^{2}} \sup _{k \alpha \leq s \leq(k+1) \alpha}\left|X_{s}^{\varepsilon}-X_{(k+1) \alpha}^{\varepsilon}\right|^{2}
\end{aligned}
$$

By the Lipschitz property of $b$ and the Cauchy inequality, (34) becomes

$$
\begin{aligned}
\left|X_{n \alpha}^{\varepsilon}-\bar{X}_{n \alpha}^{\varepsilon}\right|^{2} \leq & \alpha\left|X_{n \alpha}^{\varepsilon}-\bar{X}_{n \alpha}^{\varepsilon}\right|^{2}+c \sum_{k=0}^{n-1} \alpha\left|X_{k \alpha}^{\varepsilon}-\bar{X}_{k \alpha}^{\varepsilon}\right|^{2} \\
& +c \sum_{k=0}^{n-1}\left(\begin{array}{l}
\left.\alpha \sup _{k \alpha \leq s \leq(k+1) \alpha}\left|X_{s}^{\varepsilon}-X_{k \alpha}^{\varepsilon}\right|^{2}+\frac{\alpha}{\varepsilon^{2}} \sup _{k \alpha \leq s \leq(k+1) \alpha}\left|X_{s}^{\varepsilon}-X_{(k+1) \alpha}^{\varepsilon}\right|^{2}\right) \\
\\
\\
+2 \sum_{k=0}^{n-1}\left|\int_{k \alpha}^{(k+1) \alpha}\left(\sigma\left(X_{s}^{\varepsilon}\right)-\sigma\left(\bar{X}_{k \alpha}^{\varepsilon}\right)\right) d B_{s}\right|^{2} \\
\\
\end{array}+2 \sum_{k=0}^{n-1}\left\langle X_{k \alpha}^{\varepsilon}-\bar{X}_{k \alpha}^{\varepsilon}, \int_{k \alpha}^{(k+1) \alpha}\left(\sigma\left(X_{s}^{\varepsilon}\right)-\sigma\left(\bar{X}_{k \alpha}^{\varepsilon}\right)\right) d B_{s}\right\rangle\right.
\end{aligned}
$$

For any small enough $\alpha$, using the inequality (31) with power $\frac{p}{2}$ and taking the expectation of supremum, we obtain

$$
\begin{aligned}
& \mathbb{E}\left[\sup _{n \leq N}\left|X_{n \alpha}^{\varepsilon}-\bar{X}_{n \alpha}^{\varepsilon}\right|^{p}\right] \\
& \leq c \mathbb{E}\left[\left(\sum_{k=0}^{N-1} \alpha\left|X_{k \alpha}^{\varepsilon}-\bar{X}_{k \alpha}^{\varepsilon}\right|^{2}\right)^{\frac{p}{2}}\right]+c \mathbb{E}\left[\left(\sum_{k=0}^{N-1}\left|\int_{k \alpha}^{(k+1) \alpha}\left(\sigma\left(X_{s}^{\varepsilon}\right)-\sigma\left(\bar{X}_{k \alpha}^{\varepsilon}\right)\right) d B_{s}\right|^{2}\right)^{\frac{p}{2}}\right] \\
& \quad+c \mathbb{E}\left[\left(\sum_{k=0}^{N-1}\left(\alpha \sup _{k \alpha \leq s \leq(k+1) \alpha}\left|X_{s}^{\varepsilon}-X_{k \alpha}^{\varepsilon}\right|^{2}+\frac{\alpha}{\varepsilon^{2}} \sup _{k \alpha \leq s \leq(k+1) \alpha}\left|X_{s}^{\varepsilon}-X_{(k+1) \alpha}^{\varepsilon}\right|^{2}\right)\right)^{\frac{p}{2}}\right] \\
& \\
& +c \mathbb{E}\left[\sup _{n \leq N}\left|\sum_{k=0}^{n-1}\left\langle X_{k \alpha}^{\varepsilon}-\bar{X}_{k \alpha}^{\varepsilon}, \int_{k \alpha}^{(k+1) \alpha}\left(\sigma\left(X_{s}^{\varepsilon}\right)-\sigma\left(\bar{X}_{k \alpha}^{\varepsilon}\right)\right) d B_{s}\right\rangle\right|^{\frac{p}{2}}\right] .
\end{aligned}
$$

Applying (31) to each term on the right hand side, we have

$$
\begin{align*}
& \mathbb{E}\left[\sup _{n \leq N}\left|X_{n \alpha}^{\varepsilon}-\bar{X}_{n \alpha}^{\varepsilon}\right|^{p}\right] \\
& \leq c N^{\frac{p}{2}-1} \sum_{k=0}^{N-1} \alpha^{\frac{p}{2}} \mathbb{E}\left[\left|X_{k \alpha}^{\varepsilon}-\bar{X}_{k \alpha}^{\varepsilon}\right|^{p}\right]+c N^{\frac{p}{2}-1} \sum_{k=0}^{N-1} \mathbb{E}\left[\left|\int_{k \alpha}^{(k+1) \alpha}\left(\sigma\left(X_{s}^{\varepsilon}\right)-\sigma\left(\bar{X}_{k \alpha}^{\varepsilon}\right)\right) d B_{s}\right|^{p}\right] \\
& +\frac{c}{\varepsilon^{p}} N^{\frac{p}{2}-1} \sum_{k=0}^{N-1} \alpha^{\frac{p}{2}}\left(\mathbb{E}\left[\sup _{k \alpha \leq s \leq(k+1) \alpha}\left|X_{s}^{\varepsilon}-X_{k \alpha}^{\varepsilon}\right|^{p}\right]+\mathbb{E}\left[\sup _{k \alpha \leq s \leq(k+1) \alpha}\left|X_{s}^{\varepsilon}-X_{(k+1) \alpha}^{\varepsilon}\right|^{p}\right]\right) d s \\
& \left.+c \mathbb{E}\left[\sup _{n \leq N} \mid \sum_{k=0}^{n-1}\left\langle X_{k \alpha}^{\varepsilon}-\bar{X}_{k \alpha}^{\varepsilon}, \int_{k \alpha}^{(k+1) \alpha}\left(\sigma\left(X_{s}^{\varepsilon}\right)-\sigma\left(\bar{X}_{k \alpha}^{\varepsilon}\right)\right) d B_{s}\right\rangle\right)^{\frac{p}{2}}\right] . \tag{35}
\end{align*}
$$

We firstly estimate the term $\mathbb{E}\left[\sup _{k \alpha \leq t \leq(k+1) \alpha}\left|X_{t}^{\varepsilon}-X_{k \alpha}^{\varepsilon}\right|^{p}\right]$. Using the definition of $X^{\varepsilon}$, the Lipschitz property of $b, \beta_{\varepsilon}, \sigma$ and the proposition 3.1 , we have

$$
\begin{equation*}
\mathbb{E}\left[\sup _{k \alpha \leq t \leq(k+1) \alpha}\left|X_{t}^{\varepsilon}-X_{k \alpha}^{\varepsilon}\right|^{p}\right]+\mathbb{E}\left[\sup _{k \alpha \leq s \leq(k+1) \alpha}\left|X_{s}^{\varepsilon}-X_{(k+1) \alpha}^{\varepsilon}\right|^{p}\right] \leq \frac{c \alpha^{p}}{\varepsilon^{p}}+c \alpha^{\frac{p}{2}} \tag{36}
\end{equation*}
$$

Using this estimation, the Burkholder-Davis-Gundy inequality and the Lipschitz property of $\sigma$, we have the following estimate for the second term on the right hand side of (35):

$$
\begin{align*}
& c N^{\frac{p}{2}-1} \sum_{k=0}^{N-1} \mathbb{E}\left[\left|\int_{k \alpha}^{(k+1) \alpha}\left(\sigma\left(X_{s}^{\varepsilon}\right)-\sigma\left(\bar{X}_{k \alpha}^{\varepsilon}\right)\right) d B_{s}\right|^{p}\right] \\
& \leq c\left(\frac{T}{\alpha}\right)^{\frac{p}{2}-1} \sum_{k=0}^{N-1} \alpha^{\frac{p}{2}} \mathbb{E}\left[\left|X_{k \alpha}^{\varepsilon}-\bar{X}_{k \alpha}^{\varepsilon}\right|^{p}+\sup _{k \alpha \leq s \leq(k+1) \alpha}\left|X_{s}^{\varepsilon}-X_{k \alpha}^{\varepsilon}\right|^{p}\right]  \tag{37}\\
& \leq c \sum_{k=0}^{N-1} \alpha \mathbb{E}\left[\sup _{i \leq k}\left|X_{i \alpha}^{\varepsilon}-\bar{X}_{i \alpha}^{\varepsilon}\right|^{p}\right]+\left(\frac{c \alpha^{p}}{\varepsilon^{p}}+c \alpha^{\frac{p}{2}}\right)
\end{align*}
$$

We now consider the last term on the right hand side of (35). By the Burkholder-Davis-Gundy and Cauchy inequalities, we obtain

$$
\begin{aligned}
& c \mathbb{E}\left[\sup _{n \leq N}\left|\sum_{k=0}^{n-1} \int_{k \alpha}^{(k+1) \alpha}\left\langle X_{k \alpha}^{\varepsilon}-\bar{X}_{k \alpha}^{\varepsilon},\left(\sigma\left(X_{s}^{\varepsilon}\right)-\sigma\left(\bar{X}_{k \alpha}^{\varepsilon}\right)\right) d B_{s}\right\rangle\right|^{\frac{p}{2}}\right] \\
& \leq \frac{1}{2} \mathbb{E}\left[\sup _{n \leq N}\left|X_{n \alpha}^{\varepsilon}-\bar{X}_{n \alpha}^{\varepsilon}\right|^{p}\right]+2 c \mathbb{E}\left[\left(\sum_{k=0}^{N-1} \int_{k \alpha}^{(k+1) \alpha}\left|\sigma\left(X_{s}^{\varepsilon}\right)-\sigma\left(\bar{X}_{k \alpha}^{\varepsilon}\right)\right|^{2} d s\right)^{\frac{p}{2}}\right]
\end{aligned}
$$

From the Lipschitz property of $\sigma,(31)$ and (36), we deduce that

$$
\begin{aligned}
& c \mathbb{E}\left[\left(\sum_{k=0}^{N-1} \int_{k \alpha}^{(k+1) \alpha}\left|\sigma\left(X_{s}^{\varepsilon}\right)-\sigma\left(\bar{X}_{k \alpha}^{\varepsilon}\right)\right|^{2} d s\right)^{\frac{p}{2}}\right] \\
& \leq c N^{\frac{p}{2}-1} \alpha^{\frac{p}{2}} \sum_{k=0}^{N-1} \mathbb{E}\left[\left|X_{k \alpha}^{\varepsilon}-\bar{X}_{k \alpha}^{\varepsilon}\right|^{p}\right]+c N^{\frac{p}{2}-1} \alpha^{\frac{p}{2}} \sum_{k=0}^{N-1} \mathbb{E}\left[\sup _{k \alpha \leq s \leq(k+1) \alpha}\left|X_{s}^{\varepsilon}-X_{k \alpha}^{\varepsilon}\right|^{p}\right] \\
& \leq c \sum_{k=0}^{N-1} \alpha \mathbb{E}\left[\sup _{i \leq k}\left|X_{i \alpha}^{\varepsilon}-\bar{X}_{i \alpha}^{\varepsilon}\right|^{p}\right]+\left(\frac{c \alpha^{p}}{\varepsilon^{p}}+c \alpha^{\frac{p}{2}}\right)
\end{aligned}
$$

Hence

$$
\begin{align*}
& c \mathbb{E}\left[\sup _{n \leq N}\left|\sum_{k=0}^{n-1} \int_{k \alpha}^{(k+1) \alpha}\left\langle X_{k \alpha}^{\varepsilon}-\bar{X}_{k \alpha}^{\varepsilon},\left(\sigma\left(X_{s}^{\varepsilon}\right)-\sigma\left(\bar{X}_{k \alpha}^{\varepsilon}\right)\right) d B_{s}\right\rangle\right|^{\frac{p}{2}}\right] \\
& \leq \frac{1}{2} \mathbb{E}\left[\sup _{n \leq N}\left|X_{n \alpha}^{\varepsilon}-\bar{X}_{n \alpha}^{\varepsilon}\right|^{p}\right]+c \sum_{k=0}^{N-1} \alpha \mathbb{E}\left[\sup _{i \leq k}\left|X_{i \alpha}^{\varepsilon}-\bar{X}_{i \alpha}^{\varepsilon}\right|^{p}\right]+\left(\frac{c \alpha^{p}}{\varepsilon^{p}}+c \alpha^{\frac{p}{2}}\right) \tag{38}
\end{align*}
$$

Using(36)-(38), inequality (35) becomes

$$
\mathbb{E}\left[\sup _{n \leq N}\left|X_{n \alpha}^{\varepsilon}-\bar{X}_{n \alpha}^{\varepsilon}\right|^{p}\right] \leq c \sum_{k=0}^{N-1} \alpha \mathbb{E}\left[\sup _{i \leq k}\left|X_{i \alpha}^{\varepsilon}-\bar{X}_{i \alpha}^{\varepsilon}\right|^{p}\right]+c \frac{\alpha^{\frac{p}{2}}}{\varepsilon^{p}}
$$

We use the Gronwall inequality to complete the proof.

## Remark:

i) With the main result of the previous section, we finally deduce that

$$
\begin{equation*}
\mathbb{E}\left[\sup _{n \leq N}\left|X_{n \alpha}-\bar{X}_{n \alpha}^{\varepsilon}\right|^{p}\right] \leq c \varepsilon^{\frac{p}{8}}+c \frac{\alpha^{\frac{p}{2}}}{\varepsilon^{p}} \tag{39}
\end{equation*}
$$

ii) We may also obtain the almost sure uniform convergence of $\bar{X}_{n \alpha}^{\varepsilon}$ to $X_{t}^{\varepsilon}$, and of $\bar{X}_{t}^{\varepsilon}$ to $X_{t}$.

## 5 Applications

### 5.1 Some models

Let $d \in \mathbb{N}^{*}, 0<M \leq \infty$ and $I=(0, M)$. We define a convex function $\phi: \mathbb{R} \rightarrow(-\infty,+\infty]$ of class $C^{1}(I)$ satisfying $\phi(x)=+\infty \quad \forall x \in I^{c} \cup\{0+\}$ and $\phi(M-)=+\infty$ if $M<$ $+\infty$. We put

$$
D=\left\{x=\left(x^{1}, x^{2}, \ldots, x^{d}\right): x^{1}<x^{2}<\ldots<x^{d}<x^{1}+M\right\}
$$

and define the function $\varphi: \mathbb{R}^{d} \rightarrow(\infty,+\infty]$ by

$$
\varphi(x)= \begin{cases}\sum_{\substack{1 \leq i<j \leq d \\+\infty}} \phi\left(x^{j}-x^{i}\right) & \text { on } D \\ \text { on } D^{c} .\end{cases}
$$

It is easy to see that $\varphi$ is convex, l.s.c., proper with $\operatorname{dom}(\varphi)=D$. E. Cépa and D. Lépingle [11] have shown that in this case the multivalued stochastic differential equation (9) turns into the stochastic differential equation (12).

We are interested in the following cases. Let $\gamma$ be a strictly positive real number and $B$ be a $d$-dimensional Brownian motion. With the initial condition $X_{0} \in \bar{D}$ a.s.:
for $\phi(x)=-\gamma \log (x)$ on $I=(0, \infty)$, let

$$
\begin{equation*}
d X_{t}^{i}=d B_{t}^{i}+\gamma \sum_{1 \leq i \neq j \leq d} \frac{d t}{X_{t}^{i}-X_{t}^{j}} \quad X_{t}^{1} \leq X_{t}^{2} \leq \ldots \leq X_{t}^{d} \tag{40}
\end{equation*}
$$

for $\phi(x)=-\gamma \log \left(\sin \left(\frac{x}{2}\right)\right)$ on $I=(0,2 \pi)$, let

$$
\begin{equation*}
d X_{t}^{i}=d B_{t}^{i}+\frac{\gamma}{2} \sum_{1 \leq i \neq j \leq d} \cot \left(\frac{X_{t}^{i}-X_{t}^{j}}{2}\right) d t \quad X_{t}^{1} \leq \ldots \leq X_{t}^{d} \leq X_{t}^{1}+2 \pi ; \tag{41}
\end{equation*}
$$

for $\phi(x)=-\gamma \log (\sinh (x))$ on $I=(0, \infty)$, let

$$
\begin{equation*}
d X_{t}^{i}=d B_{t}^{i}+\gamma \sum_{1 \leq i \neq j \leq d} \operatorname{coth}\left(X_{t}^{i}-X_{t}^{j}\right) d t \quad X_{t}^{1} \leq X_{t}^{2} \leq \ldots \leq X_{t}^{d} \tag{42}
\end{equation*}
$$

Each system has a unique strong solution. We may find detailed studies of the system (40) in [5] and [10], of the systems (41) and (42) in [11].
The discretization error is $\frac{\sqrt{\alpha}}{\varepsilon}$ where $\varepsilon$ is the Yosida approximation parameter of $\varphi, \alpha=\frac{T}{N}$ is the step size of the Euler semi-implicit scheme; we must add the error term due the penalization approximation (see (39)) and the error term from the numerical computation.

### 5.2 Law support of the process on [0,T]

Before proposing the simulations of process trajectories, it is interesting obtaining a support result for this trajectories. Recall firstly the formulation of the Skorohod multivalued problem given in [9]. Let $A$ be a multivalued maximal monotone operator and $w \in C\left([0, T] ; \mathbb{R}^{d}\right)$ verifying $w(0) \in \overline{D(A)}$. There exists an unique pair ( $x, k$ ) such that:
i) $x=\{x(t) ; 0 \leq t \leq T\}$ is continuous and taking values in $\overline{D(A)}$;
ii) $k=\{k(t) ; 0 \leq t \leq T\}$ is continuous with variation bounded, taking values in $\mathbb{R}^{d}$ and null at 0 ;
iii) for every pair of continuous functions $(\alpha, \beta)$ on $[0, T]$ and taking values in $\mathbb{R}^{d}$ such that $(\alpha(u), \beta(u)) \in G r(A) \forall u \in[0, T]$, the measure $\langle x(u)-\alpha(u), d k(u)-\beta(u) d u\rangle$ is positive. In the same paper, it is proved that for every $x_{0} \in \overline{D(A)}$, the application

$$
\Gamma: C_{x_{0}}\left([0, T] ; \mathbb{R}^{d}\right) \longrightarrow C_{x_{0}}([0, T] ; \overline{D(A)})
$$

is continuous, where $C_{x_{0}}\left([0, T] ; \mathbb{R}^{d}\right)$ is the set of continuous functions with initial value $x_{0}$. If we now assume there exists a convex function $\varphi$ of the class $C^{1} \operatorname{Int}(\operatorname{dom}(\partial \varphi))$ such that $A=\partial \varphi$, then from the proof of Lemma 3.4 in [10] there exists a continuous function with finite variation $l$ verifying $l(0)=0$ and

$$
\begin{aligned}
& x(t)=w(t)-\int_{0}^{t} \nabla \varphi(x(s)) \mathbb{I}_{\{x(s) \in \operatorname{Int}(\operatorname{dom}(\partial \varphi))\}} d s+l_{t} \\
& \mathbb{I}_{\{x(t) \in \operatorname{Int}(\operatorname{dom}(\partial \varphi))\}} d l_{t}=0
\end{aligned}
$$

Proposition 5.1 With the previous conditions on $\varphi$, if $x_{0} \in \operatorname{Int}(\operatorname{dom}(\partial \varphi))$ and the space $C_{x_{0}}\left([0, T] ; \mathbb{R}^{d}\right)$ is equipped with the Wiener measure $\mathbb{P}_{x_{0}}$ starting from $x_{0}$, then the law support of $\Gamma$ is exactly the space $C_{x_{0}}([0, T] ; \overline{\operatorname{dom}(\partial \varphi)})$.

Proof: It is evident that the law support of $\Gamma$ is a subset of $C_{x_{0}}([0, T] ; \overline{\operatorname{dom}(\partial \varphi)})$. Conversely, let $x \in C_{x_{0}}([0, T] ; \overline{\operatorname{dom(~} \partial \varphi)})$ and $a \in \operatorname{Int}(\operatorname{dom}(\partial \varphi))$. For any $\varepsilon>0$, let $c>0$ with $c T \leq 1$ such that

$$
x^{\prime}(t)=a+(1-c t)(x(t)-a) \quad 0 \leq t \leq T
$$

belongs to $C_{x_{0}}([0, T] ; \operatorname{Int}(\operatorname{dom}(\partial \varphi))) \cap B(x, \varepsilon)$.
Put

$$
w^{\prime}(t)=x^{\prime}(t)+\int_{0}^{t} \nabla \varphi\left(x^{\prime}(s)\right) d s \quad 0 \leq t \leq T .
$$

Then $w^{\prime} \in C_{x_{0}}\left([0, T] ; \mathbb{R}^{d}\right)$ and it is clear by uniqueness of the solution of the Skorohod problem, that $x^{\prime}=\Gamma\left(w^{\prime}\right)$. By continuity of $\Gamma, \Gamma(B(x, \varepsilon))$ contains a ball $B\left(w^{\prime}, \eta\right)$ with $\eta>0$ and the properties of the Wiener measure entail

$$
\mathbb{P}_{x_{0}}\left(\Gamma(B(x, \varepsilon)) \geq \mathbb{P}_{x_{0}}\left(\Gamma\left(B\left(w^{\prime}, \eta\right)\right)>0,\right.\right.
$$

which completes the proof.
It has been proved in [9] that the probability measure $\Gamma\left(\mathbb{P}_{x_{0}}\right)$ is exactly the law of the process $X$ in (9) with $b=0, \sigma=I$ and $X_{0}=x_{0}$.

### 5.3 Linearization method

We firstly consider the process $\mathbb{R}_{+}$, called the Bessel process with dimension $2 \gamma+1$ that is the solution to the one-dimensional equation

$$
\begin{equation*}
d X_{t}=d B_{t}+\gamma \frac{d t}{X_{t}} ; \tag{43}
\end{equation*}
$$

We propose a linearization method where the Brownian motion is approximated by a piecewise linear path $w$ defined for every $t \in[n \alpha,(n+1) \alpha), 0 \leq n \leq N-1$, by

$$
B_{t} \simeq w(t)=\frac{B_{(n+1) \alpha}-B_{n \alpha}}{\alpha} t+\left((n+1) B_{n \alpha}-n B_{(n+1) \alpha}\right) .
$$

The equation (43) becomes, for every $t \in[n \alpha,(n+1) \alpha), 0 \leq n \leq N-1$,

$$
d \bar{X}_{t}=\left(\frac{B_{(n+1) \alpha}-B_{n \alpha}}{\alpha}+\frac{\gamma}{\bar{X}_{t}}\right) d t .
$$

Since the Brownian motion has independent increments, the approximate value $\bar{X}_{n+1}$ (at time $(n+1) \alpha$ ) satisfies

$$
\left(\bar{X}_{n+1}-\bar{X}_{n}\right) Y_{n+1}-\gamma \ln \left(\frac{\bar{X}_{n+1} Y_{n+1}+\gamma}{\bar{X}_{n} Y_{n+1}+\gamma}\right)=\alpha Y_{n+1}^{2}
$$

where $\left(Y_{n}\right)_{1 \leq n \leq N-1}$ are i.i.d. $\mathcal{N}(0, \sqrt{\alpha})$ random variables. This equation has one or two positive roots $\bar{X}_{n+1}$. We choose the largest one. The error order of this method is smaller than $\frac{1}{2}$. Indeed, by Theorem 7.1 in [9] we have

$$
\sup _{t \leq T}\left|X_{t}-\bar{X}_{t}\right| \leq 2 \sup _{t \leq T}\left|B_{t}-w(t)\right| \quad \text { a.s. }
$$

The error order is estimated thanks to the following proposition (we may find a proof of in [18]):

Proposition 5.2 There exists a positive $c$ such that, for every $\alpha \in(0,1)$,

$$
\begin{equation*}
\mathbb{E}\left[\sup _{n \leq N} \sup _{n \alpha \leq t \leq(n+1) \alpha}\left|B_{t}-B_{n \alpha}\right|^{2}\right] \leq c \alpha \log \left(\frac{1}{\alpha}\right) \tag{44}
\end{equation*}
$$

### 5.4 Penalization method

1. For the one-dimensional equation (43), we have the explicit formula of the Yosida approximation of $\partial \varphi$

$$
\beta_{\varepsilon}(x)=\frac{x-\sqrt{x^{2}+4 \varepsilon \gamma}}{2 \varepsilon} .
$$

Using the semi-implicit scheme (26) we get the explicit expression (from now on we write $\bar{X}_{n}^{\varepsilon}$ in place of $\bar{X}_{n \alpha}^{\varepsilon}$ )

$$
\bar{X}_{n+1}^{\varepsilon}=\frac{(2 \varepsilon+\alpha)\left(\bar{X}_{n}^{\varepsilon}+Y_{n+1}\right)+\alpha \sqrt{\left(\bar{X}_{n}^{\varepsilon}+Y_{n+1}\right)^{2}+4 \gamma(\varepsilon+\alpha)}}{2(\varepsilon+\alpha)}
$$

where $\left(Y_{n}\right)_{1 \leq n \leq N}$ are i.i.d. $\mathcal{N}(0, \sqrt{\alpha})$ variables.
2. In the multidimensional case or in the one-dimendional case with cot or coth, we do not have any explicit formula for the Yosida approximation of $\partial \varphi$ but we can program a numerical computation of $\beta_{\varepsilon}$ (see the Annex). After obtaining $\beta_{\varepsilon}$, at the $(n+1)$-th step, we solve the equation

$$
\begin{equation*}
\bar{X}_{n+1}^{\varepsilon}=\bar{X}_{n}^{\varepsilon}-\alpha \beta_{\varepsilon}\left(\bar{X}_{n+1}^{\varepsilon}\right)+Y_{n+1} \tag{45}
\end{equation*}
$$

where $\left(Y_{n}\right)_{1 \leq n \leq N}=\left(Y_{n}^{1}, \ldots, Y_{n}^{d}\right)_{1 \leq n \leq N}$ are independent r.v. with i.i.d. with $\mathcal{N}(0, \sqrt{\alpha})$ components.
Since $\beta_{\varepsilon}$ is Lipschitz with constant $\frac{1}{\varepsilon}$, if $\alpha$ is much smaller than $\varepsilon$, the function $-\alpha \beta_{\varepsilon}(x)+$ $Y_{n+1}+\bar{X}_{n}^{\varepsilon}$ is Lipschitz with constant $\frac{\alpha}{\varepsilon}<1$. By the fixed-point theorem the following algorithm:

$$
\begin{aligned}
\text { first step: } & \bar{X}_{n+1,1}^{\varepsilon} & =-\alpha \beta_{\varepsilon}\left(\bar{X}_{n}^{\varepsilon}\right)+Y_{n+1}+\bar{X}_{n}^{\varepsilon} \\
(k+1)-\text { th step: } & \bar{X}_{n+1, k+1}^{\varepsilon} & =-\alpha \beta_{\varepsilon}\left(\bar{X}_{n+1, k}^{\varepsilon}\right)+Y_{n+1}+\bar{X}_{n}^{\varepsilon}
\end{aligned}
$$

converges quickly to the solution $\bar{X}_{n+1}^{\varepsilon}$ of (45). In each loop, we use the Newton method with constraints (see the annex) to calculate $\beta_{\varepsilon}\left(\bar{X}_{n+1, k}^{\varepsilon}\right)$.
In [10], the authors have proved existence of simple collisions ( two particles at the same place) if and only if $\gamma<\frac{1}{2}$ in the case (40) and (41), and existence of simple collisions with positive probability if and only if $\gamma<\frac{1}{2}$ in the case (42). Fig 1 displayss the simulated trajectories of five particles $(d=5)$ following equation (40) with $\gamma=0.25$ and Fig 2 displays the same system with $\gamma=1$.


FIG 1. - Paths of five particles from the system (40) with collisions.


FIG 2. - Paths of five particles from the system (40) without collisions.

### 5.5 Some properties of particles

1. In the case (40), we define the function $f: \mathbb{R}^{d} \rightarrow \mathbb{R}$ by

$$
f(x)=\frac{1}{2 d} \sum_{i, j=1}^{d}\left(x^{i}-x^{j}\right)^{2}
$$

Applying the Ito formula and after some computation as in [12], p.251, we get

Proposition $5.3\left(f\left(X_{t}\right)\right)_{t \geq 0}$ is a Bessel square with dimension $(d-1)(d \gamma+1)$.

Remark: Other functions have an analogous property, for example

$$
f(x)=\sum_{i=1}^{d}\left(x^{i}\right)^{2}
$$

Thanks to the previous proposition, we can compute exactly the expectation of $f\left(X_{t}\right)$. On the other hand, we calculate the expectation of $f\left(\bar{X}_{t}^{\varepsilon}\right)$ by the Monte-Carlo method. The a.s. uniform convergence of $\bar{X}_{t}^{\varepsilon}$ to $X_{t}$ allows us to test the proposed method. For $d=3$ and $\gamma=1$, Fig 3 compares a Monte Carlo simulation of $f\left(\bar{X}_{t}^{\varepsilon}\right)$ with the theoritical value $(d-1)(d \gamma+1) t$.


FIG 3. - Exact expectation and Monte-Carlo approximation.
2. We can find the proof of the following theorem in [17] which presents the asymptotic behavior of particles with hyperbolic interaction.

Proposition 5.4 Let $\gamma \geq \frac{1}{2}$. For the particles of system (42) we have

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \frac{X_{t}^{i}}{t}=2 \gamma i-\gamma(d+1) \quad \text { a.s. } \quad \forall 1 \leq i \leq d \tag{46}
\end{equation*}
$$

Fig 4 displays a simulation with $d=3$ and $\gamma=1$.


FIG 4. - Asymptotic behavior of the system(42).

## ANNEX

To obtain the approximate value $\bar{X}^{\varepsilon}$ at each time step, we need to solve the equation

$$
\begin{equation*}
x=-\alpha \beta_{\varepsilon}(x)+c, \tag{47}
\end{equation*}
$$

where $c$ is the sum of the previous approximate value and a r.v. $Y=\left(Y^{1}, \ldots, Y^{d}\right) \in \mathbb{R}^{d}$ (the choice of $Y$ on each step is independent) whose components are Gaussian centered with variance $\alpha$ in $\mathbb{R}$ and $\beta_{\varepsilon}$ is the Yosida approximation of subdifferential of $\varphi$.
Since $\beta_{\varepsilon}$ is Lipschitz with constant $\frac{1}{\varepsilon}$, if we choose $\alpha<\varepsilon$, then the function $-\alpha \beta_{\varepsilon}$ is Lipschitz continuous with constant smaller than 1 . The algorithm

$$
\begin{aligned}
& x^{(0)} \\
& x^{(k+1)}=-\alpha \beta_{\varepsilon}\left(x^{(k)}\right)+c
\end{aligned}
$$

converges quickly to the solution of equation (47).
We calculate $\beta_{\varepsilon}$ by the formula

$$
\beta_{\varepsilon}(x)=\frac{x-\pi_{\varepsilon} x}{\varepsilon} \quad, \quad x \in \mathbb{R}^{d}
$$

where $\pi_{\varepsilon} x \in \operatorname{Int}(\operatorname{dom}(\varphi))$ and minimizes the function

$$
f(y)=\frac{1}{2 \varepsilon}|x-y|^{2}+\varphi(y) \quad, \quad y \in \mathbb{R}^{d} .
$$

Since $\varphi$ is proper l.s.c. convex, we use the Newton method with convex constraints (see [7]). Consider for example the system (40). We must solve the problem ( $P 1$ ):

$$
\begin{aligned}
& \min _{y \in D} f(y)=\frac{1}{2 \varepsilon}|x-y|^{2}-\gamma \sum_{i=1}^{d-1} \sum_{j=i+1}^{d} \ln \left(y_{j}-y_{i}\right) \\
& x \in \mathbb{R}^{d}, \varepsilon \in \mathbb{R}_{+}^{*}, \gamma \in \mathbb{R}_{+}^{*}
\end{aligned}
$$

The function $f$ is strictly convex, twice differentiable and tends to infinity on the boundary of the domain, the problem ( $P 1$ ) has a unique solution $\bar{x} \in D$ satisfying

$$
\left\{\begin{array}{l}
\bar{x}_{i}-x_{i}-\varepsilon \gamma \sum_{j \neq i} \frac{1}{\bar{x}_{j}-\bar{x}_{i}}=0 \quad \forall i=1, \ldots, d \\
\bar{x}=\left(\bar{x}_{1}, \ldots, \bar{x}_{d}\right) \in D
\end{array}\right.
$$

Putting

$$
\begin{aligned}
\bar{y}_{(i-1) d-\frac{i(i-1)}{2}+j-i} & =\bar{x}_{j}-\bar{x}_{i} \\
\bar{s}_{k} & =\frac{\varepsilon \gamma}{\bar{y}_{k}}
\end{aligned}
$$

the problem ( $P 1$ ) becomes

$$
\left\{\begin{array}{rlll}
\bar{x}_{i}-x_{i}-\sum_{j<i} \bar{s}_{(j-1) d-\frac{i(i-1)}{2}+i-j}+\sum_{j>i} \bar{s}_{(i-1) d-\frac{i(i-1)}{2}+j-i} & =0 & & \forall i=1, \ldots, d \\
\bar{x}_{i}-\bar{x}_{j}+\bar{y}_{(i-1) d-\frac{i(i-1)}{2}+j-i} & =0 & & \forall 1 \leq i<j \leq d \\
\bar{y}_{i} \bar{s}_{i}-\varepsilon \gamma & =0 & \forall 1 \leq i \leq \widetilde{d} \\
\bar{y}_{i} & >0 & \forall 1 \leq i \leq \widetilde{d} \\
\bar{s}_{i} & >0 & \forall 1 \leq i \leq \widetilde{d} .
\end{array}\right.
$$
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