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A finite volume scheme for a noncoercive elliptic equation with
measure data

Jérôme Droniou1, Thierry Gallouët2, Raphaèle Herbin3

May 14, 2003.

Abstract
We show here the convergence of the finite volume approximate solutions of a convection-diffusion equa-
tion to a weak solution, without the usual coercitivity assumption on the elliptic operator and with
weak regularity assumptions on the data. Numerical experiments are performed to obtain some rates of
convergence in two and three space dimensions.

1 Introduction

The scope of this work is the discretization by the cell-centered finite volume method of convection-
diffusion problems on general structured or non structured grids. Let Ω be a polygonal (or polyhedral)
open subset of R

d (d = 2 or 3); the problem under study writes:
{
−∆u+ div(vu) + bu = µ in Ω,
u = 0 on ∂Ω

(1)

with the following hypotheses on the data:

v ∈ (C(Ω))d ,
b ∈ L2(Ω) , b ≥ 0 a.e. on Ω ,

µ ∈M(Ω) ,
(2)

where M(Ω) = (C(Ω))′ is the dual space of C(Ω), which may also be identified to the set of bounded
measures on Ω. In the sequel, we shall consider the usual infinity norm on C(Ω)), and we shall denote
by || · ||M(Ω) its dual norm on M(Ω).
Our purpose is to prove the convergence of the cell-centered finite volume scheme for the discretization
of Problem (1). Cell-centered schemes for convection-diffusion equations using rectangular, triangular or
Voronöı grids were analysed in a number of papers including [27],[18], [23], [26], [29], [8]. The analysis
which we develop here uses some of the tools which were developped in [14], [20], [15] and [19]. In [15],
a convergence result without any assumption of regularity of the solution is proved. An approximate
gradient was constructed in [7]. Noncoercive elliptic equations with a regular H−1 right-hand-side were
also recently studied [12]. Finally, a thorough study of finite volume schemes for linear or nonlinear
elliptic, parabolic and hyperbolic equations may be found in [14], which we refer to for further details.
The discretization grids which are considered here and in these latter works consist of polygonal (or
polyhedral) control volumes satisfying adequate geometrical conditions (which are stated in the sequel)
and not necessarily ordered in a cartesian grid.

Let us remark that the analysis which is developed here still holds for equations of the type

−div
(
k(x)∇u(x)

)
+ div

(
v(x)u(x)

)
+b(x)u(x) = f(x), x ∈ Ω, (3)

with the following hypotheses on k:

k is a piecewise C1 function from Ω to R;
there exists k0 ∈ R

∗
+ such that k(x) ≥ k0 for a.e. x ∈ Ω.

(4)
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For the sake of the simplicity of notations we prefer to deal with the Laplace operator here but we shall
point out the modifications which take place if the operator div(k∇.) is considered instead: see remarks
2.2, 2.4 and 2.6. If now k is a tensor satisfying the following hypotheses:

k is a piecewise C1 function from Ω to R
d×d,

for all x ∈ Ω, k(x) is a symmetric matrix,
there exists k0 ∈ R

∗
+ such that k(x)ξ · ξ ≥ k0 for a.e. x ∈ Ω and for all ξ ∈ R

d,
(5)

then one may still write the finite volume scheme and obtain some error estimates in the regular case, but
the assumptions on the mesh have to be modified see [20], [24] and [8]. However if the mesh is Cartesian
and if for all x ∈ Ω the matrix k(x) is diagonal then it is “aligned” with the grid and the analysis is
similar to the (non constant) scalar case of Equation (3).
The originality of the present work with respect to the above cited works is threefold: first, the elliptic
operator associated to the convection-diffusion equation is not assumed to be coercive; second, the con-
vection velocity v is only assumed to be continuous (it was assumed C1 in previous works); third, the
right hand side µ is only supposed to be a Radon measure.

In the next section, the finite volume scheme for the discretization of (1) is presented, along with the
admissible meshes. We then state the main convergence theorem of this paper (Theorem 2.1), along with
some preliminary technical results similar to those used in [14], [20], [15], and the proof of which is given
in an appendix. Section 3 is devoted to a priori estimates on the approximate solutions (existence is not
proven at this stage), which will be needed in order to obtain compactness results, and which also yield
the existence and uniqueness of the approximate solution. The proof of Theorem 2.1, that is the proof
of the convergence of the approximate solutions to the weak solution of (1), is then given in Section 4.
Section 5 presents a modified finite volume scheme where the measure data whose support is on the edges
of the mesh are taken into account through a jump of the flux between two neighboring cells; comparing
this scheme to the scheme of Section 2, the convergence result is easy to obtain. Finally, we present in
Section 6 some numerical results in two and three space dimensions, using Cartesian or unstructured
triangular meshes (in 2D), as well as for a spherical geometry. These results allow to derive some rates
of convergence of the method, even though no error estimate is known theoretically.

2 Conservative finite volume discretization and convergence re-

sult

Definition 2.1 An admissible mesh of Ω, denoted by M, is given by a finite partition T of Ω in polygonal
(or polyhedral) convex sets (the “control volumes”), by a finite family E of disjoint subsets of Ω contained
in affine hyperplanes (the “edges”) and by a family P = (xK)K∈T of points in Ω such that

i) each σ ∈ E is a non-empty open subset of ∂K for some K ∈ T ,

ii) by denoting EK = {σ ∈ E | σ ⊂ ∂K}, one has ∂K = ∪σ∈EK
σ for all K ∈ T ,

iii) for all K 6= L in T , either the (d−1)-dimensional measure of K ∩L is null, or K ∩L = σ for some
σ ∈ E, that we denote then σ = K|L,

iv) for all K ∈ T , xK is in the interior of K,

v) for all σ = K|L ∈ E, the line (xK , xL) intersects and is orthogonal to σ,

vi) for all σ ∈ E, σ ⊂ ∂Ω ∩ ∂K, the line which is orthogonal to σ and going through xK intersects σ.

Remark 2.1 (Other admissible meshes) Note that Property v) in the above definition is required so
as to obtain a consistent discretization of the normal fluxes over the boundary of the control domains when

2



using the two points finite difference scheme to discretize the normal flux. In fact, the above definition
of an admissible mesh may be extended to other geometries of Ω than a polygone or a polyhedron. For
instance, if Ω = {x ∈ R

d; |x| ≤ r} is a spherical ball of radius r, then a natural mesh is defined by the
control volumes K0 = {x ∈ R

d; |x| ≤ r1/2} and, for i = 1, N , Ki = {x ∈ R
d; ri−1/2 ≤ |x| ≤ ri+1/2}

where (ri+1/2)i=1,N ⊂ (0, r] is a given increasing sequence such that rN+1/2 = r. Let x0 = 0 and, for
i = 1, . . . , N , ri ∈ (ri−1/2, ri+1/2), then a discretization of the normal diffusive flux ∇u · n (where n is

the outward normal unit vector) over the sphere {x ∈ R
d; |x| = ri+1/2} by the two points scheme ui+1−ui

ri+1−ri

is clearly consistent if the solution u to (1) only depends on r. Moreover, if ri+1/2 = 1
2 (ri+1 − ri), it is

consistent of order 2. Hence this class of spherical discretizations is clearly admissible for the analysis
which will be derived in the sequel.

xK xL

K
L

dK,σ dL,σ

dσ

σ = K|L ∈ Eint

m(σ)

m(σ) xK

K

σ = K| ∈ Eext

∂Ω

dK,σ = dσ

Figure 1: Notations for an admissible mesh

The size of the mesh is then defined by size(M) = supK∈T diam(K). We denote by meas(K) the Lebesgue
measure of K ∈ T . The unit normal to σ ∈ EK outward to K is denoted by nK,σ .
We define Eint = {σ ∈ E | σ 6⊂ ∂Ω} and Eext = E\Eint. If σ ∈ E , meas(σ) is the (d−1)-dimensional measure
of σ; if σ = K|L ∈ Eint, dσ is the distance between the points (xK , xL) and dK,σ denotes the distance
between xK and σ; if σ ∈ Eext ∩ EK , dσ = dK,σ is the distance between xK and σ. The transmissivity
through an edge σ is

τσ =
meas(σ)

dσ
.

Within the integrals, the letter λ (resp. γ) stands for the d (resp.(d − 1))-dimensional measure on the
domain Ω (resp. on the edges of the mesh). Note that moth measures are denoted by ”meas” when
applied to a control volume or an edge.
We shall naturally identify the set R

Card(T ) to the set X(T ) of functions defined a.e. on Ω and constant
on each control volume K ∈ T .

Remark 2.2 In the case of the operator div(k∇.) which is considered in Equation (3) where k is a
function from Ω to R or R

d×d which satisfies (4) or (5), admissible meshes must satisfy the following
additional condition:

(vi) For any K ∈ T , the restriction k|K of the function k to any given control volume K belongs to
C1(K).

Furthermore if k is a piecewise C1 function from Ω to R
d×d, the orthogonality conditions (iv) and (v)

have to be modified into:
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(iv)’ For any K ∈ T , let kK denote the mean value of k on K, that is

kK =
1

meas(K)

∫

K

kdλ. (6)

The set T is such that there exists a family of points

P = (xK)K∈T such that xK = ∩σ∈EK
DK,σ,k ∈ K,

where DK,σ,k is a straight line perpendicular to σ with respect to the scalar product induced by k−1
K

such that DK,σ,k ∩σ = DL,σ,k ∩ σ 6= ∅ if σ = K|L. Furthermore, if σ = K|L, let yσ = DK,σ,k ∩ σ(=
DL,σ,k ∩ σ) and assume that xK 6= xL.

(v)’ For any σ ∈ Eext, let K be the control volume such that σ ∈ EK and let DK,σ,k be the straight line
going through xK and orthogonal to σ with respect to the scalar product induced by k−1

K ; then, there
exists yσ ∈ σ ∩ DK,σ,k.

If M is an admissible mesh, and under Hypothesis (2), we can define the finite volume discretization of
(1).
By denoting, for K ∈ T and σ ∈ EK ,

bK =
1

meas(K)

∫

K

bdλ and vK,σ =

∫

σ

v · nK,σ dγ (7)

the scheme is defined by

∀K ∈ T ,
∑

σ∈EK

FK,σ +
∑

σ∈EK

vK,σuσ,+ + meas(K)bKuK = µ(K) , (8)

∀σ = K|L ∈ Eint , FK,σ = −τσ(uL − uK) ,
∀σ ∈ Eext ∩ EK , FK,σ = τσuK ,

(9)

∀σ = K|L ∈ Eint , uσ,+ = uK if vK,σ ≥ 0 , uσ,+ = uL otherwise,
∀σ ∈ Eext ∩ EK , uσ,+ = uK if vK,σ ≥ 0 , uσ,+ = 0 otherwise.

(10)

Equations (8)—(10) form a linear system in (uK)K∈T of size Card(T ). Notice that this scheme is
conservative in the sense that if σ = K|L, then FK,σ = −FL,σ and vK,σ = −vL,σ.

Remark 2.3 The approximation (10) of the convective flux is the classical upwind scheme, which we
choose here because it ensures both the existence of a solution to the scheme (and the maximum principle)
without any condition on the size of the mesh. If instead of the upwind scheme, we used the central
difference scheme, then we would need a condition on the size of the mesh in order to have existence of
a solution to the scheme, and in order for the maximum principle to hold. However, when the size of
the mesh tends to 0, the centered scheme may also be shown to converge. The upwind scheme is often
preferred in applications because of its robustness on coarse meshes.
Also note that if vK,σ = 0, for some σ = K|L for example, then (10) does not determine uσ,+ uniquely
since one may take either uσ,+ = uK (since vK,σ ≥ 0) or uσ,+ = uL (since vL,σ = −vK,σ = 0 ≥ 0).
However, this is no real problem since uσ,+ always appears multiplied by vK,σ or vL,σ and thus, if vK,σ = 0,
the value of uσ,+ does not matter (one can, for example, reduce the second sum of (8) to the σ ∈ EK such
that vK,σ 6= 0).

Remark 2.4 In the case of a non constant diffusion coefficient as in Equation (3) where k is a function
from Ω to R satisfying (4) or from Ω to R

d×d satisfying (5), one considers admissible meshes satisfying
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(vi) of Remark 2.2 and in the tensor case also (iv)′ and (v)′ instead of (iv) and (v). For K ∈ T and
σ ∈ EK , let

kK,σ =

∣∣∣∣
1

meas(K)

∫

K

k dλnK,σ ,

∣∣∣∣ (11)

(where | · | denotes the Euclidean norm). Note that in the scalar case, this yields in fact kK,σ =
1

meas(K)

∫
K kdλ. The exact diffusion fluxes k(x)∇u · nK,σ on an edge σ of the mesh may then be ap-

proximated in a consistent way (see [14] and [24]) by replacing the formulae in (9) by:

• internal edges:
FK,σ = −τσ(uL − uK), if σ ∈ Eint, σ = K|L, (12)

where

τσ = meas(σ)
kK,σkL,σ

kK,σdL,σ + kL,σdK,σ
;

• boundary edges:

FK,σ = −τσ(uσ − uK), if σ ∈ Eext and xK 6∈ σ, (13)

where

τσ = meas(σ)
kK,σ

dK,σ
·

Let us now state our main result, which we shall prove in the following sections.

Theorem 2.1 If M is an admissible mesh, then there exists a unique solution to (8)—(10). Moreover,
if (Mn)n≥1 is a sequence of admissible meshes such that there exists ζ > 0 satisfying

for all n ≥ 1, for all K ∈ Tn, for all σ ∈ EK, dK,σ ≥ ζdσ ,

and such that size(Mn) → 0, then, by denoting un ∈ X(Tn) the solution of (8)—(10) with M = Mn,
(un)n≥1 converges to u in Lp(Ω) for all p ∈ [1, d

d−2 ), where u is the unique solution to (1) in the sense






u ∈ ⋂
q< d

d−1

W 1,q
0 (Ω) ,

∫

Ω

∇u · ∇ϕdλ −
∫

Ω

uv · ∇ϕdλ +

∫

Ω

buϕdλ =

∫

Ω

ϕdµ , ∀ϕ ∈
⋃

s>d

W 1,s
0 (Ω),

(14)

where
∫
Ω ϕdµ =< µ,ϕ >(C(Ω̄))′,C(Ω̄). (We recall that W 1,q(Ω) is the set of functions which belong to

Lq(Ω) and such that their derivatives are also in Lq(Ω), and W 1,q
0 (Ω) = C∞c (Ω)

W 1,q(Ω)
. We also recall

that W 1,s
0 (Ω) ⊂ C0(Ω̄) for s > d.)

Remark 2.5 Notice that we do not suppose the existence and uniqueness of a solution to (14); we will
prove both.

Remark 2.6 A convergence result still holds if a non constant piecewise C1 diffusion scalar coefficient
is considered i.e. if k satisfies (4) and if Equation (3) is discretized by the scheme (7),(8),(11)—(13).
In fact, in the two-dimensional case, the proof follows the one given below in the case k = Id. In the
three-dimensional case however, the regularity of the solution to the dual problem (47), which is used in
the proof of the uniqueness of a solution to (14) (see section 4) is not so clear. Hence in the 3D case,
uniqueness of a solution to (14) is not known, and the convergence result of Theorem (2.1) still holds,
but only up to a subsequence.
If one now considers the general tensor case, then some more restrictive assumptions are needed on the
mesh in order to obtain consistency of the fluxes, see [14] and [24].
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The proof of existence and uniqueness of a solution to (8)—(10) is based on a priori estimates on the
solutions to this problem, which are obtained with the following discrete W 1,q

0 norm, defined as follows.

Definition 2.2 (Discrete W 1,q norm) If M is an admissible mesh, vT = (vK)K∈T ∈ R
Card(T ) and

1 ≤ q <∞, we define

||vT ||1,q,M =

(
∑

σ∈E

meas(σ)dσ

(
DσvT
dσ

)q
)1/q

,

where DσvT = |vK − vL| if σ = K|L ∈ Eint and DσvT = |vK | if σ ∈ Eext ∩ EK .

Let us now state the main a priori estimate, which will be proven in Section 3. This estimate is crucial
to prove the existence of a solution to (8)—(10), and also to obtain the compactness properties on
approximate solutions which will eventually yield the convergence result.

Theorem 2.2 Let M be an admissible mesh and ζ > 0 satisfying

for all K ∈ T and all σ ∈ EK , dK,σ ≥ ζdσ . (15)

Then, for all q ∈ [1, d
d−1 ), there exists C > 0 only depending on (Ω,v, q, ζ) such that, if uT ∈ X(T ) is a

solution to (8)—(10), then ||uT ||1,q,M ≤ C||µ||M(Ω).

In the sequel, we shall use the following properties of the discrete W 1,q
0 norm:

Proposition 2.1 (Discrete Poincaré inequality) If 1 ≤ q ≤ 2, M is an admissible mesh and vT ∈
X(T ), then

‖vT ‖Lq(Ω) ≤ diam(Ω)||vT ||1,q,M. (16)

Proposition 2.2 (Discrete Sobolev Inequality) Let 1 ≤ q ≤ 2, M be an admissible mesh and ζ > 0
satisfying (15). Then, with q∗ = dq

d−q if q < d and q∗ <∞ if q = d = 2, there exists C > 0 only depending

on (Ω, q, q∗, ζ) such that, for all vT ∈ X(T ),

||vT ||Lq∗(Ω) ≤ C||vT ||1,q,M.

In fact, it is easily seen that the above inequality also holds for any r ≤ q∗, that is:

||vT ||Lr(Ω) ≤ C||vT ||1,q,M, for any r ≤ q∗.

Proposition 2.3 (Discrete Rellich Theorem) Let 1 ≤ q ≤ 2 and M be an admissible mesh. Then
there exists C > 0 only depending on (Ω, q) such that, for all h ∈ R

d and all vT ∈ X(T ), denoting wT
the extension of vT to R

d by 0 outside Ω, we have
∫

Rd

|wT (x+ h)− wT (x)|q dλ(x) ≤ |h|(|h|+ Csize(M))q−1||vT ||q1,q,M. (17)

In particular, if (Mn)n≥1 is a sequence of admissible meshes and vn ∈ X(Tn) is such that (||vn||1,q,Mn
)n≥1

is bounded, then (vn)n≥1 is relatively compact in Lq(Ω).

Proposition 2.4 (Regularity of the limit) Let q ∈ (1, 2] and (Mn)n≥1 be a sequence of admissible
meshes such that size(Mn) → 0. If vn ∈ X(Tn), (||vn||1,q,Mn

)n≥1 is bounded and vn → v in Lq(Ω), then

v ∈ W 1,q
0 (Ω).

These propositions are easy adaptations of similar results in [14] for the case q = 2 (see also [6] for
Proposition 2.2 and [19] for Proposition 2.3). We sketch the proofs of these propositions in the appendix
for the sake of completeness.
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3 A Priori Estimates

The aim of this section is to prove the discrete W 1,q a priori estimate of Theorem 2.2, which is crucial in
the proof of existence of the scheme, and also in the obtention of a compactness result which will allow
to prove the convergence of a sequence of approximate solutions (Theorem 2.1 and its proof in Section
4).
Such a priori estimates were already used for the study of the finite volume approximation of nonlinear
elliptic or parabolic equations, see e.g. [15], [16]. But in these previous works, the estimates were obtained
in a discrete H1 norm, accordingly with the regularity of the solution of the continuous problem.
We prove here some a priori estimates on the solution to (8)—(10) in a discrete W 1,q norm, since
the solution to the continuous problem is in W 1,q. As in the continuous case, it is difficult to obtain an
estimate on uT itself (note that in the continuous case, u is not allowed as a test function in (14)). Hence,
as in [19], we shall obtain estimates on truncations of the approximate solutions, that is the functions
Tk(uT ), where Tk is defined in Figure 2. However, in [19], we only dealt with the Laplace operator,
whereas here we allow non-coercive convection-diffusion operators. Because of this non-coercivity, we
shall need to start with some weaker estimates, namely an estimate on ln(1 + |uT |), as was done in [9] in
the continuous case. In order to obtain this estimate, we shall obtain some estimate on Sk(uT ), where
Sk = Id− Tk is also defined in Figure 2 and section 3.2. Note that in the diffusion dominated case, the
operator is becomes coercive and the discrete W 1,q estimate may be directly obtained from the estimates
on Tk(uT ) as in [19].

−k −kk k

ss

Tk(s) Sk(s)

Figure 2: The functions Tk and Sk

Since the function Tk is bounded, the estimate on Tk(uT ) is easy to obtain. The estimate on Sk(uT ) is
more tricky. The convective term is controlled through a bound of meas(Ek) where Ek = {|uT | > k} (see
Corollary 3.1), which is a consequence of an estimate on ln(1 + |uT |) (see Proposition 3.1).

Each of the estimates we present here has a continuous counterpart; see for example [2], [3] for estimates
on nonlinear elliptic equations with measure data and [9], [10] for estimates on linear and nonlinear
noncoercive variational elliptic problems. Mixing the techniques of [3] and [9] (or [10]), we can prove
estimates (and an existence result) on solutions to linear or nonlinear noncoercive elliptic equations with
measure data.
To obtain the estimates on the solutions to (8)—(10), we adapt to the discrete setting this mix of
techniques of [3] and [9]. Thus, to make the following proofs easier to understand, we sketch, for each of
the discrete estimate, the proof of the corresponding continuous estimate.
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3.1 Estimate on ln(1 + |uT |)
Proposition 3.1 Let M be an admissible mesh. If uT = (uK)K∈T is a solution to (8)—(10), then

|| ln(1 + |uT |)||21,2,T ≤ 2||µ||M(Ω) + dmeas(Ω) || |v| ||2L∞(Ω) (18)

(where |v| denotes the euclidean norm of v in R
d).

Before we prove Proposition 3.1, let us state an easy corollary, which is used in the proof of the estimate
of Proposition 3.2.

Corollary 3.1 Let M be an admissible mesh. If uT = (uK)K∈T is a solution to (8)—(10) and, for
k > 0, Ek = {|uT | > k}, then there exists C ∈ R

∗
+ only depending on (Ω,v) such that

meas(Ek) ≤
C(1 + ||µ||M(Ω))

(ln(1 + k))2
.

Proof of Corollary 3.1
By Proposition 3.1, we get that

|| ln(1 + |uT |)||21,2,T ≤ (2 + dmeas(Ω) || |v| ||2L∞(Ω))(1 + ||µ||M(Ω)).

Therefore, using the discrete Poincaré inequality (Proposition 2.1), we get that there exists C ∈ R
∗
+ only

depending on (Ω,v) such that:

|| ln(1 + |uT |)||2L2(Ω) ≤ C(1 + ||µ||M(Ω)).

Finally, since meas(Ek) = meas({ln(1 + |uT |) ≥ ln(1 + k)}), the Chebyshev inequality yields that

meas(Ek) ≤ C(1+||µ||M(Ω))

(ln(1+k))2 .

Proof of Proposition 3.1
Step 0: sketch of the proof in the continuous case.
Let ϕ(s) =

∫ s

0
dt

(1+|t|)2 . Suppose that µ ∈ H−1(Ω) ∩L1(Ω) and let u ∈ H1
0 (Ω) be a variational solution of

(1). Using ϕ(u) as a test function in the equation satisfied by u, and since ϕ is bounded by 1, we find:

∫

Ω

∇u· ∇u
(1 + |u|)2 dλ+

∫

Ω

buϕ(u) dλ ≤ ||µ||L1(Ω)+|| |v| ||L∞(Ω)

∫

Ω

|u| |∇u|
(1 + |u|)2 dλ ≤ C+C

∫

Ω

|∇u|
(1 + |u|) dλ,

where C only depends on ||µ||L1(Ω) and v. Since ∇(ln(1 + |u|)) = sgn(u) ∇u
(1+|u|) and buϕ(u) ≥ 0 (b is

nonnegative and ϕ(s) has the same sign as s), we deduce that

|| |∇(ln(1 + |u|))| ||2L2(Ω) ≤ C + Cmeas(Ω)1/2|| |∇(ln(1 + |u|))| ||L2(Ω),

which gives an estimate on || |∇(ln(1+ |u|))| ||L2(Ω) (and thus, by the Poincaré inequality, also on || ln(1+
|u|)||L2(Ω)).

Step 1: proof of a first discrete estimate.
Let ϕ(s) =

∫ s

0
dt

(1+|t|)2 . Multiplying each equality of (8) by ϕ(uK) and summing on K ∈ T , we have

∑

K∈T

∑

σ∈EK

FK,σϕ(uK) +
∑

K∈T

∑

σ∈EK

vK,σuσ,+ϕ(uK)+
∑

K∈T

meas(K)bKuKϕ(uK)

=
∑

K∈T

µ(K)ϕ(uK). (19)
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Gathering by edges and using (9), we can write

∑

K∈T

∑

σ∈EK

FK,σϕ(uK) =
∑

σ∈E

τσ(uK − uL)(ϕ(uK)− ϕ(uL)) (20)

where we let σ = K|L if σ ∈ Eint and uL = 0 if σ ∈ Eext ∩ EK .
By the conservativity of the fluxes, still gathering by edges, we find

∑

K∈T

∑

σ∈EK

vK,σuσ,+ϕ(uK) =
∑

σ∈E

uσ,+vK,σ(ϕ(uK)− ϕ(uL))

(recall that uL = 0 — so that ϕ(uL) = 0 — if σ ∈ Eext ∩ EK). If σ ∈ E , we denote vσ = |vK,σ | for a
K ∈ T such that σ ∈ EK (the definition of vσ does not depend on the choice of such a K) and uσ,− the
downstream choice of u, i.e. uσ,− is such that {uσ,+, uσ,−} = {uK , uL} (where σ = K|L if σ ∈ Eint and
uL = 0 if σ ∈ Eext ∩ EK).
Let σ ∈ E ; if vK,σ ≥ 0, then uσ,+ = uK and uσ,− = uL so that vK,σ(ϕ(uK) − ϕ(uL)) = vσ(ϕ(uσ,+) −
ϕ(uσ,−)); if vK,σ < 0, then uσ,+ = uL and uσ,− = uK , which gives vK,σ(ϕ(uK)−ϕ(uL)) = −vσ(ϕ(uσ,−)−
ϕ(uσ,+)) = vσ(ϕ(uσ,+)− ϕ(uσ,−)). Thus,

∑

K∈T

∑

σ∈EK

vK,σuσ,+ϕ(uK) =
∑

σ∈E

vσuσ,+(ϕ(uσ,+)− ϕ(uσ,−)). (21)

b being nonnegative and ϕ(s) having the same sign as s,

∑

K∈T

meas(K)bKuKϕ(uK) ≥ 0. (22)

Since ϕ is bounded by 1 and T is a partition of Ω,

∣∣∣∣∣
∑

K∈T

µ(K)ϕ(uK)

∣∣∣∣∣ ≤
∑

K∈T

|µ(K)| ≤ |µ|(Ω) = ||µ||M(Ω). (23)

Using (20), (21), (22) and (23) in (19), we get

∑

σ∈E

τσ(uK − uL)(ϕ(uK)− ϕ(uL)) ≤ ||µ||M(Ω) +
∑

σ∈E

vσuσ,+(ϕ(uσ,−)− ϕ(uσ,+)). (24)

We now study each term of the last sum a little more precisely. We use the fact that ϕ is nondecreasing.

• If uσ,+ ≥ uσ,− and uσ,+ ≥ 0, then ϕ(uσ,−)− ϕ(uσ,+) ≤ 0 and uσ,+(ϕ(uσ,−)− ϕ(uσ,+)) ≤ 0.

• If uσ,+ ≥ uσ,− and uσ,+ < 0, then 0 > uσ,+ ≥ uσ,−, so that (uσ,+, uσ,−) have the same sign and
|uσ,+| ≤ |uσ,−|.

• If uσ,+ < uσ,− and uσ,+ ≥ 0, then 0 ≤ uσ,+ < uσ,−, so that (uσ,+, uσ,−) have the same sign and
|uσ,+| ≤ |uσ,−|.

• If uσ,+ < uσ,− and uσ,+ < 0, then ϕ(uσ,−)− ϕ(uσ,+) ≥ 0 and uσ,+(ϕ(uσ,−)− ϕ(uσ,+)) ≤ 0.

By denoting A = {σ ∈ E | uσ,+ ≥ uσ,− , uσ,+ < 0} ∪ {σ ∈ E | uσ,+ < uσ,− , uσ,+ ≥ 0}, we notice thus
that, for all σ ∈ E\A, vσuσ,+(ϕ(uσ,−)− ϕ(uσ,+)) ≤ 0. This gives

∑

σ∈E

vσuσ,+(ϕ(uσ,−)− ϕ(uσ,+)) ≤
∑

σ∈A

vσuσ,+(ϕ(uσ,−)− ϕ(uσ,+)).

9



As vσ ≤ meas(σ)|| |v| ||L∞(Ω), we deduce, using the Cauchy-Schwarz inequality, that
∑

σ∈E

vσuσ,+(ϕ(uσ,−)− ϕ(uσ,+))

≤ || |v| ||L∞(Ω)

∑

σ∈A

meas(σ)|uσ,+||ϕ(uσ,−)− ϕ(uσ,+)|

≤ || |v| ||L∞(Ω)

(
∑

σ∈A

meas(σ)dσ

) 1
2
(
∑

σ∈A

τσu
2
σ,+(ϕ(uσ,−)− ϕ(uσ,+))2

) 1
2

.

But
∑

σ∈A meas(σ)dσ ≤ ∑
σ∈E meas(σ)dσ = dmeas(Ω) and, if σ ∈ A, (uσ,+, uσ,−) have the same sign

and |uσ,+| ≤ |uσ,−|, thus, by Lemma 3.1 below and Young’s inequality,
∑

σ∈E

vσuσ,+(ϕ(uσ,−)− ϕ(uσ,+))

≤ (dmeas(Ω))1/2|| |v| ||L∞(Ω)

(
∑

σ∈A

τσ(uσ,− − uσ,+)(ϕ(uσ,−)− ϕ(uσ,+))

) 1
2

≤ 1

2
dmeas(Ω) || |v| ||2L∞(Ω) +

1

2

∑

σ∈E

τσ(uσ,− − uσ,+)(ϕ(uσ,−)− ϕ(uσ,+)).

For all σ ∈ E , we have {uσ,+, uσ,−} = {uK , uL}, so that (uσ,− − uσ,+)(ϕ(uσ,−) − ϕ(uσ,+)) = (uK −
uL)(ϕ(uK)− ϕ(uL)). Coming back to (24), we obtain

∑

σ∈E

τσ(uK − uL)(ϕ(uK)− ϕ(uL)) ≤ 2||µ||M(Ω) + dmeas(Ω) || |v| ||2L∞(Ω) , (25)

which concludes this step.

Step 2: Estimate on ln(1 + |uT |).
We notice that, for all s ∈ R, ln(1 + |s|) =

∫ s

0
sgn(t) dt

1+|t| . Thus, for all (x, y) ∈ R
2, by the Cauchy-Schwarz

inequality and since ϕ is nondecreasing,

(ln(1 + |x|)− ln(1 + |y|))2 =

(∫ x

y

sgn(t) dt

1 + |t|

)2

≤ |x− y|
∣∣∣∣
∫ x

y

dt

(1 + |t|)2
∣∣∣∣ = |x− y||ϕ(x)− ϕ(y)| = (x− y)(ϕ(x) − ϕ(y)).

Using this upper bound and (25), we deduce the result of the proposition.

Let us now state and prove the technical result which was used in Step 1 of the above proof.

Lemma 3.1 Let ϕ(s) =
∫ s

0
dt

(1+|t|)2 . If (x, y) ∈ R
2 have the same sign and |x| ≤ |y|, then

x2(ϕ(y)− ϕ(x))2 ≤ (y − x)(ϕ(y) − ϕ(x)). (26)

Proof of Lemma 3.1
Since ϕ is C1-continuous on R, there exists θ ∈ [x, y] such that ϕ(y)−ϕ(x) = ϕ′(θ)(y−x), so that, since
ϕ is nondecreasing,

x2(ϕ(y)− ϕ(x))2 ≤ x2

(1 + |θ|)2 |y − x| |ϕ(y) − ϕ(x)|

≤ x2

(1 + |θ|)2 (y − x)(ϕ(y) − ϕ(x)).
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But |x| ≤ |y| and x and y have the same sign, so that, since θ ∈ [x, y], we have |θ| ≥ |x|, and (26) is thus
a consequence of the previous inequality.

3.2 Estimate on ||uT ||1,q,M

We denote, for k > 0, Tk(s) = max(−k,min(s, k)) and Sk(s) = s− Tk(s) (see Figure 2).

Proposition 3.2 Let M be an admissible mesh and ζ > 0 satisfying (15). We suppose that µ satisfies
||µ||M(Ω) ≤ 1. Then there exists k0 > 0 only depending on (Ω,v, ζ) and, for all m ∈ (1, 2), C > 0 only

depending on (Ω,v,m, ζ) such that, if uT is a solution to (8)—(10) and ϕm(s) =
∫ s

0
dt

(1+|t|)m , we have

∑

σ∈E

τσ(Sk0(uK)− Sk0(uL))(ϕm(Sk0(uK))− ϕm(Sk0(uL))) ≤ C (27)

and ∑

σ∈E

τσ(Tk0(uK)− Tk0(uL))(ϕm(Tk0(uK))− ϕm(Tk0(uL))) ≤ C, (28)

where we let σ = K|L if σ ∈ Eint and uL = 0 if σ ∈ Eext ∩ EK .

Remark 3.1 Problem (8)—(10) being linear, there is no loss of generality in the estimate if we consider
measures of norm less than 1, as we will see in Theorem 2.2

Proof of Proposition 3.2
Step 0: sketch of the estimate in the continuous case.
Suppose that u ∈ H1

0 (Ω) is a variational solution of (1) with µ ∈ H−1(Ω)∩L1(Ω) satisfying ||µ||L1(Ω) ≤ 1,
and take ϕm(Sk(u)) as a test function in (14). Using the fact that buϕm(Sk(u)) ≥ 0 (b is nonnegative
and ϕm(s) and Sk(s) have the same sign as s), that ∇(Sk(u)) = ∇u where ∇(Sk(u)) 6= 0 and that ϕm is
bounded by 1/(m− 1), we have

∫

Ω

|∇(Sk(u))|2
(1 + |Sk(u)|)m

dλ ≤ 1

m− 1
+ || |v| ||L∞(Ω)

∫

Ω

|u| |∇(Sk(u))|
(1 + |Sk(u)|)m

dλ.

But |u| ≤ k + |Sk(u)| and (1 + |Sk(u)|)2m ≥ (1 + |Sk(u)|)m, so that, by the Cauchy-Schwarz inequality,

∫

Ω

|∇(Sk(u))|2
(1 + |Sk(u)|)m

dλ

≤ 1

m− 1
+ C1k

(∫

Ω

|∇(Sk(u))|2
(1 + |Sk(u)|)2m

dλ

) 1
2

+ C1

∫

Ω

|Sk(u)|
(1 + |Sk(u)|)m

2

|∇(Sk(u))|
(1 + |Sk(u)|)m

2
dλ

≤ 1

m− 1
+ C1k

(∫

Ω

|∇(Sk(u))|2
(1 + |Sk(u)|)m

dλ

) 1
2

+ C1||ψ(Sk(u))||L2(Ω)

(∫

Ω

|∇(Sk(u))|2
(1 + |Sk(u)|)m

dλ

) 1
2

,

(29)

where C1 only depends on (Ω,v) and ψ(s) = |s|

(1+|s|)
m
2

.

Now, by the Hölder inequality and the Sobolev injection, and since ψ(Sk(u)) = 0 outside Ek = {|u| > k},
there exists r > 2 only depending on d, and C2 only depending on (Ω, r) (notice that a dependence on Ω
takes into account a dependence on d), such that

||ψ(Sk(u))||L2(Ω) ≤ meas(Ek)
1
2−

1
r ||ψ(Sk(u))||Lr(Ω) ≤ C2meas(Ek)

1
2−

1
r || |∇(ψ(Sk(u)))| ||L2(Ω). (30)

Since |ψ′(s)| ≤ 1+ m
2

(1+|s|)
m
2
≤ 2

(1+|s|)
m
2

, one has

|| |∇(ψ(Sk(u)))| ||L2(Ω) ≤ 2

(∫

Ω

|∇(Sk(u))|2
(1 + |Sk(u)|)m

dλ

) 1
2

. (31)
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Gathering (29), (30) and (31), we find C3 only depending on (Ω,v) such that

∫

Ω

|∇(Sk(u))|2
(1 + |Sk(u)|)m

dλ

≤ C1

m− 1
+ C1k

(∫

Ω

|∇(Sk(u))|2
(1 + |Sk(u)|)m

dλ

) 1
2

+ C3meas(Ek)
1
2−

1
r

∫

Ω

|∇(Sk(u))|2
(1 + |Sk(u)|)m

dλ.

(32)

Thanks to a continuous equivalent of Corollary 3.1, there exists C4 only depending on (Ω,v) such that
meas(Ek) ≤ C4

(ln(1+k))2 . Thus, there exists k0 > 0 only depending on (C4, C3, r) (i.e. on (Ω,v)) such that

C3meas(Ek0)
1
2−

1
r ≤ 1

2 . Applying (32) to this k0 gives

∫

Ω

|∇(Sk0(u))|2
(1 + |Sk0(u)|)m

dλ ≤ C5

where C5 only depends on (Ω,v,m), which is the continuous equivalent of (27).

The estimate on Tk0(u) is quite simple and well known (see [2]). Take ϕm(Tk0(u)) as a test function in
the equation satisfied by u; since ∇(Tk0(u)) = 0 outside {|u| ≤ k0} and (1+ |Tk0(u)|)2m ≥ (1+ |Tk0(u)|)m,
we find

∫

Ω

|∇(Tk0(u))|2
(1 + |Tk0(u)|)m

dλ ≤ 1

m− 1
+ || |v| ||L∞(Ω)

∫

{|u|≤k0}

|u| |∇(Tk0(u))|
(1 + |Tk0(u)|)m

dλ

≤ 1

m− 1
+ || |v| ||L∞(Ω)k0meas(Ω)1/2

(∫

Ω

|∇(Tk0(u))|2
(1 + |Tk0(u)|)m

dλ

) 1
2

.

This gives an estimate on Tk0(u) which is the continuous equivalent of (28).

Step 1: estimate on Sk(uT ).
Let M be an admissible mesh and take uT a solution of (8)—(10). Multiplying each equation of (8) by
ϕm(Sk(uK)), summing on K ∈ T and gathering by edges, we find

∑

σ∈E

τσ(uK − uL)(ϕm(Sk(uK))− ϕm(Sk(uL))) +
∑

K∈T

meas(K)bKuKϕm(Sk(uK))

=
∑

K∈T

µ(K)ϕm(Sk(uK))−
∑

σ∈E

vK,σuσ,+(ϕm(Sk(uK))− ϕm(Sk(uL))) (33)

(recall that, if σ ∈ Eint, we use the notation σ = K|L and, if σ ∈ Eext ∩ EK , we set uL = 0).
The function ϕm is bounded by 1

m−1 and T is a partition of Ω, so that

∣∣∣∣∣
∑

K∈T

µ(K)ϕm(Sk(uK))

∣∣∣∣∣ ≤
1

m− 1

∑

K∈T

|µ(K)| ≤
||µ||M(Ω)

m− 1
≤ 1

m− 1
(34)

We again denote uσ,− the downstream choice of uσ (i.e. uσ,− = uL if vK,σ ≥ 0 and uσ,− = uK otherwise)
and vσ = |vK,σ | (for a K ∈ T such that σ ∈ EK); we have then:

−
∑

σ∈E

vK,σuσ,+(ϕm(Sk(uK))− ϕm(Sk(uL))) =
∑

σ∈E

vσuσ,+(ϕm(Sk(uσ,−))− ϕm(Sk(uσ,+))).

But, as in the proof of Proposition 3.1 (because ϕm ◦Sk is nondecreasing), we have uσ,+(ϕm(Sk(uσ,−))−
ϕm(Sk(uσ,+))) ≤ 0 if σ 6∈ A, where A = {σ ∈ E | uσ,+ ≥ uσ,− , uσ,+ < 0}∪{σ ∈ E | uσ,+ < uσ,− , uσ,+ ≥
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0}. Thus,

−
∑

σ∈E

vK,σuσ,+(ϕm(Sk(uK))− ϕm(Sk(uL)))

≤
∑

σ∈A

vσuσ,+(ϕm(Sk(uσ,−))− ϕm(Sk(uσ,+)))

≤ || |v| ||L∞(Ω)

∑

σ∈A

meas(σ)|uσ,+| |ϕm(Sk(uσ,−))− ϕm(Sk(uσ,+))|. (35)

Let ak,σ =
∫ 1

0 ϕ
′
m(Sk(uσ,+) + t(Sk(uσ,−)− Sk(uσ,+))) dt ≥ 0, so that

ϕm(Sk(uσ,−))− ϕm(Sk(uσ,+)) = ak,σ(Sk(uσ,−)− Sk(uσ,+)). (36)

We can write
∑

σ∈A

meas(σ)|uσ,+| |ϕm(Sk(uσ,−))− ϕm(Sk(uσ,+))|

=
∑

σ∈A

meas(σ)a
1/2
k,σ |uσ,+|a1/2

k,σ |Sk(uσ,−)− Sk(uσ,+)|

≤
(
∑

σ∈A

meas(σ)dσak,σu
2
σ,+

) 1
2
(
∑

σ∈A

τσak,σ(Sk(uσ,−)− Sk(uσ,+))2

) 1
2

.

But, by (36), ak,σ(Sk(uσ,−)−Sk(uσ,+))2 = (Sk(uσ,−)−Sk(uσ,+))(ϕm(Sk(uσ,−))−ϕm(Sk(uσ,+))), so that

∑

σ∈A

meas(σ)|uσ,+| |ϕm(Sk(uσ,−))− ϕm(Sk(uσ,+))|

≤
(
∑

σ∈A

meas(σ)dσak,σu
2
σ,+

) 1
2

×
(
∑

σ∈A

τσ(Sk(uσ,−)− Sk(uσ,+))(ϕm(Sk(uσ,−))− ϕm(Sk(uσ,+)))

) 1
2

. (37)

Moreover, for all σ ∈ A, uσ,+ and uσ,− have the same sign and |uσ,+| ≤ |uσ,−|. Thus, for such σ,
(Sk(uσ,+), Sk(uσ,−)) have the same sign and |Sk(uσ,+)| ≤ |Sk(uσ,−)| and, by Lemma 3.2 stated after this
proof, we deduce that

ak,σ ≤
1

(1 + |Sk(uσ,+)|)m
≤ 1.

Since |uσ,+| ≤ k + |Sk(uσ,+)|, we deduce that

ak,σu
2
σ,+ ≤ 2k2 + 2

|Sk(uσ,+)|2
(1 + |Sk(uσ,+)|)m

,

which gives, in (37), using
∑

σ∈A meas(σ)dσ ≤
∑

σ∈E meas(σ)dσ = dmeas(Ω) and (α+β)1/2 ≤ α1/2+β1/2

for all nonnegative (α, β),

∑

σ∈A

meas(σ)|uσ,+| |ϕm(Sk(uσ,−))− ϕm(Sk(uσ,+))|

≤
√

2dmeas(Ω)kAk +
√

2Ak

(
∑

σ∈A

meas(σ)dσψ(Sk(uσ,+))2

) 1
2

, (38)
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where ψ(s) = |s|

(1+|s|)
m
2

and

Ak =

(
∑

σ∈E

τσ(Sk(uσ,−)− Sk(uσ,+))(ϕm(Sk(uσ,−))− ϕm(Sk(uσ,+)))

) 1
2

=

(
∑

σ∈E

τσ(Sk(uK)− Sk(uL))(ϕm(Sk(uK))− ϕm(Sk(uL)))

) 1
2

(recall that σ = K|L if σ ∈ Eint, that uL = 0 if σ ∈ Eext ∩ EK and that {uσ,+, uσ,−} = {uK , uL} for all
σ ∈ E).
We have, since dK,σ ≥ ζdσ for all K ∈ T and all σ ∈ EK ,

∑

σ∈A

meas(σ)dσψ(Sk(uσ,+))2 ≤
∑

K∈T

ψ(Sk(uK))2




∑

σ∈A∩EK | vK,σ≥0

meas(σ)dσ




≤ 1

ζ

∑

K∈T

ψ(Sk(uK))2

(
∑

σ∈EK

meas(σ)dK,σ

)

=
1

ζ

∑

K∈T

ψ(Sk(uK))2 × dmeas(K) =
d

ζ
||ψ(Sk(uT ))||2L2(Ω).

By Proposition 2.2, and since ψ(Sk(uT )) = 0 outside Ek = {|uT | > k}, we can thus find r > 2 and
C1 > 0 only depending on (Ω, ζ) such that

(
∑

σ∈A

meas(σ)dσψ(Sk(uσ,+))2

) 1
2

≤ C1meas(Ek)
1
2−

1
r ||ψ(Sk(uT ))||1,2,M.

But, by Lemma 3.3 below and the definition of Ak,

||ψ(Sk(uT ))||21,2,M =
∑

σ∈E

τσ(ψ(Sk(uK))− ψ(Sk(uL))2 ≤ 4A2
k,

so that (
∑

σ∈A

meas(σ)dσψ(Sk(uσ,+))2

) 1
2

≤ 2C1Akmeas(Ek)
1
2−

1
r .

Returning to (38), we thus find
∑

σ∈A

meas(σ)|uσ,+| |ϕm(Sk(uσ,−))− ϕm(Sk(uσ,+))| ≤
√

2dmeas(Ω)kAk + 2
√

2C1meas(Ek)
1
2−

1
rA2

k. (39)

(33), (34), (35), (39) and the fact that bKuKϕm(Sk(uK)) ≥ 0 then give
∑

σ∈E

τσ(uK − uL)(ϕm(Sk(uK))− ϕm(Sk(uL)))

≤ 1

m− 1
+ || |v| ||L∞(Ω)

√
2dmeas(Ω)kAk + 2

√
2|| |v| ||L∞(Ω)C1meas(Ek)

1
2−

1
rA2

k

≤ 1

m− 1
+ C2k

2 +
1

2
A2

k + C2meas(Ek)
1
2−

1
rA2

k, (40)

where C2 only depends on (Ω,v, ζ). But ϕm and Sk are nondecreasing and Sk is Lipschitz-continuous
with Lipschitz constant 1 so that

(Sk(uK)− Sk(uL))(ϕm(Sk(uK))− ϕm(Sk(uL))) ≤ (uK − uL)(ϕm(Sk(uK))− ϕm(Sk(uL)))
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and (40) gives

∑

σ∈E

τσ(Sk(uK)−Sk(uL))(ϕm(Sk(uK))− ϕm(Sk(uL))) ≤ 2

m− 1
+ 2C2k

2

+2C2meas(Ek)
1
2−

1
r

∑

σ∈E

τσ(Sk(uK)− Sk(uL))(ϕm(Sk(uK))− ϕm(Sk(uL))). (41)

By Corollary 3.1, there exists k0 > 0 only depending on (Ω,v, C2, r) (i.e. only depending on (Ω,v, ζ))

such that 2C2meas(Ek)
1
2−

1
r ≤ 1

2 . We deduce from (41) that

∑

σ∈E

τσ(Sk0(uK)− Sk0(uL))(ϕm(Sk0(uK))− ϕm(Sk0(uL))) ≤ 4

m− 1
+ 4C2k

2
0 ,

which gives (27).

Step 2: Estimate on Tk0(uT ).
Multiplying each equation of (8) by ϕm(Tk0(uK)), summing on K ∈ T and re-ordering the sums on the
edges, we find

∑

σ∈E

τσ(uK − uL)(ϕm(Tk0(uK))− ϕm(Tk0(uL))) +
∑

K∈T

meas(K)bKuKϕm(Tk0(uK))

=
∑

K∈T

µ(K)ϕm(Tk0(uK))−
∑

σ∈E

vK,σuσ,+(ϕm(Tk0(uK))− ϕm(Tk0(uL))). (42)

As before, we have ∣∣∣∣∣
∑

K∈T

µ(K)ϕm(Tk0(uK))

∣∣∣∣∣ ≤
1

m− 1
(43)

and, with the previous notations,

−
∑

σ∈E

vK,σuσ,+(ϕm(Tk0(uK))− ϕm(Tk0(uL))) =
∑

σ∈E

vσuσ,+(ϕm(Tk0(uσ,−))− ϕm(Tk0(uσ,+)))

≤
∑

σ∈A

vσuσ,+(ϕm(Tk0(uσ,−))− ϕm(Tk0(uσ,+))).

If σ ∈ A, then 0 ≤ uσ,+ ≤ uσ,− or uσ,− ≤ uσ,+ ≤ 0. In either case, if |uσ,+| ≥ k0, then Tk0(uσ,+) =
Tk0(uσ,−), so that ϕm(Tk0(uσ,−))− ϕm(Tk0(uσ,+)) = 0. Thus, in the previous sum, we can suppress the
terms σ ∈ A such that |uσ,+| ≥ k0 and we have

−
∑

σ∈E

vK,σuσ,+(ϕm(Tk0(uK))− ϕm(Tk0(uL)))

≤ k0

∑

σ∈A

vσ|ϕm(Tk0(uσ,−))− ϕm(Tk0(uσ,+))|

≤ k0|| |v| ||L∞(Ω)

(
∑

σ∈E

meas(σ)dσ

) 1
2
(
∑

σ∈E

τσ(ϕm(Tk0(uσ,−))− ϕm(Tk0(uσ,+)))2

) 1
2

.

ϕm and Tk0 are nondecreasing and ϕm is Lipschitz-continuous with Lipschitz constant 1, thus, for all
σ ∈ E ,

(ϕm(Tk0(uσ,−))− ϕm(Tk0(uσ,+)))2 ≤ (Tk0(uσ,−)− Tk0(uσ,+))(ϕm(Tk0(uσ,−))− ϕm(Tk0(uσ,+)))

= (Tk0(uK)− Tk0(uL))(ϕm(Tk0(uK))− ϕm(Tk0(uL))).
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Using this inequality and the fact that
∑

σ∈E meas(σ)dσ = dmeas(Ω), we find

−
∑

σ∈E

vK,σuσ,+(ϕm(Tk0(uK))− ϕm(Tk0(uL)))

≤ k0|| |v| ||L∞(Ω)

√
dmeas(Ω)

(
∑

σ∈E

τσ(Tk0(uK)− Tk0(uL))(ϕm(Tk0(uK))− ϕm(Tk0(uL)))

) 1
2

.(44)

Since ϕm and Tk0 are nondecreasing and Tk0 is Lipschitz-continuous with Lipschitz constant 1, we have

(Tk0(uK)− Tk0(uL))(ϕm(Tk0(uK))− ϕm(Tk0(uL))) ≤ (uK − uL)(ϕm(Tk0(uK))− ϕm(Tk0(uL))).

Combined with (42), (43), (44) and the fact that bKuKϕm(Tk0(uK)) ≥ 0, this inequality gives
∑

σ∈E

τσ(Tk0(uK)− Tk0(uL))(ϕm(Tk0(uK))− ϕm(Tk0(uL)))

≤ 1

m− 1
+ k0|| |v| ||L∞(Ω)

√
dmeas(Ω)

(
∑

σ∈E

τσ(Tk0(uK)− Tk0(uL))(ϕm(Tk0(uK))− ϕm(Tk0(uL)))

) 1
2

from which we deduce (28).

There remains to state and prove the two technical lemmas which were used in Step 1 of the above proof.

Lemma 3.2 Let m ∈ (1, 2) and ϕm(s) =
∫ s

0
dt

(1+|t|)m . If (x, y) have the same sign and |x| ≤ |y|, then

∫ 1

0

ϕ′m(x+ t(y − x)) dt ≤ 1

(1 + |x|)m
.

Proof of Lemma 3.2
Suppose that 0 ≤ x ≤ y. Then, for all t ∈ [0, 1], 0 ≤ x ≤ x + t(y − x), so that ϕ′m(x + t(y − x)) =

1
(1+(x+t(y−x)))m ≤ 1

(1+|x|)m . Integrating this relation on [0, 1] gives the desired inequality. If y ≤ x ≤ 0,

we use the fact that ϕ′m is even and apply the previous result to (−x,−y).

Lemma 3.3 Let m ∈ (1, 2), ϕm(s) =
∫ s

0
dt

(1+|t|)m and ψ(s) = |s|

(1+|s|)
m
2

. Then for all (x, y) ∈ R
2, one has

(ψ(x) − ψ(y))2 ≤ 4(x− y)(ϕm(x)− ϕm(y)).

Proof of Lemma 3.3
The function ψ is Lipschitz-continuous and, for all s ∈ R,

|ψ′(s)| =
∣∣∣∣

sgn(s)

(1 + |s|)m
2
−

m
2 sgn(s)|s|

(1 + |s|)1+ m
2

∣∣∣∣ ≤
1 + m

2

(1 + |s|)m
2
≤ 2

(1 + |s|)m
2
,

so that, for all (x, y) ∈ R
2, by the Cauchy-Schwarz inequality,

|ψ(x) − ψ(y)| =
∣∣∣∣
∫ x

y

ψ′(s) ds

∣∣∣∣ ≤
∣∣∣∣
∫ x

y

4 ds

(1 + |s|)m

∣∣∣∣
1/2

|x− y|1/2 ≤ 2|ϕm(x)− ϕm(y)|1/2|x− y|1/2.

Taking the power 2 of this inequality and using the fact that ϕm is nondecreasing, we deduce the desired
inequality.

We shall now deduce the key estimate on uT (Theorem 2.2) from Proposition 3.2 and the following
lemma.
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Lemma 3.4 Let M be an admissible mesh and ζ > 0 satisfying (15). Let F : (1, 2) → R
+ be a function.

For m ∈ (1, 2), we denote ϕm(s) =
∫ s

0
dt

(1+|t|)m . If vT = (vK)K∈T ∈ X(T ) satisfies, for all m ∈ (1, 2),

∑

σ∈E

τσ(vK − vL)(ϕm(vK)− ϕm(vL)) ≤ F (m)

(where we have denoted, as usual, σ = K|L if σ ∈ Eint and uL = 0 if σ ∈ Eext ∩ EK), then, for all
q ∈ [1, d

d−1), there exists C > 0 only depending on (Ω, ζ, F, q) such that ||vT ||1,q,M ≤ C.

Proof of Lemma 3.4
Let q ∈ [1, d

d−1).

Take m ∈ (1, 2) (fixed later on as a function of d and q) and denote am,σ =
∫ 1

0 ϕ
′
m(vK + t(vL − vK)) dt.

We have ϕm(vK)− ϕm(vL) = (vK − vL)am,σ, so that

∑

σ∈E

τσam,σ(DσvT )2 ≤ F (m).

By Hölder’s inequality, we have, since 1 ≤ q < 2,

∑

σ∈E

meas(σ)dσ

(
DσvT
dσ

)q

≤
(
∑

σ∈E

meas(σ)dσam,σ

(
DσvT
dσ

)2
) q

2
(
∑

σ∈E

meas(σ)dσa
− q

2−q

m,σ

) 2−q

2

≤ F (m)
q

2

(
∑

σ∈E

meas(σ)dσa
− q

2−q
m,σ

) 2−q

2

. (45)

For all (x, y) ∈ R
2 and all t ∈ [0, 1], one has |x+ t(y − x)| ≤ sup(|x|, |y|), so that

ϕ′m(x+ t(y − x)) =
1

(1 + |x+ t(y − x)|)m
≥ 1

(1 + sup(|x|, |y|))m
≥ inf

(
1

(1 + |x|)m
,

1

(1 + |y|)m

)
.

Taking x = vK , y = vL and integrating the previous inequality on t ∈ [0, 1], we find

am,σ ≥ inf

(
1

(1 + |vK |)m
,

1

(1 + |vL|)m

)
,

which implies

a
− q

2−q
m,σ ≤ sup

(
(1 + |vK |)

mq

2−q , (1 + |vL|)
mq

2−q

)
≤ 2

mq

2−q (1 + |vK |
mq

2−q + |vL|
mq

2−q ).

We deduce from (45), using the fact that
∑

σ∈E meas(σ)dσ = dmeas(Ω) and re-ordering the sum on the
control volumes,

||vT ||q1,q,M ≤ C1

(
1 +

∑

K∈T

|vK |
mq

2−q

(
∑

σ∈EK

meas(σ)dσ

)) 2−q
2

,

where C1 only depends on (F,m, q,Ω). But since dK,σ ≥ ζdσ for all K ∈ T and all σ ∈ EK , we have∑
σ∈EK

meas(σ)dσ ≤ 1
ζ

∑
σ∈EK

meas(σ)dK,σ = d
ζ meas(K) and we obtain thus

||vT ||q1,q,M ≤ C2

(
1 + ||vT ||

mq

2

L
mq
2−q (Ω)

)
, (46)

where C2 only depends on (F,m, q,Ω) (notice that, since m > 1, we always have mq
2−q ≥ 1).

By Proposition 2.2, there exists C3 only depending on (Ω, q, ζ) such that, if q∗ = dq
d−q (note that q <

d
d−1 ≤ d),

||vT ||Lq∗ (Ω) ≤ C3||vT ||1,q,M.
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Using this in (46), we obtain

||vT ||qLq∗ (Ω)
≤ Cq

3C2

(
1 + ||vT ||

mq

2

L
mq
2−q (Ω)

)
.

If q < d
d−1 , one has q

2−q < q∗, so that we can choose m ∈ (1, 2) (only depending on (q, d)) such that
mq
2−q ≤ q∗. We obtain thus, with such a choice of m and Hölder’s inequality,

||vT ||qLq∗ (Ω)
≤ C4

(
1 + ||vT ||

mq

2

Lq∗ (Ω)

)
,

where C4 only depends on (Ω, ζ, q, F ). Since mq
2 < q (recall that m < 2), this inequality gives us C5

only depending on (Ω, ζ, q, F ) such that ||vT ||Lq∗ (Ω) ≤ C5 and, returning to (46), we deduce the desired
estimate on ||vT ||1,q,M.

3.3 Proof of Theorem 2.2

We give here the proof of the key estimate on ||uT ||1,q,M which was stated in Theorem 2.2, and which is
crucial to show existence and convergence of the solution to the finite volume scheme.
Proof of Theorem 2.2
Let Λ > ||µ||M(Ω) (to avoid dividing by 0). (8)—(10) being a linear problem, we see that uT /Λ is a

solution to (8)—(10) with µ/Λ instead of µ.
Since ||µ/Λ||M(Ω) ≤ 1, we can apply Proposition 3.2 to uT /Λ; let k0 > 0 only depending on (Ω,v, ζ)

given by this proposition. Sk0(uT /Λ) and Tk0(uT /Λ) satisfy then the hypotheses of Lemma 3.4 with a
function F only depending on (Ω,v, ζ). We deduce from this lemma that, for all q ∈ [1, d

d−1), there exists
C > 0 only depending on (Ω,v, ζ, q) such that

||Sk0(uT /Λ)||1,q,M ≤ C and ||Tk0(uT /Λ)||1,q,M ≤ C.

Since uT /Λ = Sk0(uT /Λ) + Tk0(uT /Λ) and || · ||1,q,M is a norm, this gives ||uT /Λ||1,q,M ≤ C, that is to
say ||uT ||1,q,M ≤ CΛ. Letting then Λ tend to ||µ||M(Ω), we obtain the desired estimate on uT .

4 Proof of Theorem 2.1

We first prove the uniqueness of the solution to (14), which does not involve numerical analysis methods,
and then the existence and convergence of the approximate solutions (which yields the existence of a
solution to (14)).

Proof of the uniqueness of the solution to (14)
This proof uses the regularity results of [22] on the variational solution to −∆v = f ∈ L2(Ω), v|∂Ω = 0,

for Ω polygonal (or polyhedral) open set in R
d, d = 2 or 3.

Problem (14) being linear, it is sufficient to prove that, if u is a solution to (14) with µ = 0, then u = 0.
Let θ ∈ L∞(Ω) and take ϕ ∈ H1

0 (Ω) ∩ L∞(Ω) the solution to

∫

Ω

∇ϕ · ∇ψ dλ−
∫

Ω

ψv · ∇ϕdλ +

∫

Ω

bϕψ dλ =

∫

Ω

θψ dλ , ∀ψ ∈ H1
0 (Ω). (47)

The existence of such a ϕ is ensured by the results of [9]. Letting Θ = θ + v · ∇ϕ − bϕ ∈ L2(Ω), we see
that ϕ ∈ H1

0 (Ω) satisfies −∆ϕ = Θ on Ω.
Since Ω is a polygonal (or polyhedral) open set in R

2 or R
3, the results of [22] give us η > 0 such that

ϕ ∈ H
3
2+η(Ω). Thus, by the Sobolev injections (see [1]), there exists s > d such that ϕ ∈ W 1,s

0 (Ω) (in
the case d = 2, to obtain such a s > 2, we could also have used the result of [28] — which is stated for
regular open sets but is also true for open sets with Lipschitz-continuous boundary, see [21]).
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Thanks to this additional regularity, a density argument allows to see that (47) is also true for ψ ∈
W 1,s′

0 (Ω), where s′ is the conjugate exponent to s, that is, such that 1
s + 1

s′ = 1.
We can thus use ϕ in the equation satisfied by u and u in the equation satisfied by ϕ to obtain

0 =

∫

Ω

∇u · ∇ϕdλ −
∫

Ω

uv · ∇ϕdλ +

∫

Ω

buϕ dλ =

∫

Ω

θu dλ.

We deduce from this equality, satisfied for all θ ∈ L∞(Ω), that u = 0, i.e. the uniqueness of the solution
to (14).

Proof of the existence and convergence results
The existence of a unique solution to (8)—(10) is an immediate consequence of the estimate of Theorem
2.2: indeed, if µ = 0, then this theorem shows that any solution to (8)—(10) is null, that is to say that
the square matrix defining this linear system is invertible.

Let us now prove the convergence result. The techniques used here are easy adaptations of the convergence
proof of [14].
Let (un)n∈N be a sequence of functions of L2(Ω) such that un is solution to (8)—(10) for M = Mn,
where (Mn)n∈N is a family of admissible meshes M satisfying (15) (for some fixed ζ > 0), and such that
size(Mn) tends to 0 as n tends to +∞.
We first prove (steps 0 to 5), that if (un)n∈N tends to u in Lp(Ω) for all p < d

d−2 , as n tends to +∞ (and

size(Mn) → 0), with u ∈ ∩q< d
d−1

W 1,q
0 (Ω), then u is a solution to (14).

We then prove (step 6), thanks to the a priori estimates of Section 3, the compactness of the sequence
(un)n∈N and conclude, thanks to the uniqueness result which was proved above, to the convergence of
(un)n∈N to the solution u to (14).

Step 0: Density argument
By density of C∞c (Ω) in W 1,s

0 (Ω) for all s ∈ (d,∞) and by the regularity results on u, it is clearly sufficient
to prove that u satisfies the equation of (14) for all ϕ ∈ C∞c (Ω). Take such a ϕ. Multiplying (8) by ϕ(xK)
and summing over K ∈ T we have, by conservativity of the fluxes and by dropping the index n:

∑

σ∈E

τσ(uK − uL)(ϕ(xK )− ϕ(xL))+
∑

σ∈E

vK,σuσ,+(ϕ(xK)− ϕ(xL))

+
∑

K∈T

meas(K)bKuKϕ(xK) =
∑

K∈T

ϕ(xK)µ(K). (48)

We shall now pass to the limit as size(M) tends to 0 in (48), and prove the convergence of each of the
terms to the corresponding term in (14). In fact, the proof of convergence of the first and third terms of
the left hand side can be found in [14] or [15] and so can the proof of the second term under a stronger
regularity condition. The proof of convergence of the right hand side may be found in [19], so that the
only new part in this proof is Step 4 which shows the convergence of the convective term with a continuous
convection velocity (rather than C1 in previous works). However, we give a quick proof for all terms for
the sake of completeness.

Step 1: convergence of the lower order terms.
Denote ϕT ∈ X(T ) the function defined by ϕK = ϕ(xK) for all K ∈ T . By regularity of ϕ, we have
ϕT → ϕ uniformly on Ω as size(M) → 0, thus

∑

K∈T

ϕ(xK)µ(K) =

∫

Ω

ϕT dµ→
∫

Ω

ϕdµ (49)

as size(M) → 0 (notice that ϕT = 0 near ∂Ω for size(M) small enough).
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By regularity of b, bT = (bK)K∈T tends to b in L2(Ω) as size(M) → 0; thus, since ϕT → ϕ in L∞(Ω)
and uT → u in L2(Ω) (because 2 < d/(d− 2)) as size(M) → 0, we have

∑

K∈T

meas(K)bKuKϕ(xK) =

∫

Ω

bT uT ϕT dλ→
∫

Ω

buϕ dλ (50)

as size(M) → 0.

Step 2: convergence of the diffusion term.
Gathering by control volumes, we have

∑

σ∈E

τσ(uK − uL)(ϕ(xK)− ϕ(xL)) =
∑

K∈T

uK

∑

σ∈EK

τσ(ϕ(xK)− ϕ(xL)).

But, by regularity of ϕ,

τσ(ϕ(xK )− ϕ(xL)) = −
∫

σ

∇ϕ · nK,σ dγ + meas(σ)RK,σ ,

where |RK,σ | ≤ C1size(M) (C1 does not depend on the mesh) and RK,σ = −RL,σ whenever σ = K|L ∈
Eint. Thus, gathering by edges,

∑

σ∈E

τσ(uK − uL)(ϕ(xK )− ϕ(xL)) +
∑

K∈T

uK

∫

∂K

∇ϕ · nK dγ =
∑

K∈T

uK

∑

σ∈EK

meas(σ)RK,σ

=
∑

σ∈E

meas(σ)RK,σ(uK − uL).

But
∣∣∣∣∣
∑

σ∈E

meas(σ)RK,σ(uK − uL)

∣∣∣∣∣ ≤ C1size(M)
∑

σ∈E

meas(σ)dσ
DσuT
dσ

= C1size(M)||uT ||1,1,M,

and this last quantity tends to 0 as size(M) → 0 (because, by Theorem 2.2, ||uT ||1,1,M stays bounded).
By noticing that ∑

K∈T

uK

∫

∂K

∇ϕ · nK dγ =
∑

K∈T

uK

∫

K

∆ϕdλ =

∫

Ω

uT ∆ϕdλ,

and since uT → u in L1(Ω) as size(M) → 0, we deduce that

∑

σ∈E

τσ(uK − uL)(ϕ(xK )− ϕ(xL)) → −
∫

Ω

u∆ϕdλ =

∫

Ω

∇u · ∇ϕdλ (51)

as size(M) → 0.

Step 3: Preliminary to the convergence of the convection term (in fact, we prove here the convergence
of the convection term if v is regular).
Let w ∈ (C1(Ω))d and define, for K ∈ T and σ ∈ EK , wK,σ =

∫
σ w · nK,σ dγ (notice that, if σ = K|L ∈

Eint, then wK,σ = −wL,σ). We want to study the limit, as size(M) → 0, of
∑

σ∈E wK,σuσ,+(ϕ(xK) −
ϕ(xL)) (that is to say the convection term of (48) with w instead of v).
We have

∑

σ∈E

wK,σuσ,+(ϕ(xK )− ϕ(xL))

=
∑

K∈T

∑

σ∈EK

wK,σuσ,+ϕ(xK)

=
∑

K∈T

∑

σ∈EK

wK,σ(uσ,+ − uK)ϕ(xK) +
∑

K∈T

ϕ(xK)uK

∑

σ∈EK

wK,σ . (52)
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Since
∑

σ∈EK
wK,σ =

∫
∂K

w · nK dγ =
∫

K
div(w) dλ, we have

∑

K∈T

ϕ(xK)uK

∑

σ∈EK

wK,σ =

∫

Ω

uT ϕT div(w) dλ→
∫

Ω

uϕdiv(w) dλ (53)

as size(M) → 0.
Moreover,

∑

K∈T

∑

σ∈EK

wK,σ(uσ,+ − uK)ϕ(xK)=
∑

K∈T

∑

σ∈EK

(uσ,+ − uK)

∫

σ

ϕw · nK,σ dγ

+
∑

K∈T

∑

σ∈EK

(uσ,+ − uK)

∫

σ

(ϕ(xK)− ϕ)w · nK,σ dγ.

Since, for size(M) small enough, the support of ϕ does not intersect the cells K such that ∂K ∩ ∂Ω 6= ∅,
we have

∑

K∈T

∑

σ=K|L∈EK

uσ,+

∫

σ

ϕw · nK,σ dγ =
∑

σ∈Eint

uσ,+

(∫

σ

ϕw · nK,σ dγ +

∫

σ

ϕw · nL,σ dγ

)
= 0,

because nK,σ = −nL,σ if σ = K|L ∈ Eint. On the other hand,

−
∑

K∈T

∑

σ∈EK

uK

∫

σ

ϕw · nK,σ dγ = −
∑

K∈T

uK

∫

K

div(ϕw) dλ = −
∫

Ω

uT div(ϕw) dλ→ −
∫

Ω

udiv(ϕw) dλ

as size(M) → 0. By regularity of ϕ, we have C5 only depending on ϕ such that
∣∣∣∣∣
∑

K∈T

∑

σ∈EK

(uσ,+ − uK)

∫

σ

(ϕ(xK )− ϕ)w · nK,σ dγ

∣∣∣∣∣

≤ C5|| |w| ||C(Ω)size(M)
∑

K∈T

∑

σ∈EK

meas(σ)|uσ,+ − uK |

≤ C5|| |w| ||C(Ω)size(M)
∑

σ∈E

meas(σ)DσuT

= C5|| |w| ||C(Ω)size(M)||uT ||1,1,M.

The last quantity tending to 0 as size(M) → 0, we deduce from what preceeds that

∑

K∈T

∑

σ∈EK

wK,σ(uσ,+ − uK)ϕ(xK ) → −
∫

Ω

udiv(ϕw) dλ (54)

as size(M) → 0.
Using (53) and (54) in (52), we obtain

∑

σ∈E

wK,σuσ,+(ϕ(xK )− ϕ(xL)) →
∫

Ω

uϕdiv(w) dλ −
∫

Ω

udiv(ϕw) dλ = −
∫

Ω

uw · ∇ϕdλ (55)

as size(M) → 0.

Step 4: convergence of the convection term.
Let ε > 0 and take w ∈ (C1(Ω))d such that || |v −w| ||C(Ω) ≤ ε. By regularity of ϕ,

∣∣∣∣∣
∑

σ∈E

vK,σuσ,+(ϕ(xK)− ϕ(xL))−
∑

σ∈E

wK,σuσ,+(ϕ(xK)− ϕ(xL))

∣∣∣∣∣ ≤ C2ε
∑

σ∈E

meas(σ)dσ |uσ,+|
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where C2 only depends on ϕ. Gathering by control volumes, we deduce that

∣∣∣∣∣
∑

σ∈E

vK,σuσ,+(ϕ(xK)− ϕ(xL))−
∑

σ∈E

wK,σuσ,+(ϕ(xK)− ϕ(xL))

∣∣∣∣∣ ≤ C2ε
∑

K∈T

|uK |
∑

σ∈EK | vK,σ≥0

meas(σ)dσ .

But, by hypothesis on the mesh,
∑

σ∈EK | vK,σ≥0 meas(σ)dσ ≤ ζ−1
∑

σ∈EK
meas(σ)dK,σ = ζ−1dmeas(K),

so that
∣∣∣∣∣
∑

σ∈E

vK,σuσ,+(ϕ(xK)− ϕ(xL))−
∑

σ∈E

wK,σuσ,+(ϕ(xK )− ϕ(xL))

∣∣∣∣∣ ≤ C3ε
∑

K∈T

meas(K)|uK |

≤ C4ε, (56)

where C3 and C4 do not depend on the mesh M nor on ε (
∑

K∈T meas(K)|uK | = ||uT ||L1(Ω) is bounded).
We also notice that ∣∣∣∣

∫

Ω

uv · ∇ϕdλ−
∫

Ω

uw · ∇ϕdλ
∣∣∣∣ ≤ C6ε (57)

where C6 does not depend on ε.
Using then (55) and (57) in (56), we obtain

lim sup
size(M)→0

∣∣∣∣∣
∑

σ∈E

vK,σuσ,+(ϕ(xK)− ϕ(xL)) +

∫

Ω

uv · ∇ϕdλ
∣∣∣∣∣ ≤ C7ε,

where C7 does not depend on ε. This being true for any ε > 0, we deduce that

∑

σ∈E

vK,σuσ,+(ϕ(xK)− ϕ(xL)) → −
∫

Ω

uv · ∇ϕdλ (58)

as size(M) → 0.

Step 5: Passage to the limit in the scheme.
Using (49), (50), (51) and (58), we may pass to the limit in (48) to obtain:

∫

Ω

∇u · ∇ϕdλ−
∫

Ω

uv · ∇ϕdλ+

∫

Ω

buϕ dλ =

∫

Ω

ϕdµ,

which proves that u is a solution to (14).

Step 6: proof of the convergence of (un)n∈N.
Thanks to Theorem 2.2 and to Propositions 2.3 and 2.4, we see that (un)n≥1 is relatively compact in

Lq(Ω) for all q ∈ [1, d
d−1 ) and that the adherence values (in Lq(Ω)) of this sequence are in W 1,q

0 (Ω) (for

q ∈ (1, d
d−1 )). Up to a subsequence, we can thus suppose that un → u in Lq(Ω) for all q ∈ [1, d

d−1),

with u ∈ ∩q< d
d−1

W 1,q
0 (Ω); by Proposition 2.2 and Theorem 2.2, (un)n≥1 is also bounded in Lp(Ω) for

all p < d
d−2 so that, by an easy consequence of the Vitali convergence theorem, un → u in Lp(Ω) for all

p < d
d−2 .

By what we have just proved, we see that u is then a solution to (14); since this solution is unique, this
proves that the whole sequence (un)n≥1 converges to u.
As a by-product, this convergence entails the existence of a solution to (14) (which can be deduced from
previous works, [2] and [9] for instance).
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5 A scheme with jump of the fluxes

Until now, we considered, in the definition of “admissible mesh”, a partition of Ω into convex polygonal
(or polyhedral) sets. We then defined a finite volume scheme where the conservativity of the numerical
fluxes writes : FK,σ = −FL,σ for all σ = K|L ∈ Eint.
There is, however, another manner to deal with the discretization of a right-hand side measure, which
was implemented, for instance, in [17] for the numerical simulation of fuel cells. In this formulation, we
write that if the support of the measure intersects a given edge, then there is a jump of the flux on this
edge. This leads to the following scheme.

The mesh M we consider now is defined by a finite family T of polygonal (or polyhedral) open disjoint
subsets of Ω, by a finite family E of subsets of Ω contained in affine hyperplanes and by a finite family
P = (xK)K∈T of points of Ω such that

a) T ∪ E is a partition of Ω,

b) for each σ ∈ E , there exists K ∈ T and a non-empty open subset O of ∂K such that O ⊂ σ ⊂ O,

c) items iii)—vi) of Definition 2.1 hold.

The notations concerning the mesh are the same as before, and the reader can easily verify that Propo-
sitions 2.1 — 2.4 are still true for such meshes.
Still defining (bK)K∈T and (vK,σ)K∈T , σ∈EK

by (7), the new scheme is

∀K ∈ T ,
∑

σ∈EK

FK,σ +
∑

σ∈EK

vK,σuσ,+ + meas(K)bKuK = µ(K) , (59)

∀σ = K|L ∈ Eint , FK,σ = −meas(σ)
dK,σ

(uσ − uK) ,

∀σ ∈ Eext ∩ EK , FK,σ = τσuK ,
(60)

∀σ = K|L ∈ Eint , FK,σ + FL,σ = −µ(σ) , (61)

∀σ = K|L ∈ Eint , uσ,+ = uK if vK,σ ≥ 0 , uσ,+ = uL otherwise,
∀σ ∈ Eext ∩ EK , uσ,+ = uK if vK,σ ≥ 0 , uσ,+ = 0 otherwise.

(62)

Notice that the unknowns of this scheme are (uK)K∈T and (uσ)σ∈E (which represent approximate values
on the edges), but that Relation (61) allows to eliminate the (uσ)σ∈E ; this scheme can thus be considered
as a linear system on (uK)K∈T .

In fact, the elimination of uσ thanks to (61) gives, for σ = K|L ∈ Eint,

FK,σ =
meas(σ)

dσ
(uK − uL)− dL,σ

dσ
µ(σ).

Thus, this new scheme is in fact the scheme (8)—(10) where we have changed, for all K ∈ T , µ(K) by

µ̃K = µ(K) +
∑

σ∈EK

dL,σ

dσ
µ(σ) (with σ = K|L if σ ∈ Eint and dL,σ = 0 if σ ∈ Eext ∩ EK), which is just

another way to discretize the measure µ (forgetting the values of µ on the boundary of the domain, which
does not modify the problem since we consider Dirichlet boundary conditions).
The matrix of (59)—(62) is thus the same as the matrix of (8)—(10) and, since (µ̃K)K∈T satisfies

∑

K∈T

|µ̃K | ≤
∑

K∈T

|µ(K)|+
∑

σ∈E

(
dK,σ

dσ
+
dL,σ

dσ

)
|µ(σ)| =

∑

K∈T

|µ(K)|+
∑

σ∈E

|µ(σ)| ≤ ||µ||M(Ω)

(because T ∪ E is a partition of Ω), the a priori estimates on the solutions to (59)—(62) are obtained
exactly the same way as the estimates on the solutions to (8)—(10).
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We also have, for ϕ ∈ Cc(Ω), for σ = K|L ∈ Eint,

∣∣∣∣
dL,σ

dσ
ϕ(xK)µ(σ) +

dK,σ

dσ
ϕ(xL)µ(σ)−

∫

σ

ϕdµ

∣∣∣∣ ≤ ω(ϕ, size(M))|µ(σ)|,

where ω(ϕ, h) is the modulus of continuity of ϕ; thus,

∑

K∈T

ϕ(xK)µ̃K →
∫

Ω

ϕdµ

as size(M) → 0 and the convergence of the solution of (59)—(62) as size(M) → 0 is obtained by the
same technique as in the proof of Theorem 2.1.

6 Numerical results

We performed a few simple numerical experiments on problems to which the exact solution is known, in
order to try and obtain some rates of convergence of the finite volume scheme in presence of a non regular
right hand side. Numerical results were also shown in [11] in the non coercive case with right hand side
in H−1, so we shall concentrate here on tests in the irregular data case.

6.1 Comparison of the two finite volume schemes

The first numerical experiment is concerned with the comparison of the treatment of the singularity in
the one-dimensional case. In this case, the Dirac is not a very “mean” measure, in the sense that the
solution of the problem is continous, the jump is only on the derivative. In the first version of the FV
scheme (scheme (8)-(10), which we shall call Scheme 1 in the sequel), the Dirac measure is taken in its
integral form in the right hand side while in the second version (scheme (59)-(62), which we shall call
Scheme 2), the mesh is adapted so as to be able to write the numerical jump of the flux on a cell interface.
We solve −u′′ = δ1/2, u(0) = 0, u(1) = 0, on the interval (0, 1); the exact solution is u(x) = x

2 for x < .5,

u(x) = (1−x)
2 for x ≥ .5. We use a uniform mesh, and ensure that the number of cells is even, so that

in the second scheme, the flux jump is located on a cell interface. The error function e is defined by
e(x) = u(xK)−uK for any x ∈ K, where u(xK) denotes the value of the exact solution of the continuous
problem at point xK and (uK)K∈T the solution to the finite volume scheme.
We analyse the rate of convergence by showing the L1, L2 and L∞ norms of the error e versus the number
of cells with a log-log scale in Figure 3.
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L2 Norm of the error vs. number of discretization points for schemes 1 and 2, one dimensional case
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Infinite norm of the error vs. number of discretization points for schemes 1 and 2, one dimensional case
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Figure 3: Convergence rate in the one-dimensional case.

The results show straight lines for all three norms, so that it is natural to try and evaluate the norms
of the error as ‖e‖ ≡ Chα. The computation of the coefficients C and α from the numerical results are
given in Table 1. These coefficients are computed using the two finest meshes.
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α L1 norm L2 norm L∞ norm
Scheme 1 1.0000 1.0000 0.9961
Scheme 2 0.9923 0.9941 0.9961

C L1 norm L2 norm L∞ norm
Scheme 1 0.1250 0.1443 0.2431
Scheme 2 0.2365 0.2768 0.4861

Table 1: Values of (C,α) for schemes 1 and 2, one dimensional case.

These results show that the two schemes have a rate of convergence which is roughly the same (close to
one) and that the constant C is about twice as large for Scheme 2 (jump of flux) than for Scheme 1 (Dirac
in one cell). This is quite in accordance with what can be seen from the implementation the scheme,
because Scheme 2 amounts to spreading the Dirac measure over two cells, instead of one in Scheme 1.

6.2 Two and three-dimensional tests on a Cartesian mesh

We also implemented the finite volume scheme on the square (resp. cubic) domain Ω = (−1, 1)2 (resp.
Ω = (−1, 1)3). The domain is discretized with a uniform mesh, and the Lp norm of the error is computed
for an increasing number of cells, so as to evaluate the rate of convergence.
We first tested the two-dimensional code for a regular data, yielding the exact solution u(x, y) = sinx sin y.
In this case, since the mesh is rectangular and the exact solution regular, the consistency error on the
flux is of order 2 and the rate of convergence in the L2 norm can be theoretically shown to be of order
2 ([14], [20], see also [5] for a related co-volume scheme). The rate of convergence was computed for the
piecewise constant error function defined by eK = u(xK)− uK for K ∈ T , where u is the exact solution
and (uK)K∈T is the solution to the finite volume scheme.
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Norm of the error vs.  discretization step,two dimensions

Infinite norm
L2 norm
L1 norm

α C
L1 norm 2.0000 .1031
L2 norm 2.0000 .0428
L∞ norm 1.7931 .0690

Figure 4: Convergence rate, two dimensional case, regular right hand side.

We then performed some tests with a right hand side given by a Dirac measure at 0. The boundary
conditions were taken such that the exact solution be the restriction of the solution of −∆u = δ0 in the
whole set R

2 (resp. R
3). It is well-known that this function lies in Lp(R2) for p ∈ [1,+∞) (resp. Lp(R3)

for p ∈ [1, 3)).
We obtain the results (in log-log scale) given in Figure 5. The coefficients C and α such that ‖e‖ = Chα

are again evaluated for the norms L1(Ω) and L2(Ω), and are also given in Figure 5.
In these tests, the mesh is such that the point (0, 0) is located at the corner of the cell [0, h] × [0, h],
where h is the discretization step of the mesh. Hence the radial symmetry of the solution is broken by the
mesh. If we restore it by allocating one fourth of the Dirac measure to each of the four cells [0, h]× [0, h],
[0, h]× [0,−h], [−h, 0]× [0, h] and [−h, 0]× [−h, 0], we gain in the order of convergence, as can be seen
in Figure 6. Hence the order of convergence depends on the singularity of the data, but also on the
preservation of the symmetry of the solution.
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Norm of the error vs.  discretization step,two dimensions
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L2 norm .9965 .3181

Figure 5: Convergence rate, two dimensional case, right hand side Dirac at zero, non symmetric discrete
problem.
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Norm of the error vs.  discretization step,two dimensions

Infinite norm
L2 norm
L1 norm

α C
L1 norm 1.7740 .0073
L2 norm 1.0010 .0837

Figure 6: Convergence rate, two dimensional case, right hand side Dirac at zero, symmetric discrete
problem.

A question of interest is to know whether the singular data influences the rate of convergence outside of
the region of singularity. In order to check this point, we compute the norm of the error between the
exact and approximate solutions on the region {x ≤ −.5} × {y ≤ −.5}. We find that in this case, we
recover an order of convergence close to one in all norms if the Dirac is located at the corner of a cell, in
which case the symmetry of the solution is not preserved by the discretization (see Figure 7). In this case,
the rate of convergence in the regular zone is perturbed by the singularity outside this zone (recall that
the theoretical rate of convergence for regular solutions on rectangular meshes is 2 [20], [14]). However,
if we restore the symmetry of the problem as described above, then the rate of convergence is close to
two (see Figure 8).
We then implemented a three dimensional cartesian mesh and found, for the non-symmetric discrete
problem (Dirac located at a corner of the cell [0, h]3) a rate of convergence close to 1 in norm L1 and .5
in norm L2, as shown in Figure 9. Recall that in this case the exact solution is in Lp for 1 ≤ p < 3.
If the Dirac is distributed on the eight cells neighbouring the origin, in order to symmtrize the discrete
problem, as was done in the two-dimensional case, then one obtains a rate of convergence of 1.631 in the
L1 norm and .504 in the L2 norm. This seems to indicate a super-convergence in the L1 norm, although
not to the second order (see also Remark 6.1).
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Norm of the error vs.  discretization step,two dimensions
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Figure 7: Convergence rate, two dimensional case, right hand side Dirac at zero, non symmetric discrete
problem, norm computed on a “regular zone”.
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Norm of the error vs.  discretization step,two dimensions

Infinite norm
L2 norm
L1 norm

α C
L1 norm 1.9486 .0247
L2 norm 1.9571 .0042
L∞ norm 1.9305 .0025

Figure 8: Convergence rate, two dimensional case, right hand side Dirac at zero, located at the center of
the center cell, norm computed on a “regular zone”.

6.3 Two-dimensional tests on an unstructured mesh

We also tested our algorithm on an unstructured triangular mesh. Numerical experiments for the cell
centered scheme on triangular meshes were performed in [4] and in [7] in the case of coercive convection
diffusion equations and regular data. These experiments show a convergence rate of order two, as in
the finite element case, although this superconvergence is still, to our knowledge, an open problem in
the finite volume case. We show in figure 10 the rate of convergence which we obtain for the Poisson
equation where the right hand side is a Dirac at 0 and the boundary conditions are such that the exact
solution is u(x1, x2) = ln(x2

1 + x2
2). The refined meshes are not imbedded, so that the convergence lines

are not straight, but one can figure out that the L1 and L2 norms of the error between the exact and
approximate solutions are bounded by 0.1 size (M)0.7.

6.4 Spherical domain and mesh

We also made some experiments for a three dimensional spherical problem : we search for the solution of
−∆u = δ0 on the Euclidean unit ball B(0, 1) of R

3, with boundary conditions such that the exact solution
be the restriction of the solution of −∆u = δ0 in the whole set R

3. The control volumes are defined by
Ki = {x ∈ B(0, 1); ih ≤ |x| ≤ (i+ 1)h}, for i = 0, . . . , N , where h = 1

N+1/2 . As we noted in Remark 2.1,

such domain and mesh are not strictly contained in Definition 2.1 of an admissible mesh, since a sphere
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Norm of the error vs.  discretization step,three dimensions
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Figure 9: Convergence rate, three dimensional case, right hand side Dirac at zero, nonsymmetric discrete
problem.
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Norm of the error vs. discretization step, unstructured mesh
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Figure 10: Convergence rate, two dimensional case, right hand side Dirac at zero, triangular mesh.

is hardly a polyhedral domain, but in fact, the discretization of the normal flux on the boundaries of
such a spherical mesh is clearly consistent when looking at spherical solutions of Problem 1. Indeed, the

numerical flux at interface i+ 1/2 is taken as Fi+1/2 = 4πi2h2

h (ui+1 − ui), where the (ui)i=0,...,N denote
the discrete unknowns. In this case, the rate of convergence of the method was found to be 2 in norm L1

and .5 in norm L2 : see Figure 11.
Hence the symmetry of the problem seems to improve the performance of the method, at least on the L1

norm.

Remark 6.1 We recall that in the three-dimensional case, the exact solution −∆u = δ0 is in L3−ε for
any ε > 0, hence we can expect a convergence in Lp for 1 ≤ p < 3. From a convergence in L3−ε for any
ε > 0, and a convergence with a rate hα in L1, one may deduce (from Hölder’s inequality) a convergence
in the L2 norm with a rate of at least h

α
4−ε for any ε > 0. The above numerical results are in accordance

with this estimate, both in the spherical case and in the Cartesian case of section 6.2.

We also give in Table 2 below the rate of convergence obtained when computing the norm of the error
on a zone where the solution is regular, i.e. on the set {x ∈ R

3, |x| > 1/2}. Again, we find in this case a
rate of convergence of 2 (even a little more than 2) for all norms.
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Norm of the error vs.discretization step

L3 norm
L2 norm
L1 norm

α C
L1 norm 1.9288 .4993
L2 norm 0.5000 .1879

Figure 11: Convergence rate, three dimensional case, right hand side Dirac at zero, spherical case.

α C
L1 norm 2.0506 .3411
L2 norm 2.1164 .1720
L∞ norm 2.1295 .2331

α C
L1 norm 1.0506 .1874
L2 norm 0.9993 .1787
L∞ norm 0.9983 .2006

Table 2: Convergence rate, three dimensional case. left: the right hand side is a Dirac measure at zero,
spherical case, norm computed on a “regular zone”, right: the right hand side is a two dimensional
Lebesgue measure supported on the sphere of radius 1/2. The norm is computed on the whole set Ω.

If we now search for the solution of −∆u = µ on the three-dimensional unit ball, with µ the two
dimensional Lebesgue measure supported on the sphere of radius .5, then the obtained convergence rate
is again 1, even though the exact solution is more regular than the solution to the Dirac problem, see
Figure 8. Note that in this case, the exact solution is in L∞ (and even in H1).

7 Appendix

Throughout this section, for any q ∈ (1,+∞), we denote by q′ its conjugate exponent, that is, q′ ∈ (1,+∞)
such that 1

q + 1
q′ = 1.

Proof of Proposition 2.1
The case q = 2 is done in [14]. We use the same method for q ∈ [1, 2).
Define, for σ ∈ E and (x, y) ∈ R

d, χσ(x, y) = 1 if σ ∩ [x, y] 6= ∅ and χσ(x, y) = 0 otherwise. Let d be a
unit vector and define, for x ∈ Ω, y(x) as the point on the semi-line, with origin x and direction d, such
that y(x) ∈ ∂Ω and [x, y(x)] ⊂ Ω. If σ ∈ E , we let cσ = |nσ · d|, where nσ is a unit normal to σ.
For all x ∈ Ω such that x does not belong to an affine hyperplane generated by some σ ∈ E , i.e. for a.e.
x ∈ Ω, we have

|vT (x)| ≤
∑

σ∈E

χσ(x, y(x))DσvT

(recall that vT (x) = vK for the K ∈ T such that x ∈ K). Take such an x and suppose that, for some
σ ∈ E , cσ = 0; we have then χσ(x, y(x)) = 0 (indeed, otherwise x would belong to the affine hyperplane
generated by σ). Thus, the preceding sum can be reduced to the σ ∈ E such that cσ 6= 0 and we can
write, thanks to Hölder’s inequality, for a.e. x ∈ Ω,

|vT (x)|q ≤




∑

σ∈E | cσ 6=0

χσ(x, y(x))dσc
− q

q′

σ

(
DσvT
dσ

)q







∑

σ∈E | cσ 6=0

χσ(x, y(x))dσcσ





q

q′

. (63)
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Since
∑

σ∈E χσ(x, y(x))dσcσ ≤ diam(Ω) for all x ∈ Ω (see [14]) and
∫
Ω
χσ(x, y(x)) dλ(x) ≤ diam(Ω)meas(σ)cσ ,

we obtain, integrating (63) on Ω,

∫

Ω

|vT |q dλ ≤ diam(Ω)
q

q′

∑

σ∈E | cσ 6=0

diam(Ω)meas(σ)dσc
1− q

q′

σ

(
DσvT
dσ

)q

.

But q ≤ 2, so that 1− q
q′ = 2− q ≥ 0 and c2−q

σ ≤ 1, which concludes this proof.

Proof of Proposition 2.2
The case d = 2 has already been done in the course of the proof of the discrete Sobolev inequalities in
[14] (inequality (9.73), page 791).
For d = 3, the case q = 2 may be found in [8]. The case of a general q is similar; we use the following
inequality (inequality (9.75) page 793 of [14]) : for any wT ∈ X(T ),

∫

Ω

|wT |
3
2 dλ ≤

(
∑

σ∈E

meas(σ)DσwT

)3/2

.

Applying this to wK = |vK |
2q

3−q sgn(vK), and since DσwT ≤ 2q
3−q (|vK |

3(q−1)
3−q + |vL|

3(q−1)
3−q )DσvT (with

σ = K|L ∈ Eint or vL = 0 if σ ∈ Eext ∩ EK), we deduce, by the Hölder inequality,

(∫

Ω

|vT |
3q

3−q dλ

)2/3

≤ 2q

3− q

∑

σ∈E

meas(σ)dσ(|vK |
3(q−1)
3−q + |vL|

3(q−1)
3−q )

DσvT
dσ

≤ 2q

3− q

(
∑

σ∈E

meas(σ)dσ

(
DσvT
dσ

)q
)1/q (∑

σ∈E

meas(σ)dσ(2q′−1|vK |
3q

3−q + 2q′−1|vL|
3q

3−q )

)1/q′

.

But, by hypothesis on ζ,

∑

σ∈E

meas(σ)dσ |vK |
3q

3−q =
∑

K∈T

|vK |
3q

3−q

∑

σ∈EK

meas(σ)dσ

≤ 1

ζ

∑

K∈T

|vK |
3q

3−q

∑

σ∈EK

meas(σ)dK,σ

=
3

ζ

∑

K∈T

meas(K)|vK |
3q

3−q

=
3

ζ
||vT ||

3q

3−q

L
3q

3−q (Ω)
.

Thus, we finally have

(∫

Ω

|vT |
3q

3−q dλ

)2/3

≤ C||vT ||1,q,M||vT ||
3(q−1)
3−q

L
3q

3−q (Ω)

where C only depends on (q, ζ), and this gives the desired estimate.

Proof of Proposition 2.3
Define χσ(x, y) as at the beginning of the proof of Proposition 2.1.
Suppose first that q > 1 and take h ∈ R

d\{0}. Denote, for σ ∈ E , cσ = |nσ · h
|h| | (where nσ is a unit

normal to σ).
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We have, for a.e. x ∈ Ω (in fact for all x which does not belong to an affine hyperplane generated by
some σ ∈ E),

|wT (x+ h)− wT (x)| ≤
∑

σ∈E

χσ(x+ h, x)DσvT . (64)

As in the proof of Proposition 2.1, this sum can be limited to those σ ∈ E such that cσ 6= 0, and we have
then, by Hölder, for a.e. x ∈ Ω,

|wT (x+ h)− wT (x)| ≤




∑

σ∈E | cσ 6=0

χσ(x+ h, x)dσ

cσ

(
DσvT
dσ

)q



1/q (
∑

σ∈E

χσ(x+ h, x)dσc
q′/q
σ

)1/q′

.

Since q ≤ 2 (and hence q′/q ≥ 1) and cσ ∈ [0, 1], we have c
q′/q
σ ≤ cσ ; but (see [14])

∑
σ∈E χσ(x +

h, x)dσcσ ≤ |h|+ Csize(M), where C only depends on Ω. Thus,

|wT (x + h)− wT (x)|q ≤ (|h|+ Csize(M))q−1
∑

σ∈E | cσ 6=0

χσ(x+ h, x)dσ

cσ

(
DσvT
dσ

)q

.

Since
∫

Rd χσ(x + h, x) dλ(x) ≤ meas(σ)cσ |h|, we deduce, after integrating, the desired estimate (17).
If q = 1, we simply integrate (64) and this directly gives (bounding

∫
Rd χσ(x+h, x) dλ(x) by meas(σ)|h|)

the estimate.
The compactness result is then an immediate application of Kolmogorov’s Theorem, with the use of
Proposition 2.1 to obtain a bound in Lq(Ω).

Proof of Proposition 2.4
Applying (17) to vn and passing to the limit n→∞, we get, for h ∈ R

d\{0},
∫

Rd

|w(x + h)− w(x)|q
hq

dλ(x) ≤ C,

where C does not depend on h and w is the extension of v to R
d by 0 outside Ω.

Since q > 1, this estimate classically gives w ∈ W 1,q(Rd) and, by the regularity of Ω, since w is the
extension of v by 0 outside Ω, v ∈ W 1,q

0 (Ω).

References

[1] Adams R.A., Sobolev Spaces. Academic Press (1975).
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[13] Droniou J., Gallouët T., A uniqueness result for quasilinear elliptic equations with measures as
data, Rendiconti di Matematica, Serie VII, Volume 21, Roma (2001), 57-86.
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[15] Eymard R., Gallouët T., Herbin R., Convergence of finite volume approximations to the solu-
tions of semilinear convection diffusion reaction equations, Numer. Math., 82, 91-116 (1999).
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