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CONCENTRATION OF THE BROWNIAN BRIDGE ON

CARTAN-HADAMARD MANIFOLDS WITH PINCHED

NEGATIVE SECTIONAL CURVATURE

MARC ARNAUDON AND THOMAS SIMON

Abstract. We study the rate of concentration of a Brownian bridge in time
one around the corresponding geodesical segment on a Cartan-Hadamard man-
ifold with pinched negative sectional curvature, when the distance between
the two extremities tends to infinity. This improves on previous results by
A. Eberle [7], and one of us [21]. Along the way, we derive a new asymptotic
estimate for the logarithmic derivative of the heat kernel on such manifolds,
in bounded time and with one space parameter tending to infinity, which can
be viewed as a counterpart to Bismut’s asymptotic formula in small time [3].
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1. Introduction

Let M be a smooth Cartan-Hadamard manifold with pinched negative sectional
curvature, viz. a complete, noncompact, simply-connected C∞ Riemannian mani-
fold without boundary, whose all sectional curvatures κ satisfy

(1.1) −c2 ≤ κ ≤ −c1
for some fixed constants c2 ≥ c1 > 0. For the sake of concision, later on we will refer
to (1.1) (resp. to M) as the ”pinching property” (resp. as a pinched CH manifold).
Let ρ be the Riemannian distance on M and d ≥ 2 be its dimension. We will make
the following further assumption on the curvature tensor of M at infinity:

Key words and phrases. Brownian bridge, Cartan-Hadamard manifold, comparison theorems,
Cox-Ingersoll-Ross process, heat kernel, large deviations, rank-one noncompact symmetric space.
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Assumption 1.1. For every λ > 0, there exists Kλ > 0 such that for every z ∈M
and every normalized exponential chart centered in z with radius λ, the Christoffel

symbols associated with the Levi-Civita connection in this chart are bounded by Kλ,

as well as their derivatives up to order two.

This assumption holds for example when M is a rank-one symmetric space of
the noncompact type (by transitive action of the underlying isometry group) or
the universal covering of a compact manifold with pinched negative sectional cur-
vature (by compacity). It seems difficult to find a tractable analogous condition
on a global chart diffeomorphic to M - which exists by Cartan-Hadamard’s theo-
rem. For example, some Christoffel symbols associated with Poincaré’s half-plane
model for the hyperbolic plane have an exponential growth. Notice finally that this
assumption entails that ∇R is uniformly bounded on M , where R stands for the
curvature tensor. However, we got stuck in proving that the converse is true.

For every x 6= y ∈ M , set ϕ(x, y) = {ϕ(x, y)(t), t ∈ R} for the unit-speed geo-
desic satisfying ϕ(x, y)(0) = x and ϕ(x, y)(ρ(x, y)) = y, and

S(x, y) = {ϕ(x, y)(t), t ∈ [0, ρ(x, y)]}
for the geodesic segment between x and y. Fix x ∈M and a unit vector v ∈ TxM .
Define y(s) = expx(sv) for every s ≥ 0, and consider the M -valued Brownian
motion X(s) = Xx,y(s) started at x and conditioned to hit the point y(s) at time 1.
More precisely, we ask X(s) to solve the Itô equation

(1.2) d∇ItôXt(s) = A(Xt(s)) dBt + Vt(s,Xt(s)) dt,

where B is an Rm-valued Brownian motion (m ≥ d), A ∈ Γ(Rm ⊗ TM) satisfies
A(z)A(z)∗ = IdTzM for every z ∈M , pt(z, y) is the heat kernel on M and

(1.3) Vt(s, z) = grad log p(1 − t, ·, y(s))(z).
Let y = y(1) and f : M → R+ be the function z 7→ ρ2(z, ϕ(x, y)), viz. f(z) is the
square of the distance from z to the whole geodesic ϕ(x, y). Consider the process
{Zt(s) = f(Xt(s)), t ≥ 0}, and for every a > 0 the event

Λx,v,sa =

{

sup
t∈[0,1]

Zt(s) ≥ a

}

.

In the following, we will write K a
c = (2/c) log (cosh c

√
a) for every a, c > 0. The

aim of this paper is to prove the following

Theorem 1.2. Under Assumption 1.1 and with the above notations, for every

a > 0

−K
a
c2 ≤ lim inf

s→∞
s−1 log P [Λx,v,sa ] ≤ lim sup

s→∞
s−1 log P [Λx,v,sa ] ≤ −K

a
c1,

uniformly in x ∈ M and v ∈ TxM such that ‖v‖ = 1. Besides, the same result

holds in replacing ϕ(x, y) by S(x, y) in the definition of Λx,v,s.

This result means that the Brownian bridge ”concentrates” around the geodesic
line - resp. the geodesic segment - joining its two extremities when the distance
between the latter tends to infinity, and extends to pinched CH manifolds the
main theorem of [21], which established the result on the real hyperbolic plane
with constant sectional curvature -1 (in this case one finds then an exact limit
given by K a

1 ). Recall that originally, a weak version of this concentration result
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had been obtained by Eberle [7], providing the key-step in the construction of a
counterexample for the existence of a spectral gap on the loop space over a compact
Riemannian manifold.

The main argument used in this paper to obtain Theorem 1.2 is entirely different
from the techniques developed in [7] and [21], where the Brownian bridge was rather
considered as an h-transform of Brownian motion. Here, we choose to work directly
on the SDE (1.2), and the main point consists in obtaining the following limit
theorem for its drift coefficient when s→ ∞:

(1.4) lim
s→+∞

s−1Vt(s,Xt(s)) = ϕ̇(Xt(s), y(∞))(0).

Indeed, once (1.4) is obtained, a simple application of Itô’s formula to the process
Z, combined with Alexandrov-Toponogov’s triangle comparison theorem and the
comparison theorem for real SDE’s shows that when s → ∞, a.s. Zt lies roughly
between the solutions of the SDE’s

Y it = 2

∫ t

0

√

Y iudBu − 2s

∫ t

0

√

Y iu tanh
(

ci
√

Y iu

)

du + kit, i = 1, 2

where k1, k2 are positive constants. An asymptotic analysis of these latter diffusions
of the Cox-Ingersoll-Ross type, performed with the help of stochastic calculus and
first passage time techniques, delivers then the required lower and upper exponential
speeds of convergence −sK a

ci
, i = 1, 2. By the way, we remark that these speeds of

convergence can be computed in integrating from 0 to a the functions 2bi(x)/a
2(x),

where a(x) = 2
√
x is the diffusion coefficient and bi(x) = −2s

√
x tanh (ci

√
x) is the

dominating drift coefficient of the corresponding diffusion. However, we could not
find any sensible geometrical explanation of this computation.

Up to technical details - which are a bit reminiscent to those of Eberle’s paper,
the limit theorem (1.4) is actually a direct consequence of the following logarithmic
derivative estimate of the heat kernel on M , when s→ +∞:

(1.5) s−1 grad log pt(·, y)(x) → t−1ϕ̇(x, y)(0).

This estimate, which may be interesting by itself as a pendant to Bismut’s cele-
brated estimate for grad log pt(·, y)(x) in small time - see Theorem 3.8 in [3], is
rather easy to obtain analytically on real hyperbolic spaces or rank-one noncom-
pact symmetric spaces, because of the existence of (more or less) closed formulae
thereon. The situation is however much more complicated on general pinched CH
manifolds. To achieve our proof, we use then probabilistic arguments relying on a
”filtered” integration by part formula for the heat kernel [22] [23], and a suitable
development in local coordinates where we can perform large deviation estimates
and apply Varadhan’s lemma. In the end, we do obtain (1.5) in full generality on
M , but unfortunately we need the Assumption 1.1 to obtain the uniform conver-
gence in x, which is crucial to get (1.4). This explains the restriction on M in the
statement of Theorem 1.2. At the end of the paper, we provide an example where
(1.5) may fail in the absence of Assumption 1.1.

In addition to being more general, we feel that our proof is more transparent
than the ones in [7] and [21], even though it would be quite interesting to see if
Martin boundary techniques could also apply on general CH manifolds to study
this concentration phenomenon. Yet another approach could be the following: ob-
serving by Riemannian comparison that if M1, M2 are two CH manifolds such that
supx∈M2

κ2(x) ≤ infx∈M1 κ1(x) - with the above notations, then for any given
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geodesics γi ⊂ Mi it is possible to construct two Brownian motions X i starting
from xi ∈ γi, i = 1, 2, such that a.s. ρ(X2

t , γ2) ≥ ρ(X1
t , γ2), one may wonder if

conditioning both X i’s to go back to γi in time 1 should not force X2 to stay closer
to γ2 than X1 to γ1 in the meantime. Roughly, this would then prove Theorem 1.2
provided the result is already known on real hyperbolic spaces, because of (1.1).
Unfortunately, we could not give a rigorous approach to these simple heuristics
relying only on the constant curvature case and Riemannian comparison theorems.

2. The case of real hyperbolic spaces

In this section we generalize the main result of [21] to all real hyperbolic spaces
Hd
c(R), d ≥ 2, with constant sectional curvature −c < 0. As in [21], the first step

consists in estimating the deviations from the origin of a family of diffusions of the
Ornstein-Uhlenbeck type with big negative drift. Then we prove the logarithmic
derivative estimate of the heat kernel and two further estimates, which entail to-
gether with Itô’s formula that the process {Zt, t ≥ 0} becomes very close to these
diffusions when s → +∞. The proof of Theorem 1.2 follows then simply from the
comparison theorem for one-dimensional stochastic differential equations.

2.1. Asymptotics of first-passage times for CIR-type diffusions. We begin
with an extension of the Proposition of [21], showing that the limit constant therein
actually does not depend of the dimension. For every ν ∈ R and c, k > 0, let Y ν,c,k

be the solution to the SDE

(2.1) Y ν,c,kt = 2

∫ t

0

√

Y ν,c,ks dBs − 2ν

∫ t

0

√

Y ν,c,ks tanh

(

c

√

Y ν,c,ks

)

ds + kt

where {Bt, t ≥ 0} is a standard linear Brownian motion. By analogy with Bessel
diffusions, we see that (2.1) has a unique strong solution which is positive for every
t > 0. In the following we will set Pν,c,k for the law of Y ν,c,k. If {Xt, t ≥ 0} is the
canonical process, let {Ft, t ≥ 0} be the canonical completed filtration, and Ta be
the first hitting time of X at level a > 0: Ta = inf {t > 0 / Xt = a} . Notice that
under P0,c,k, X is the square of a Bessel process of dimension k, which we will be
sometimes denote by Xk when no confusion is possible.

Proposition 2.1. For every a, c, k, t > 0,

lim
ν↑+∞

ν−1 log Pν,c,k [Ta < t] = −K
a
c

Proof. We first notice that it suffices to consider the case c = 1, the general case
c > 0 following from a straightforward scaling argument in considering the process

t 7→ c2Y ν,c,kt/c2 . Setting Pν,k = Pν,1,k for simplicity, we will show that

−K
a

1 ≤ lim inf
ν↑+∞

ν−1 log Pν,k [Ta < t] ≤ lim sup
ν↑+∞

ν−1 log Pν,k [Ta < t] ≤ −K
a

1 .

Proof of the lower limit. By Girsanov’s theorem and the fact that {Ta < t} ∈
FTa , we can write

Pν,k [Ta < t] = P0,k
[

Ta < t; Lν,kTa

]

where

Lν,kTa
= exp

[

−ν
∫ Ta

0

tanh
√
Xs

2
√
Xs

(dXs − kds) − ν2

2

∫ Ta

0

tanh2
√

Xs ds

]

.
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On the other hand, Itô’s formula yields

−ν
∫ Ta

0

tanh
√
Xs

2
√
Xs

dXs = −(2ν + 1) log cosh
√
a + (ν + 1)

∫ Ta

0

tanh
√
Xs

2
√
Xs

dXs

+(ν + 1/2)

∫ Ta

0

(

1 − tanh
√
Xs√

Xs

− tanh2
√

Xs

)

ds

and we get, after some rearrangements,

Pν,k [Ta < t] =
(

cosh
√
a
)−(2ν+1)

P̄ν+1,k
[

Ta < t; Mν,k
Ta

]

,(2.2)

where we set P̄ν,k = P−ν,k and

Mν,k
Ta

= exp

[

(ν + 1/2)

∫ Ta

0

(

1 + (k − 1)
tanh

√
Xs√

Xs

)

ds

]

.

We will now prove that P̄ν+1,k [Ta < t] tends to 1 as ν → +∞, which is sufficient

to obtain the lower limit, because Mν,k
Ta

≥ 1 a.s. Setting ca = tanh
√
a/

√
a, we see

by comparison that if P̃ν+1,k stands for the law of the solution to the SDE

Xt = 2

∫ t

0

√

XsdBs + 2ca(ν + 1)

∫ t

0

Xs ds + kt,

then P̄ν+1,k [Ta < t] ≥ P̃ν+1,k [Ta < t] for every t > 0. Under P̃ν+1,k, we recognize
in X the well-known Cox-Ingersoll-Ross (CIR) process, which can be reconstructed
from the square Bessel process Xk by deterministic time change:

(2.3) {Xt, t ≥ 0} d
=
{

e2c
a
νtXk

ψa,ν
t
, t ≥ 0

}

,

where we set caν = (ν + 1)ca and ψa,νt =
(

1 − e−2ca
νt
)

/2caν. Using the scaling

property of Xk, this entails

P̃ν+1,k [Ta < t] ≥ P

[

Xk
ψa,ν

t
> ae−2ca

νt
]

≥ P

[

Xk
1 > 2caνae

−2ca
νt/(1 − e−2ca

νt)
]

,(2.4)

which completes the proof of the lower limit, because Xk
1 does not weight {0} for

every k > 0, and since 2caνae
−2ca

νt/(1 − e−2ca
νt) → 0 when ν → +∞.

Proof of the upper limit. We will use a different method, relying on Feller’s
spectral theory [9]. Actually, the case k = 1 was already proved in the same way in
the Proposition of [21], with the help of Legendre functions. But the situation is a
bit different when k 6= 1, because the underlying second order differential equation
has then a new singularity at zero - see however the following Remark 2.2.(c) for
the case k = 3. Fix a, t > 0, x ∈]0, a[, and set Pν,kx for the law of the solution to
(2.1) starting from x, whence Pν,k [Ta < t] ≤ Pν,kx [Ta < t] by comparison. Assuming
without loss of generality that k ≥ 2, setting q = (k− 1)/2 and Xν,q for the unique
(positive) solution to the SDE

Xν,q
s =

√
x + Bs − ν

∫ s

0

tanhXν,q
u du + q

∫ s

0

1

Xν,q
u

du,
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we see from Itô’s formula that under Pν,kx we have a.s. Ta = inf {s > 0, Xν,q
s =

√
a}.

Hence, another comparison argument yields

(2.5) Pν,k [Ta < t] ≤ Pν,kx [Ta < t] ≤ P [T ν,qa < t] ,

where T ν,qa = inf {s > 0, Y ν,qs =
√
a} and Y ν,q solves

Y ν,qs =
√
x + Bs − ν

∫ s

0

tanhY ν,qu du + q

∫ s

0

cothY ν,qu du.

Notice now that since k ≥ 2 and according to Feller’s classification - for which we
use Mandl’s terminology, see [18] pp. 13, 24-25 and 67 - the diffusion Y ν,q has
a natural boundary at +∞ and an entrance boundary at 0. Hence, according to
Feller’s spectral theory - see Theorem 4 p. 11 in [9] or Lemma 3 p. 62 in [18], for
every λ > 0 the Laplace transformation E[e−λT

ν,q
a ] is given by the value at z =

√
x

of the unique solution over ]0,
√
a] to the differential equation

L
ν,qf(z) − 2λf(z) = 0(2.6)

satisfying f (
√
a) = 1 and such that f(0+) and L ν,qf(0+) exist, where we set

L
ν,qf(z) = f ′′(z) − 2ν tanh zf ′(z) + 2q coth zf ′(z)

for every z > 0 and smooth functions f . The above operator L ν,q is in fact well-
known from harmonic analysis as a Jacobi operator - see Section 2 in [14]. Setting

µ =
√

(ν − q)2 + 2λ, we see from the boundary conditions and Formula (2.7) in

[14] that E[e−λT
ν,q
a ] equals

(cosh (
√
x))

ν+µ−q
F
(

(q − ν − µ)/2 , (q + 1 + ν − µ)/2 ; q + 1/2 ; tanh2 (
√
x)
)

(cosh (
√
a))

ν+µ−q
F
(

(q − ν − µ)/2 , (q + 1 + ν − µ)/2 ; q + 1/2 ; tanh2 (
√
a)
)
,

where F stands for Gauss’ hypergeometric function. By an asymptotic expansion
of the latter when its first parameter is (negatively) large - see e.g. [17] p. 56, this
entails finally

lim sup
ν→+∞

ν−1 log P [T ν,qa < t] ≤ lim
ν→+∞

ν−1 log E

[

e−λT
ν,q
a

]

= K
x

1 − K
a

1 ,

where the first inequality is an immediate consequence of the Markov inequality.
Using (2.5) and letting x tend to 0 completes now the proof of the upper limit.

�

Remarks 2.2. (a) From the proof of the lower limit, we notice that the expo-
nential speed of convergence −νK a

c emerges naturally in integrating from 0 to
a the function 2b(x)/a2(x), where a(x) = 2

√
x is the diffusion coefficient and

b(x) = −2ν
√
x tanh (c

√
x) is the dominating drift coefficient. Actually, the state-

ment of Proposition 2.1 probably holds for a more general class of diffusions of
the square Ornstein-Uhlenbeck type, with big negative drift. However, we notice
that the change of measure given by (2.2) seems useless to obtain the upper limit.
Indeed, for example when k = 1, it is possible to compute

Ēν+1,1
[

Mν,1
Ta

]

=
(

cosh
√
a
)2ν

,

so that we strongly need to consider the event {Ta < t} in the analysis of the upper
limit. If we could prove a priori that limν↑+∞ ν−1 log Pν,c,k [Ta < t] exists and does
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not depend on t, then this would give a quicker proof of the upper bound without
special functions, thanks to the immediate inequality

log P̄ν+1,k
[

Ta < t; Mν,k
Ta

]

≤ k(ν + 1/2)t.

Unfortunately, we could not find any ergodic theoretical argument removing the
dependence on t at the limit, under the logarithmic scale.

(b) In the case q = 0 (i.e. k = 1), the proposition was already proved in [21] with
the help of Legendre functions. Taking this for granted, one can give the following
alternative proof of the proposition in the case k > 1 - which is the only situation
relevant to our further purposes. With the above notations, it is sufficient to prove
that

(2.7) Xν,q
s ≤ Xν′,0

s + α0,

where ν′ = ν − q/(α0 tanhα0). Indeed, clearly the converse inequality Xν,0
s ≤ Xν,q

s

holds a.s. and then we can reason exactly as above. But by Itô-Tanaka’s formula,
we have

Xν,0
s = Bs − ν

∫ s

0

tanhXν,0
u du+ Lν,0s ,

where Lν,0s is the local time at 0 of Xν,0
s /2. On the other hand, the process

Xν′,α0,0
s = Xν′,0

s + α0 has for drift

−ν′ tanh
(

Xν′,α0,0
s − α0

)

ds+ dLν,0s

whereas when Xν,q
s > 0, the process Xν,q

s has for drift
(

−ν tanhXν,q
s +

k − 1

2Xν,q
s

)

ds.

Since for positive time Xν′,α0,0
s is always larger than or equal to α0, and since the

local time Lν,0s is nondecreasing, it is sufficient to prove that for every x ≥ α0,

−ν′ tanh (x− α0) > −ν tanhx+ (k − 1)/2x.

A sufficient condition is clearly (ν − ν′) tanhx ≥ (k − 1)/2x. Observing that the
left hand side is an increasing function of x and the right hand side is a decrasing
function of x, a sufficient condition becomes (ν− ν′) tanhα0 ≥ (k− 1)/2α0, so that
finally, letting

ν′ = ν − k − 1

2α0 tanhα0
,

we obtain (2.7).

(c) In the case q = 1 (i.e. k = 3), the equation (2.6) can be solved in a different way.
Using the substitution f(z) = (cosh z)ν(sinh z)−1g(tanh z) where g : (−1, 1) → R

is some unknown function, yields namely the following equation for g:

(1 − z2) g′′(z) − 2z g′(z) +

(

ν(ν + 1) − (ν − 1)2 + 2λ

1 − z2

)

g(z) = 0,

which is Legendre’s differential equation on the cut. Hence, the general solution to
(2.6) has the form

f(z) = (cosh z)
ν
(sinh z)−1 [APµν (tanh z) + B Pµν (− tanh z)]
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for two unknown constants A and B, where µ =
√

(ν − 1)2 + 2λ and Pµν stands
for the Legendre function of the first kind. From the boundary conditions and the

third formula p. 167 in [17], we deduce that E[e−λT
ν,1
a ] equals

(cosh (
√
x))

ν+µ−1
F
(

1/2 − (ν + µ)/2 , 1 + (ν − µ)/2 ; 3/2 ; tanh2 (
√
x)
)

(cosh (
√
a))

ν+µ−1
F
(

1/2 − (ν + µ)/2 , 1 + (ν − µ)/2 ; 3/2 ; tanh2 (
√
a)
)
,

which is of course the same formula as above, for q = 1. Since q+ 1/2 6∈ {1/2, 3/2}
when q 6∈ {0, 1}, and recalling the formulae p. 167 in [17], it seems that apart
from the regular case k = 1, the resolution of (2.6) with Legendre functions is only
possible when k = 3. We could not find a sensible explanation of this fact.

(d) The above operator L ν,q plays a central rôle in harmonic analysis on rank-one
non-compact symmetric spaces, since for suitable choices of ν, q, λ the odd solutions
to (2.6) yield all the spherical functions on such spaces - see Part 4 in [14] for much
more on this topic. However, the connection between these spherical functions and
our equation (2.1) is only apparent. Namely, Jacobi operators related to spherical
functions on rank-one groups have the form

L
α,βf(z) = f ′′(z) + ((2α+ 1) coth z + (2β + 1) tanh z)f ′(z)

with α > β ≥ 0 - see (3.4) in [14] or our table in Section 3.1. below, whereas in
(2.1) our coefficient q before coth can be neglected in the analysis.

In the following, it will be important to consider the perturbation of the above
SDE (2.1) by some parameter α ∈ R:

Y ν,α,c,kt = 2

∫ t

0

√

Y ν,α,c,ks dBs + kt(2.8)

− 2ν

∫ t

0

√

Y ν,α,c,ks

(

tanh

(

c

√

Y ν,α,c,ks

)

+ α

)

ds.

Again, this equation has a unique strong solution which is positive for every t > 0.
We will set Pν,α,c,k for the law of Y ν,α,c,k and use the same notations as above for
Ta and the canonical process. The proof of the following proposition is very similar
to the one above, but requires heavier notations and so we wrote it down separately,
for the sake of clarity.

Proposition 2.3. For every a, c, k, t > 0,

lim
α→0

(

lim inf
ν↑+∞

ν−1 log Pν,α,c,k [Ta < t]

)

= lim
α→0

(

lim sup
ν↑+∞

ν−1 log Pν,α,c,k [Ta < t]

)

and the common limit equals −K a
c .

Proof. By the same scaling argument as above, it suffices to consider the case c = 1
and we will set Pν,α,k = Pν,α,1,k. We begin with the lower limit:

lim inf
α→0

(

lim inf
ν↑+∞

ν−1 log Pν,α,k [Ta < t]

)

≥ −K
a

1 ,

and we notice that thanks to Proposition 2.1 and a comparison argument, it suffices
to consider the situation where α > 0 and α ↓ 0. Suppose first that k > 1. Applying
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Itô’s formula to log cosh
√

XTa + α
√

XTa and reasoning exactly as in Proposition
2.1 yields

Pν,α,k [Ta < t] =
(

eα
√
a cosh

√
a
)−(2ν+1)

P̄ν+1,α,k
[

Ta < t; Mν,α,k
Ta

]

,

where similarly we set P̄ν,α,k = P−ν,α,k and Mν,α,k
Ta

is given by

exp

[

(ν + 1/2)

∫ Ta

0

(

1 + 2α tanh
√

Xs + α2 + (k − 1)

(

tanh
√
Xs + α

)

√
Xs

)

ds

]

.

Since k ≥ 1, we have again a.s. Mν,α,k
Ta

≥ 1. Besides, the comparison

P̄ν+1,α,k [Ta < t] ≥ P̃ν+1,k [Ta < t]

still holds because α > 0, so that we can finish the proof of the lower limit exactly
as in Proposition 2.1.

When k < 1 - this case is actually irrelevant to our further purposes but we treat

it for completeness, the above method fails because the Wiener integral
∫ s

0
X

−1/2
s ds

diverges, as for Bessel diffusions. However, we can reinterpret (2.8) as (2.1) driven
by some drifted Brownian motion {Bν,αs = Bs − (αν)s, s ≥ 0}, and the Cameron-
Martin formula yields

Pν,α,k [Ta < t] = Pν,k
[

Ta < t; e−ανBt−α2ν2t/2
]

.

Introduce now K > 0 and suppose ν > K/t. For α small enough, we first get

Pν,α,k [Ta < t] ≥ Pν,α,k [Ta < K/ν]

≥ e−2ναKPν,k
[

Ta < K/ν; BK/ν ≤ K
]

≥ e−2ναK
(

Pν,k [Ta < K/ν] − P
[

BK/ν > K
])

≥ e−2ναK
(

(

cosh
√
a
)−(2ν+1)

P̄ν+1,k [Ta < K/ν] − Erfc
(√

Kν
))

.

where Erfc stands for the Gaussian error function [17]. Besides, using (2.4) and
choosing K big enough, we obtain

P̄ν+1,k [Ta < K/ν] ≥ P
[

Xk
1 >

(

4caae
−2Kca

)

ν
]

.

Recalling now that the density of Xk
1 over R+ is given by the function

x 7→ (2Γ(k/2))−1 (x/2)k/2−1e−x/2

see e.g. Corollary XI.1.4 in [20], and plugging the two above inequalities together,
we see that when K is big enough, then

lim inf
ν→+∞

ν−1 log Pν,α,k [Ta < t] ≥ −K (a, α,K),

where K (a, α,K) is some constant tending to K a
1 when α ↓ 0 and then K ↑ +∞.

This completes the proof of the lower limit for k ≤ 1. To prove the upper limit:

lim sup
α→0

(

lim sup
ν↑+∞

ν−1 log Pν,α,k [Ta < t]

)

≤ −K
a

1 ,

we will use another comparison argument. First we can assume k ≥ 2 without loss
of generality and again, we only need to consider the case where α < 0 and α ↑ 0.
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Set α̃ = − arg tanhα > 0 with α small enough, fix x ∈] − α̃2, a[ and let Y ν,α,q be
the unique positive solution to the SDE

Y ν,α,qs =
√
x + Bs − ν

∫ s

0

(tanh (Y ν,α,qu ) − tanh α̃) du + q

∫ s

0

du

Y ν,α,qu
,

with q = (k − 1)/2 ≥ 1. Recall that Pν,α,k [Ta < t] ≤ P [T ν,α,qa < t], where we
set T ν,α,qa = inf {s > 0, Y ν,α,qs =

√
a}. Using the inequality (tanhx − tanh α̃) ≥

cα tanh(x − α̃), which holds uniformly on x ∈ [α̃,
√
a] for some constant cα < 1

tending to 1 as α ↑ 0, we can compare Y ν,α,q with Zν,α,q solution of

Zν,α,qs =
√
x + Bs − cαν

∫ s

0

(tanh (Zν,α,qu − α̃)) du + q

∫ s

0

du

(Zν,α,qu − α̃)

(which remains a.s. above the level α̃ > 0, because q ≥ 1), and we obtain
P [Sν,α,q < t] ≤ P [Sν,α,q < t] with the notation Sν,α,qa = inf {s > 0, Zν,α,qs =

√
a}.

Introducing the process Z̃ν,α,qs = Zν,α,qs −α̃ for every s > 0 and setting x̃ = (
√
x−α̃)2

and ã = (
√
a− α̃)2, we finally get

lim sup
ν↑+∞

ν−1 log Pν,α,k [Ta < t] ≤ K
x̃

1 − K
ã

1 ,

which finishes the proof of the upper limit in letting α, and then x, tend to 0.
�

2.2. Three further estimates. In this subsection we establish three crucial es-
timates which will allow us later on to reduce the original problem to the above
asymptotic study for CIR-type processess. The first estimate is fairly straightfor-
ward:

Lemma 2.4. Let φ be a geodesic line in Hd
c . Setting g(z) = ρ(z, φ) and f(z) = g(z)2

for every z ∈ Hd
c , then the following inequalities hold

2 ≤ ∆f(z) ≤ d + g(z)

uniformly in Hd
c .

Proof. We first notice that by definition ||gradg|| = 1, whence

∆f(z) = 2 + g(z)∆g(z).

It remains to estimate ∆g(z), and this is done in choosing for Hd
c ⊂ Rd a half-

space model {zd > 0}, and for φ the zd-axis. For z = (z1, . . . , zd) we then have
g(z) = c−1 arg sinh(rd−1/zd), where we set rp = (z2

1 + . . .+ z2
p)

1/2 for p = 1 . . . d. A
direct computation yields

∆g(z) = cz2
d

(

∂2
z1 + . . .+ ∂2

zd

) (

c−1 arg sinh(rd−1/zd)
)

=
(d− 2)z2

d + r2d−1

rd−1rd
,

which entails

0 ≤ g(z)∆g(z) ≤ g(z)

(

(d− 2)zd
rd−1

+ 1

)

≤ (d− 2) + g(z)

and completes the proof.
�



CONCENTRATION OF THE BROWNIAN BRIDGE 11

Remarks 2.5. (a) If φ is a geodesical segment, one can prove that there exists a
constant K depending only on M such that

2 ≤ ∆f(z) ≤ d+ 1 + Kg(z).

We leave to the reader the details of a proof using the half-space model for Hd, and
we refer to Lemma 3.1 for a proof on general pinched CH manifolds.

(b) As it will become apparent later, in dimension d = 2 the fact that ∆f(z) ∼ 2
in the neighbourhood of the geodesic line enables us to express our concentration
problem in terms of the asymptotics of the first passage times for the diffusion
Y ν,c,1. As we said before, the spectral theory of this diffusion is somewhat simpler,
because Y ν,c,1 can be viewed as the square of the solution to

Xt = Bt − ν

∫ t

0

tanh (cXs) ds,

an SDE with no more singularity at zero. In [21], the reduction to the above
simple equation was already established for d = 2, with another argument relying
on Bougerol’s generalized identity.

The second (Gaussian) estimate was actually already proved by Eberle - see
Proposition 3.1. in [7] - for the same final purposes, though he used then the
estimate in a slightly different manner - see (3.21) in [7].

Lemma 2.6. Let γ(x, y) be the geodesic from x to y in time 1. There exist two

constants K, c > 0 such that

P

[

sup
t∈[0,1]

ρ (Xx,y
t , γ(x, y)(t)) ≥ u

]

≤ Ke−cu
2

for every x, y ∈ Hd
c and u ≥ 0.

The third estimate is the most important one, and may have an independent
interest. We present here a separated simple analytical proof for Hd

c , although in
the next section an even simpler probabilistic proof will be given, holding on all
rank-one symmetric spaces.

Lemma 2.7. Let pd,ct (y, z) be the heat kernel on Hd
c and ϕ̇(z, y)(0) be the unit

oriented tangent vector in z at the geodesic joining z to y. Then, for every ε ∈]0, 1],

ρ(z, y)−1 grad log pd,ct (·, y)(z) → t−1ϕ̇(z, y)(0)

as ρ(z, y) → +∞, uniformly on t ∈ [ε, 1] and z, y ∈ Hd
c .

Proof. Since pd,ct (y, z) only depends on t and ρ(y, z), we see that grad log pdt (·, y)(z)
is parallel to ϕ̇(z, y)(0). Suppose first that c = 1 and set ρ = ρ(y, z), pdt (ρ) =

pd,ct (y, z) and u = ϕ̇(z, y)(0) for simplicity. According to the so-called Millson’s
descent formula - see e.g. the fourth formula p. 5 in [1], we have

pd+2
t (ρ) = −

(

e−dt

2π sinh ρ

)

∂pdt (ρ)

∂ρ
.
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Using the closed forms of pdt (ρ) given e.g. by (2.2) and (2.3) in [1], we get

〈

grad log pdt (·, y)(z), u
〉

=
(

2πedt sinh ρ
) pd+2

t (ρ)

pdt (ρ)

= (sinh ρ)
hd+2
t (ρ)

hdt (ρ)
,

with the notations


















hdt (ρ) =

(

− 1

sinh ρ

∂

∂ρ

)

d−1
2

e−
ρ2

2t for d odd,

hdt (ρ) =

∫ +∞

ρ

sinh s ds√
cosh s− cosh ρ

(

− 1

sinh s

∂

∂s

)
d
2

e−
s2

2t for d even.

Since the involved functions are continuous with respect to t, by Heine’s theorem
it suffices to show that

lim
ρ→+∞

(t sinh ρ)hd+2
t (ρ)/ρhdt (ρ) = 1

for every t > 0. To prove this, we notice by a straightforward recurrence argument
that for every n ∈ N and fixed t > 0,

(2.9)

(

− 1

sinh ρ

∂

∂ρ

)n

e−
ρ2

2t =

(

ρ

t sinh ρ

)n(

1 +O

(

1

ρ

))

e−
ρ2

2t ,

which clearly finishes the proof of the lemma when d is odd. When d is even, we
first see that (2.9) reduces the problem to the proof of

lim
ρ→+∞

(t sinh ρ)h̄d+2
t (ρ)/ρh̄dt (ρ) = 1

for every t > 0, with the notation

h̄dt (ρ) =

∫ +∞

ρ

sinh s ds√
cosh s− cosh ρ

( s

t sinh s

)
d
2

e−
s2

2t .

This latter estimate comes now easily from the fact (whose detailed proof is left to
the reader) that

lim
ρ→+∞

(

h̄dt (ρ) − h̄dt (ρ+ 1)
)

/h̄dt (ρ+ 1) = +∞.

This completes the proof in the case c = 1, the case c 6= 1 following readily from

the fact that pd,ct (ρ) = pd,1c2t(cρ). �

2.3. End of the proof. We begin with the concentration around the line ϕ(x, y).
With the above notations, we need to prove that for every a > 0,

(2.10) lim
s→∞

s−1 log P

[

sup
0≤t≤1

Zt(s) > a

]

= −K
a
c .

Actually, from now on our method does not depend on the specific geometry of Hd
c

anymore, and further on it will be readily adapted to more general manifolds, save
for a comparison argument which will be detailed in the next section.

First, notice that we can replace 1 by 1/2 in the above event: once we have
proved the result for sup0≤t≤1/2 Zt(s) and for every x and v, then we can use the

fact that {X1−t(s), 0 ≤ t ≤ 1} is a Brownian motion started at y(s), conditioned
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to hit x at time 1. In the following we will denote X
x,y(s)
t by Xt(s) for simplicity.

Introducing

E(s) :=
{

ρ(Xt(s), ϕ(x, y(∞))(st)) ≤ s3/4 for all t ∈ [0, 1/2]
}

,

we see from Lemma 2.6 that we can work on E(s), i.e. it suffices to prove that

(2.11) lim
s→∞

s−1 log P

[

sup
0≤t≤1/2

Zt(s) > a; E(s)

]

= −K
a
c .

Elementary negatively curved geometry yields the following estimates as s→ +∞,
uniformly on ω ∈ E(s) and t ∈ [0, 1/2]:

ϕ̇(Xt(s), y(s))(0) → ϕ̇(Xt(s), y(∞))(0) and s−1ρ(Xt(s), y(s)) → (1 − t).

Hence, it follows from Lemma 2.7 that

(2.12) lim
s→+∞

s−1Vt(s,Xt(s)) = ϕ̇(Xt(s), y(∞))(0)

uniformly on ω ∈ E(s) and t ∈ [0, 1/2]. From Itô’s formula, we can now derive the
following SDE for the process Zt(s):

Zt(s) =

∫ t

0

〈

df(Xu(s)), d
∇
ItôXu(s)

〉

+ 1/2

∫ t

0

∆f(Xu(s)) du

=

∫ t

0

〈grad f(Xu(s)), A(Xu(s)) dBu〉 + 1/2

∫ t

0

∆f(Xu(s)) du

+

∫ t

0

〈grad f(Xu(s)), Vu(s,Xu(s))〉 du.

First, using the formula grad f = 2
√

f
gradf

‖ gradf‖ , we can rewrite the diffusion term:

∫ t

0

〈gradf(Xu(s)), A(Xu(s)) dBu〉 =

∫ t

0

2
√

Zu(s) dβu(s),

where

βt(s) =

∫ t

0

〈

grad f

‖ gradf‖(Xu(s)), A(Xu(s)) dBu

〉

is a real-valued Brownian motion for every s > 0. Second, we see from elementary
hyperbolic geometry that

〈

gradf

‖ gradf‖(Xu(s)), ϕ̇(Xu(s), y(∞))(0)

〉

= − tanh
(

c
√

Zu(s)
)

.

Hence, it follows from (2.12) that for every α > 0, there exists s0 > 0 such that for
every s > s0,

(2.13)

∣

∣

∣

∣

s−1

〈

gradf

‖ gradf‖(Xu(s)), Vu(s,Xu(s))

〉

+ tanh
(

c
√

Zu(s)
)

∣

∣

∣

∣

< α,

uniformly on ω ∈ E(s) and u ∈ [0, 1/2]. Fixing now α > 0 and taking s big enough,
we deduce by comparison from (2.13) and Lemma 2.4 that for every t ∈ [0, 1/2]
the following a.s. inequalities hold: Z1

t (s) ≤ Zt(s) ≤ Z2
t (s), where Z1(s) and Z2(s)

solve respectively

Z1
t (s) = 2

∫ t

0

√

Z1
u(s)dβu − 2s

∫ t

0

√

Z1
u(s)

(

tanh
(

c
√

Z1
u(s)

)

+ α
)

ds + t
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and

Z2
t (s) = 2

∫ t

0

√

Z2
u(s)dβu − 2s

∫ t

0

√

Z2
u(s)

(

tanh
(

c
√

Z2
u(s)

)

− α
)

ds +
dt

2
.

This completes the proof of the concentration around φ(x, y), in letting α tend to
0, and using Proposition 2.3. For the concentration around the segment S(x, y),
we first notice that since S(x, y) ⊂ φ(x, y) it is sufficient to prove

(2.14) lim sup
s→∞

s−1 log P

[

sup
0≤t≤1

Z̃t(s) > a

]

≤ −K
a
c ,

where Z̃ = f̃(X) with S(x, y) instead of φ(x, y) in the definition of f̃ . Hence, we

need to bound Z̃u a.s. from above. However, a simple picture shows that a.s. on
{Zu(s) 6= Z̃u(s)}

〈

grad f̃

‖ grad f̃‖
(Xu(s)), ϕ̇(Xu(s), y(∞))(0)

〉

≤ − tanh

(

c

√

Z̃u(s)

)

,

so that by (2.12) and Remark 2.5 (a), we see that fixing any α > 0 and introducing

Z̃2
t (s) = 2

∫ t

0

√

Z̃2
u(s)dβu − 2s

∫ t

0

√

Z̃2
u(s)

(

tanh

(

c

√

Z̃2
u(s)

)

− α

)

ds +
(d+ 1)t

2
,

for s big enough and every t ∈ [0, 1/2], the inequality Z̃t(s) ≤ Z̃2
t (s) holds a.s. This

allows now to obtain (2.14) exactly in the same way as above.

�

3. The case of rank-one noncompact symmetric spaces

In this section we prove Theorem 1.2 on rank-one noncompact symmetric spaces,
which can be viewed as a generalization of real hyperbolic spaces with pinched non
constant sectional curvature. From the technical point of view, we will have to
extend Lemmas 2.4, 2.6 and 2.7 to this more general framework. To finish the
proof, the key-argument will then consist simply in estimating the left-hand side of
(2.13) via Alexandrov-Toponogov’s comparison theorem.

3.1. Some features of rank-one noncompact symmetric spaces. For a com-
plete account on the classification of such manifolds and the heat kernel thereon,
we refer to Chapter X in [11] and the Anhang 4.1 in [15]. Let us just recall that
noncompact symmetric spaces of rank-one can be divided into four families of ho-
mogeneous spaces:

M α β Dim M

Hn(R) ∼ SOo(1, n)/O(n) (n-1) 0 n
Hn(C) ∼ SU(1, n)/U(n) 2(n-1) 1 2n
Hn(H) ∼ Sp(1, n)/Sp(1)Sp(n) 4(n-1) 3 4n
H2(O) ∼ F ∗

4 /Spin(9) 8 7 16

where on the three first lines we used the usual notations for classical matrix groups
- see e.g. Chapter X. 2 in [11] - and SOo(1, n) means the connected component of
the identity in SO(1, n). On the last line, F ∗

4 /Spin(9) stands for the noncompact
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dual (in the sense of Chapter V. 2 in [11]) of Cayley’s projective plane for octo-
nions P2(O) ∼ F4/Spin(9), where F4 is the 52-dimensional automorphism group
of Herm(3,O) and Spin(9) is the 36-dimensional two-fold universal covering space
of SO(9) - see e.g. Section 4.1.3.5 in [2] for a more complete presentation of this
exceptional space. In the above table, α and β are the respective multiplicities of
the two generators of the root system associated with M . They characterize the
radial part of the Laplace-Beltrami operator L α,β in M , whose expression is the
following (see e.g. Proposition 5.26 p. 31 3 and Formula (56) p. 315 in [12], though
we use here the probabilistic convention of Formulae (II,1) and (II,2) in [16]):

L
α,βf(ρ) =

1

2
f ′′(ρ) +

k

2
(α coth kρ+ 2β coth 2kρ)f ′(ρ)

for a positive parameter k. Recall that on rank-one symmetric spaces, the heat
kernel pt(y, z) is a function of the sole variable ρ(y, z) and that, setting ρ = ρ(y, z)
for simplicity, it is the fundamental solution pt(ρ) to

(

L
α,β − ∂t

)

f(t, ρ) = 0

normalized to define a probability measure on M . Finally, the fact that rank-one
noncompact symmetric spaces have pinched negative sectional curvature κ, i.e.

(3.1) −c2 ≤ κ ≤ −c1
for some constants c2 ≥ c1 > 0, follows from the transitive action of the isometry
group G on M = G/K: on a fixed point x ∈ M , the sectional curvatures are
bounded from below by smoothness of M , and the rank-one property yields a neg-
ative upper bound, these two bounds holding then on the whole M by transitivity,
since G preserves the Ricci curvature tensor. The pinched property can also be seen
from metric space arguments which make M into a CAT(-1) space, see Theorem
II.10.10 and Proposition II.10.12 in [4].

The following uniform estimate on pt(y, z), which is a direct consequence of
(3.1), Davies-Mandouvalos’ estimates on real hyperbolic spaces, and a heat kernel
comparison theorem - see respectively Formula (3.3) in [1] and Theorem 4.5.2 in
[13], will be a crucial tool in extending Lemma 2.6 to rank-one symmetric spaces and
more general pinched CH manifolds: there exists constants K > 1 and k2 ≥ k1 > 0,
such that setting ν = (d− 1)/2 and

pit(ρ) = t−d/2(1 + ρ)νe−(kiρ+ρ
2/2t)

for i = 1, 2, there is a uniform comparison

(3.2) K−1p2
t (ρ(y, z)) ≤ pt(y, z) ≤ Kp1

t (ρ(y, z))

for every (t, y, z) ∈ (0, 1] ×M ×M . We stress that this uniform estimate holds on
any CH manifold whose sectional curvatures satisfy (3.1). Actually, a more precise
estimate due originally to Giulini and Mauceri - see Formula (3.1) in [1] and the
comments thereafter, holds on rank-one noncompact symmetric spaces, allowing to
take k1 = k2 in (3.2). But we shall not use this in the sequel.

3.2. Proof of the theorem. We first need to extend the three estimates of Sec-
tion 2. The following extension of Lemma 2.4 holds actually on all pinched CH
manifolds.
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Lemma 3.1. Let φ be a geodesic line or segment in M . With the notations of

Lemma 2.4, there exists a positive constant K depending only on M such that

2 ≤ ∆f(z) ≤ (d+ 1) + Kg(z)

uniformly in M .

Proof. We suppose first that φ is a line. Recall that

∆f(z) = 2 + g(z)∆g(z)

so that, as in Lemma 2.4, it remains to estimate ∆g(z). The fact that ∆g(z) ≥ 0
for every z ∈ M follows from the well-known convexity property of g, because g
measures the distance to some complete convex subset of M - see e.g. Corollary
II.2.5 in [4]. To prove the other inequality, fix z ∈ M , let z0 ∈ φ minimize the
distance between z and φ, and set ρ0 for the distance function from z0. We have

∆g(z) =

d
∑

i=1

(g ◦ γi)′′(0) and ∆ρ0(z) =

d
∑

i=1

(ρ0 ◦ γi)′′(0),

where the γ′is are geodesic lines such that γi(0) = z and the γ̇i(0)’s form an or-
thonormal basis of TzM . Besides, one can choose γ̇1(0) parallel to the geodesic
between z0 and z, so that (ρ0 ◦ γ1)

′′(0) = (g ◦ γ1)
′′(0) = 0. For every i ≥ 2, we

notice that (g ◦ γi)(0) = (ρ0 ◦ γi)(0) = g(z), (g ◦ γi)′(0) = (ρ0 ◦ γi)′(0) = 0, and
(g ◦ γi)(t) ≤ (ρ0 ◦ γi)(t) for every t ∈ R, which entails (g ◦ γi)′′(0) ≤ (ρ0 ◦ γi)′′(0)
and finally

∆g(z) ≤ ∆ρ0(z).

Now it follows from the Laplacian comparison theorem - see e.g. Theorem 3.4.2. in
[13] - that

∆ρ0(z) ≤ (d− 1)
√
c2 coth (

√
c2ρ0(z))

≤ (d− 1) (
√
c2 + 1/ρ0(z)) = (d− 1) (

√
c2 + 1/g(z)) ,

where we recall that −c2 is the global lower bound on the sectional curvature of
M . This completes the proof when φ is a line.

When φ is a segment, we can use the same arguments, save for the fact that ∆g
is not continuous on the two hypersurfaces of M where the distance to the geodesic
line equals the distance to one of the extremities of the segment. We let the reader
check by himself that this is not a major hindrance.

�

To extend Lemma 2.6, we will need three preparatory results. Let x, y ∈ M ,
s = ρ(x, y), and ϕ(x, y) : R → M be the unique geodesic parametrized by arc
length such that ϕ(x, y)(0) = x and ϕ(x, y)(s) = y. We identify the set of unit
vectors in TxM orthogonal to ϕ̇(x, y)(0) with the unit sphere Sd−2. If v ∈ TxM ,
we let u 7→ //0,uv be the parallel transport of v along the geodesic u 7→ ϕ(x, y)(u).
Recall that the Fermi coordinates of a point z ∈M is the unique triplet (u, h, θ) ∈
R × R+ × Sd−2 such that

z = Φ(u, h, θ) = expϕ(x,y)(u)

(

//0,u(hθ)
)

.

Our first preparatory result compares in Fermi coordinates the volume element of
M with that of Hd

c2 . It seems to belong to the comparison folklore, even though we
could not find any reference in the literature. Notice that this comparison theorem
only requires that the sectional curvature of M is bounded from below.
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Lemma 3.2. In the above Fermi coordinates, the volume element vol(dz) of M is

bounded from above by

c
−(d−2)/2
2 sinhd−2 (

√
c2h) cosh (

√
c2h) dh du dVSd−2(θ).

Proof. Fix a point z0 ∈ M with Fermi coordinates (u0, h0, θ0) and denote by
(e1, . . . , ed−2) an orthonormal basis of the tangent space of Sd−2 at θ0. For ev-
ery h ∈ [0, h0], consider the vector fields U(h) = Φ∗ (∂/∂u) (u0, h, θ0), H(h) =
Φ∗ (∂/∂h) (u0, h, θ0), and Ei(h) = Φ∗ (ei) (u0, h, θ0) for i = 1, . . . , d − 2. They are
Jacobi fields along the geodesic h 7→ Φ(u0, h, θ0), and by the Rauch and Berger
comparison theorem - see e.g. Theorems 1.28 and 1.29 in [5] - we obtain

‖U(h0)‖ ≤ cosh (
√
c2h0) and ‖Ei(h0)‖ ≤ c

−1/2
2 sinh (

√
c2h0) ,

where the respective right-hand sides correspond to Hd
c2 . Besides, if we parametrize

Sd−2 around θ0 such that (∂/∂θi)(θ0) = ei, then we see that he volume element at
x0 is smaller than or equal to

‖U(h0)‖
(

d−2
∏

i=1

‖Ei(h0)‖
)

‖H(h0)‖dh du dVSd−2(θ0).

Last, since trivially ‖H(h0)‖ = 1, we obtain the desired upper bound.
�

For the second preparatory result we will follow the proof of Lemma 3.4 in [7],
where analogous estimates are established on real hyperbolic spaces.

Lemma 3.3. Let X = Xt,x,y be the Brownian bridge from x to y in time t and

γ(x, y) be the geodesic from x to y in time 1. There exist three constants a0,K, λ > 0
depending only on M such that

(3.3) P

[

ρ
(

Xt,x,y
t/2 , γ(x, y)(1/2)

)

≥ a
]

≤ Ke−λa
2/t

for every (a, t, x, y) ∈ (a0,+∞] × (0, 1] ×M ×M , and

(3.4) P

[

ρ
(

Xt,x,y
t/2 , γ(x, y)(1/2)

)

≥ a
]

≤ Kt−ν/2e−λ(a2∧a4)/t

for every (a, t, x, y) ∈ (0,+∞]× (0, 1] ×M ×M with ρ(x, y) ≤ 1.

Proof. We first suppose c1 = 1 for simplicity, the general case c1 > 0 being handled
in scaling the metric and the Brownian bridge. In the following calculations, the
positive constants c,K will depend only on M , but may vary from one line to
another. Recalling the notation s = ρ(x, y), the random variable Xt,x,y

t/2 has density

function

z 7→ qx,yt (z) =
pt/2(x, z)pt/2(y, z)

pt(x, y)
,

an expression which can be bounded by

Kt−d/2(1 + s)−ν(1 + ρ(x, z))ν(1 + ρ(y, z))νek2s−(2ρ(x,z)2+2ρ(y,z)2−s2)/2t

in view of the estimates (3.2). Let now (u, h, θ) be the Fermi coordinates of z with
respect to x and the geodesic φ(x, y). By the triangle inequality, we have

(3.5) ρ(x, z) ≤ |u| + h and ρ(z, y) ≤ |s− u| + h.
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On the other hand, since the triangle xϕ(x, y)(u)z has a right angle at ϕ(x, y)(u),
we see that

cosh ρ(x, z) ≥ cosh |u| cosh(h)

by comparison with the hyperbolic case, whence

eρ(x,z) ≥ e|u| cosh(h)
(1 + e−2|u|)

1 + e−2ρ(x,z)
≥ e|u| cosh(h)

because |u| ≤ ρ(x, z). Writing l(h) = log cosh(h) for concision, we finally obtain
ρ(x, z) ≥ |u| + l(h) and, similarly, ρ(z, y) ≥ |s− u| + l(h). Hence

ρ(x, z)2 + ρ(z, y)2 ≥ (|u| + l(h))
2
+ (|s− u| + l(h))

2

= u2 + (s− u)2 + 2 (|u| + |s− u|) l(h) + 2l2(h)

= 2 (u− s/2)
2

+ s2/2 + 2 (|u| + |s− u|) l(h) + 2l2(h)

≥ 2 (u− s/2)
2

+ s2/2 + 2sl(h) + 2l2(h).

On the other hand, it follows from inequality (3.5) that

(1 + ρ(x, z))
ν

(1 + ρ(z, y))
ν ≤ [(1 + |u| + h)(1 + |s− u| + h)]

ν
.

Plugging everything together yields

qx,yt (z) ≤ Kt−d/2(1 + s)−ν [(1 + |u| + h)(1 + |s− u| + h)]ν

× ek2s−2((u−s/2)2+l2(h)+sl(h))/t.

Last, noticing that (1 + |u| + h)(1 + |s − u| + h) ≤ (1 + s/2 + h)
2

when u ∈ [0, s]
and |u− s/2| ≥ s/2 when u 6∈ [0, s], we find that

qx,yt (z) ≤ Kt−d/2(1 + s)−ν (1 + s/2 + h)
2ν
ek2s−((u−s/2)2+2l2(h)+2sl(h))/t

for every t ∈ (0, 1] and x, y, z ∈M . Setting now µx,yt for the law of Xt,x,y
t/2 in Fermi

coordinates, it follows from Fubini’s theorem and Lemma 3.2 that for every a, b > 0

µx,yt [h ≥ a, u ≥ b+ s/2] ≤ Kt−d/2(1 + s)−ν
∫ ∞

b+s/2

e−(u−s/2)2/t du

×
∫ ∞

a

(1 + s/2 + h)
2ν

sinhd−2 (
√
c2h) cosh (

√
c2h) e

k2s−2(sl(h)+l2(h))/t dh.

The first integral on the right hand side can be estimated followingly:

(3.6)

∫

b+s/2

e−(u−s/2)2/t du =

∫ ∞

b

e−v
2/t dv ≤ Kt1/2e−b

2/2t.

For the second integral, notice first that there exists λ1 > 0 such that l(h) ≥ λ1h
for every h ≥ 1. Consequently, recalling that t ∈ (0, 1], the second integral can be
bounded by

K

∫ ∞

a

e−(3λ2
1h

2)/2t dh ≤ Kt1/2e−λ
2
1a

2/t

when a ≥ a0 = k2/2λ1. Together with (3.6), this latter bound yields

(3.7) µx,yt [h ≥ a, u− s/2 ≥ b] ≤ Kt−νe−(b2/2+λ2
1a

2)/t



CONCENTRATION OF THE BROWNIAN BRIDGE 19

and by symmetry, this estimate is also valid for µx,yt [h ≥ a, u− s/2 ≤ −b]. We can
now establish the estimate (3.3), since

P

[

ρ
(

Xt,x,y
t/2 , γ(x, y)(1/2)

)

≥ a
]

≤ µx,yt [h ≥ a/2] + µx,yt [|u− s/2| ≥ a/2]

≤ Kt−νe−ca
2/t

≤ Ke−ca
2/t

for some constants c,K > 0 and every (a, t, x, y) ∈ [a0,+∞) × (0, 1] ×M ×M .
On the other hand, we can choose λ2 > 0 such that l(h) ≥ λ2h

2 for every
h ∈ [0, a0]. Hence, when a ∈ (0, a0] and s ≤ 1, the second integral from a to a0 is
bounded by

K

∫ a0

a

e−2λ2
2h

4/thd−2 dh ≤ Ktν/2
∫ ∞

aλ
1/2
2 t−1/4

e−2r4rd−2 dr ≤ Ktν/2e−(λ2
2a

4)/t.

Together with (3.6) and (3.7), this entails

µx,yt [h ≥ a, u− s/2 ≥ b] ≤ Kt−ν/2e−t
−1(b2/2+λ2

2a
4)/t

for every (a, t, x, y) ∈ (0, a0] × (0, 1] ×M ×M with ρ(x, y) ≤ 1, and we can then
obtain the estimate (3.4) similarly as above.

�

Remark 3.4. When M is a rank-one noncompact symmetric space, the fact that
we can take k1 = k2 in (3.2) yields a better result:

P

[

ρ
(

Xt,x,y
t/2 , γ(x, y)(1/2)

)

≥ a
]

≤ Kt−ν/2e−λ(a2∧a4)/t

for every (a, t, x, y) ∈ (0,+∞]× (0, 1]×M ×M - this is actually inequality (3.6) in
[7]. However, as we said before, we shall not need this in the sequel.

For every integer n and for i = 1 . . . 2n, set tin = i2−n and consider the event

Λx,yn =
⋃

p≥n

{

sup
1≤i≤2p

ρ
(

Xx,y
tip
, Xx,y

ti−1
p

)

≥ 1

}

.

Our last preparatory result is an estimate on the uniform continuity of Xx,y when
ρ(x, y) → +∞.

Lemma 3.5. Setting s = ρ(x, y) and n(s) = 2+[2 logs/ log 2], there exist constants

c,K > 0 such that

P

[

Λx,yn(s)

]

≤ Ke−cs
2

for every x, y ∈M .

Proof. For every integer p and i = 2 . . . 2p − 1 we get from the estimates (3.2)

P

[

ρ
(

Xx,y
tip
, Xx,y

ti−1
p

)

≥ 1
]

=

∫

ρ(z,t)≥1

pti−1
p

(x, z)p2−p(z, t)p1−tip(t, y)

p1(x, y)
vol(dz)vol(dt)

≤ sup
ρ(z,t)≥1

p2−p(z, t)

∫ pti−1
p

(x, z)p1−tip(t, y)

p1(x, y)
vol(dz)vol(dt)

≤ sup
ρ(z,t)≥1

p2−p(z, t)/p1(x, y)

≤ K2pd/2e(s
2−2p)/2,
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and it is easy to see that the same inequality holds when i = 1 or 2p. Hence, for
every p ≥ n(s), we have

P

[

sup
1≤i≤2p

ρ
(

Xx,y
tip
, Xx,y

ti−1
p

)

≥ 1

]

≤ K2p(d/2+1)e−2p/4 ≤ Ke−2p/5,

which readily entails

P

[

Λx,yn(s)

]

≤ Ke−2n(s)/5 ≤ Ke−cs
2

for some constants c,K > 0 independent of x, y ∈M .
�

The following proposition yields a weak extension of Lemma 2.6 on pinched CH
manifolds. Actually on rank-one symmetric spaces the exact statement of Lemma
2.6 could be transfered verbatim, because of Remark 3.4. However, on pinched CH
manifolds the extension takes the form of a limsup theorem because the (optimal)
inequalities (3.2) are not precise enough to allow a uniform estimate. Nevertheless,
as we see from the end of the proof in Section 2, the result will be sufficient for
our purposes. The proof mimics that of Proposition 3.1 in [7], save for the use of
Lemma 3.5.

Proposition 3.6. Fixing x ∈ M , v ∈ TxM unitary and setting y = y(s) =
expx(sv), there exists two constants c,K > 0 independent of s, v such that

P

[

sup
t∈[0,1]

ρ (Xx,y
t , γ(x, y)(t)) ≥ s3/4

]

≤ Ke−cs
5/4

.

Proof. Clearly, we can suppose that s ≥ 1 and again, in the following calculations
the positive constants c,K will depend only on M but may vary from one line to
another. Let P = Px,y be the set of continuous paths ω : [0, 1] → M satisfying
ω(0) = x and ω(1) = y, and Px,y be the law of the Brownian bridge on P. For
k ∈ N and ω ∈ P, set

Mk(ω) = max
0≤i≤2k

ρ
(

ω(tik), γ(x, y)(t
i
k)
)

and

Nk(ω) = max
0≤i<2k

ρ
(

ω
(

t2i+1
k+1

)

, γ(ω(tik), ω(ti+1
k )(1/2)

)

.

By convexity of the distance fonction ρ on M ×M - see e.g. Proposition II.2.2 in
[4], we see that Mk+1(ω) ≤Mk(ω) +Nk(ω). Since M0(ω) = 0 and by continuity of
the path ω, we have

(3.8) sup
t∈[0,1]

ρ (ω(t), γ(x, y)(t)) ≤
+∞
∑

j=0

Nj(ω).

Setting

Ωx,y =

{

sup
t∈[0,1]

ρ(Xx,y
t , γ(x, y)(t)) ≥ s3/4

}

,

we deduce from Lemma 3.5 that it suffices to prove that

(3.9) P

[

Ωx,y ∩
(

Λx,yn(s)

)c]

≤ Ke−cs
5/4

.
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Introducing the event

Λn =
⋃

p≥n

{

sup
1≤i≤2p

ρ
(

ω(tip), ω(ti−1
p )

)

≥ 1

}

,

we see from (3.8) that

P

[

Ωx,yδ ∩
(

Λx,yn(s)

)c]

≤
+∞
∑

j=0

Px,y
[{

Nj ≥ c2−j/16s3/4
}

∩ Λcn(s)

]

.

On the one hand, from estimate (3.3) and the fact that 2−n(s) = cs−2, for s big
enough we have

n(s)
∑

j=0

Px,y
[

Nj ≥ c2−j/16s3/4
]

≤
n(s)
∑

j=0

Px,y
[

Nj ≥ cs5/8
]

≤
n(s)
∑

j=0

2j sup
z,t∈M

µz,t2−j

[

ρ (·, γ(z, t)(1/2)) ≥ cs5/8
]

≤ Ks2n(s)e−cs
5/4 ≤ Ke−cs

5/4

.

On the other hand, from estimate (3.4),

+∞
∑

j=n(s)

Px,y
[{

Nj ≥ c2−j/16s3/4
}

∩ Λcn(s)

]

≤
+∞
∑

j=n(s)

2j sup
z, t ∈ M

ρ(z, t) ≤ 1

µz,t2−j

[

ρ (·, γ(z, t)(1/2)) ≥ c2−j/16s3/4
]

≤ K

+∞
∑

j=n(s)

2j(ν/2+1)e−c(2
3j/4s3)∧(27j/8s3/2) ≤ Ke−c2

3n(s)/4s3/2 ≤ Ke−cs
2

.

Gluing these two latter estimates together yields (3.9), and completes the proof of
the proposition.

�

Finally, the next proposition extends Lemma 2.7 to rank one noncompact sym-
metric spaces. Its proof relies on a nice probabilistic representation of the heat
kernel on the latter, which is due to Lorang and Roynette [16]. We notice that
their closed formula carries over more general Sturm-Liouville operators on R+,
and hence allows to consider e.g. radially symmetric manifolds whose sectional
curvature is constant and negative at infinity. Nevertheless, the extension of this
estimate to general pinched CH manifolds - see Section 4 - will be a more difficult
task, requiring sophisticated probabilistic tools.

Proposition 3.7. Let pt(y, z) be the heat kernel on M and ϕ̇(z, y)(0) be the unit

oriented tangent vector in z at the geodesic joining z to y. Then, for every ε ∈]0, 1],

ρ(z, y)−1 grad log pt(·, y)(z) → t−1ϕ̇(z, y)(0)

as ρ(z, y) → +∞, uniformly on t ∈ [ε, 1] and z, y ∈M .
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Proof. Set u = ϕ̇(z, y)(0), ρ = ρ(y, z) and suppose first d > 2, k = 1. According to
formula (II,21) in [16], we can express

p1
t (ρ) = t−d/2(1 + ρ)(d−1)/2 exp−

(

(α+ 2β)2t/8 + (α+ 2β)ρ/2 + ρ2/2t
)

Φt(ρ)

where {Xt,ρ
s , s ∈ [0, t]} is the d-dimensional Bessel bridge from ρ to 0 in time t, l̃

is the real function given by (II, 24) in [16], and

Φt(ρ) = E

[

exp−
(
∫ t

0

l̃(Xt,ρ
s ) ds

)]

.

Hence, we just need to prove that Φt(ρ)
′/ρΦt(ρ) → 0 when ρ → +∞ for a fixed

t > 0. Since l̃ and l̃′ are bounded functions, by dominated convergence this clearly
amounts to prove that

lim
ρ→+∞

ρ−1Y t,ρs = 0 a.s.

where Y t,ρs = DρX
t,ρ
s solves the random ODE (see the Appendice in [16])

Y t,ρs = 1 −
∫ s

0

Y t,ρu

(

(d− 1)

2
(Xt,ρ

u )−2 +
1

(s− u)

)

du

= exp

[

−
∫ s

0

(

(d− 1)

2
(Xt,ρ

u )−2 +
1

(s− u)

)

du

]

.

It is clear that 0 < Y t,ρs < 1 a.s. and the proof is complete in the case d > 2, k = 1.
Again, the case d > 2, k 6= 1 follows readily from the fact that pkt (ρ) = p1

k2t(kρ),
with the obvious notations. Finally, the case d = 2 consists only, up to isomorphism,
in H2

c(R), and this case was already treated in Lemma 2.7.
�

Remark 3.8. In some sense, the above lemma says that the leading term for
pt(y, z) when ρ(y, z) tends to +∞ with t bounded away from 0 and +∞, looks

like e−ρ
2(y,z)/2t. Notice that the pinched negative sectional curvature of rank-one

symmetric spaces does not seem to play a rôle for this estimate, since on Rd there
is of course an equality

ρ(z, y)−1 grad log pdt (·, y)(z) = t−1ϕ̇(z, y)(0)

for every y, z ∈ Rd and t > 0. Even though this is no more relevant to our purposes
- see the counterexample below, we believe that the estimate of Lemma 3.7 also
holds in the higher rank case. However, this task probably demands a more detailed
analysis, since here pt(y, z) is not a function of one variable anymore.

End of the proof. Because of Lemma 3.1, Propositions 3.6 and 3.7, we can
actually reason as in Section 2.3 almost literally. The only point to change is
(2.13), which does not hold anymore because the sectional curvature is not constant
in general. However, Alexandrov-Toponogov’s theorem - see e.g. Theorem 73 in [2]
- allows to compare

〈

gradf

‖ gradf‖(Xu(r)), ϕ̇(Xu(r), y(∞))(0)

〉

with the same quantities on manifolds with constant curvature −c1 and −c2 re-
spectively. For every α > 0, this yields the existence of s0 > 0 such that for every
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s > s0,

s−1

〈

gradf

‖ gradf‖(Xu(s)), Vu(s,Xu(s))

〉

≥ − tanh
(

c2
√

Zu(s)
)

+ α

and

s−1

〈

gradf

‖ gradf‖(Xu(s)), Vu(s,Xu(s))

〉

≤ − tanh
(

c1
√

Zu(s)
)

− α

uniformly on ω ∈ E(s) and u ∈ [0, 1/2]. We can then finish the proof exactly as in
Section 2.3.

�

Remark 3.9. The proof of Lemma 3.7 shows actually a uniform speed of conver-
gence in O(ρ−1). Since then sα is bounded, this makes it possible to finish the
proof of Theorem 1.2 without Proposition 2.3, in using Proposition 2.1 and the
Cameron-Martin transformation.

3.3. A counterexample in rank two. The fact that Euclidean Brownian bridges
{Bx,yt , 0 ≤ t ≤ 1}, with one extremity x far away from the other y, do not concen-
trate on geodesic lines, follows easily from the a.s. representation

Bx,yt = (1 − t)x+ ty +Bt − tB1

for every t ∈ [0, 1], where {Bt, t ≥ 0} is a Brownian motion starting from 0. In
this paragraph, we would like to point out that our concentration problem for the
Brownian bridge is also irrelevant on higher rank noncompact symmetric spaces, in
describing an elementary counterexample on the bidisk. This space is the cartesian
product H = H1 × H2, where H1 and H2 are two copies of the real hyperbolic
plane with sectional curvature -1, and it is the simplest example of a rank-two non
compact symmetric space. We endow it with the Riemannian distance

d(u, v) =
√

ρ2
1(u1, v1) + ρ2

2(u2, v2),

the notations being obvious. Taking rectangular coordinates on the half-space
model and considering the geodesic line Λ = {(0, 1, 0, et), t ∈ R}, we see that the
distance from Λ of the Brownian bridge

{

(X1
u, X

2
u), u ∈ [0, 1]

}

between (0, 1, 0, 1)

and (0, 1, 0, es) is greater than ρ1(X
1
u, (0, 1)), which is a random variable indepen-

dent of the parameter s.
Notice that in this counterexample, we took a point at infinity in H1×∂H2. But

we stress that the Brownian bridge does not concentrate either around geodesics,
at least exponentially, when taking a point at infinity in ∂H1 × ∂H2. To see this,
consider the geodesic line Λ = {(0, et, 0, et), t ∈ R}, let Ps be the law of the Brown-
ian bridge between (0, 1, 0, 1) and (0, es, 0, es), and

{

Xu = (X1
u, X

2
u), u ∈ [0, 1]

}

be
the coordinate process on H. Setting i for the identity map between H1 and H2 and
Y 2
u = i(X1

u), it follows from the definition of d that for every t ∈ [0, 1] and a > 0,

(3.10) Ωat =
{

ρ2

(

X2
t , Y

2
t

)

> 2a
}

⊂
{

sup
u∈[0,1]

d(Xu,Λ) > a

}

.

If now P̃s stands for the law of the Brownian motion B on H starting from (0, 1, 0, 1)
and conditioned to go to (0,∞, 0,∞) with speed s, a straightforward computation
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using the representation of B as an exponential functional of Euclidean Brownian
motion - see Part 2 in [21] for details - yields

P̃s [Ωat ] ≥ P
[∣

∣W 1
t −W 2

t

∣

∣ > 2a
]

,

where W 1 and W 2 are two independent linear Brownian motions. Since the right-
hand side does not depend on s, it remains to compare Ps [Ωat ] and P̃s [Ωat ], and
this can be done analogously as in [21] pp. 1986-87: for every α > 0, we can prove
that

lim
s→+∞

sα log Ps [Ωat ] = 0,

which proves that there is no exponential concentration, in view of (3.10). Still,
one may ask if a polynomial concentration occurs when taking a point at infinity
in ∂H1 × ∂H2. This is partly motivated by the fact that H1 × ∂H2 and ∂H1 × ∂H2

play actually an entirely different rôle as a subset of the topological boundary of H

- we refer to [10] for much more on this topic.

4. The case of pinched Cartan-Hadamard manifolds

We begin with a - non-uniform - extension of Proposition 3.7 to pinched CH
manifolds, a result which one may find interesting in its own right:

Theorem 4.1. Let pt(x, y) be the heat kernel on M . Fixing z ∈ M , for every

ε ∈]0, 1]
ρ(z, y)−1 grad log pt(·, y)(z) → t−1ϕ̇(z, y)(0)

when ρ(z, y) → +∞, uniformly on t ∈ [ε, 1] and y ∈M .

The proof of this theorem is probabilistic and entirely independent of the pre-
ceding sections. It relies on a Bismut-type formula yielding a representation of the
logarithmic derivative of the heat kernel in terms of the Brownian bridge [22], and
suitable large deviations estimates relying on Varadhan’s lemma. Using analogous
arguments, recall that Bismut, motivated by Brownian holonomy and probabilistic
index theory - see Theorem 3.8 in [3] - had proved that on a compact manifold

t grad log pt(·, y)(z) → ρ(z, y)ϕ̇(z, y)(0)

when t → 0, provided that y and z are not in each other’s cut locus. We also
refer to Theorem 2.5 in [19] for an extension of this limit theorem to the successive
derivatives of the heat kernel.

We will need a preparatory result, and for this we fix some notations. Let z ∈M ,
v ∈ TzM unitary, and for every s ≥ 0, set y = y(s) = expz(sv), so that s = ρ(z, y)
and v = ϕ̇(z, y)(0). Let {Yu, u ≥ 0} be a Brownian motion in M started at z. Fix
β ∈ (0, 1], set r = 1/(βs) and {Y ru = Yru, u ≥ 0} for the Brownian motion with
speed r. Let {F r

u , u ≥ 0} be its canonical completed filtration and consider the
F r
u -stopping times

T λr = inf{t > 0, ρ(z, Y rt ) ≥ λ}
for every λ > 0. The following lemma will be useful for a crucial localisation
procedure during the proof of Theorem 4.1.

Lemma 4.2. Fix ε > 0. For every c > 0, there exists λ > 0 such that

P

[

T λr < 1 | Y rt/r = y
]

≤ e−cs

uniformly on z ∈M, v ∈ TzM and t ∈ (ε, 1].
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Proof. It follows from the inhomogeneous Markov property that

P

[

T λr < 1 | Y rt/r = y
]

= E

[

1{Tλ
r <1}

pt−(rTλ
r )(Y

r
Tλ

r
, y)

pt(z, y)

]

≤ P
[

T λr < 1
]

sup
ρ(z, x) ≤ λ

u ≤ r

(

pt−u(x, y)

pt(z, y)

)

On the one hand, it follows from (3.2) that for every u ≤ r, every s ≥ (2/ε)∨λ and
every x such that ρ(z, x) ≤ λ,

pt−u(x, y)

pt(z, y)
≤ Ke(s

2−ρ2(x,y))/2t+k2s ≤ Kek(1+λ)s(4.1)

for some positive constants k,K independent of z ∈ M, v ∈ TzM, t ∈ (ε, 1], λ and
s. On the other hand,

P
[

T λr < 1
]

≤ P

[

sup
u≤1

ρ(z, Y ru ) ≥ λ

]

= P

[

sup
u≤r

ρ(z, Yu) ≥ λ

]

and since the process u 7→ ρ(z, Yu) lies a.s. between two Bessel processes whose
parameters depend only on c1, c2 - see e.g. Corollary 3.4.4 and Theorem 3.5.1 in
[13], an immediate scaling argument yields

P

[

sup
u≤r

ρ(z, Yu) ≥ λ

]

≤ e−k
′λ2βs(4.2)

for some constant k′ depending only on c1, c2. Putting (4.1) and (4.2) together
completes the proof of the lemma.

�

Proof of Theorem 4.1. We will use the same notations as above and, for con-
cision, in the following we will write ”uniformly” for ”uniformly on t ∈ [ε, 1] and
y ∈ M”. Let {hu, 0 ≤ u ≤ 1} be an a.s. differentiable, F r

u -adapted nonincreasing

process with values in [0, 1] such that h0 = 1, h1 = 0, ḣu = −1 when u ≤ T λr ∧ 1,

hu = 0 when t ≥ T λ+1
r , and

∫ 1

0 ḣ
2
u du ∈ L2 - we refer to [23] for the construction of

h. From Corollary 2.5 and Formula (6.7) in [22] together with a Brownian scaling
argument, we have for every r > 0

r grad log p(t, ·, y)(z) = −E

[
∫ 1

0

ḣw(Θr
0,w)∗d∇ItôY

r
w | Y rt/r = y

]

= −E

[(
∫ 1

0

ḣw(Θr
0,w)∗d∇ItôY

r
w

)

pt−r(Y r1 , y)

pt(z, y)

]

,

where Θr
0,u : TzM → TY r

u
M is the so-called deformed parallel translation along Y r:

Θr
0,0 = IdTzM and for every g ∈ TzM , the process

{

Θr
0,u(g), u ≥ 0

}

satisfies the
random covariant equation

DΘr
0,u(g) = − r

2
Ric♯

(

Θr
0,u(g)

)

du.
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Using the Markov property and the fact that hu = 0 when t ≥ T λ+1
r , we get the

following decomposition

s−1 grad log p(t, ·, y)(z) = βE

[

1{Tλ
r ≥1}

(
∫ 1

0

(Θr
0,w)∗d∇ItôY

r
w

)

pt−r(Y r1 , y)

pt(z, y)

]

− βE

[

1{Tλ
r <1}

(

∫ Sλ
r

0

ḣw(Θr
0,w)∗d∇ItôY

r
w

)

pt−(rSλ
r )(Y

r
Sλ

r
, y)

pt(z, y)

]

(4.3)

for every β > 0, having set Sλr = 1 ∧ T λ+1
r for simplicity. By the Cauchy-Schwarz

inequality and since β ≤ 1, the second summand on the right-hand side in (4.3) is
smaller than

P
[

T λr < 1 | Yt/r = y
]1/2

sup
ρ(z, x) ≤ λ + 1

u ≤ r

(

pt−u(x, y)

pt(z, y)

)∥

∥

∥

∥

∫ 1

0

ḣw(Θr
0,w)∗d∇ItôY

r
w

∥

∥

∥

∥

2

.

Since by assumption
∫ 1

0 ḣ
2
u du ∈ L2 - with a norm independent of t, z, v and s, and

since a.s. ||(Θr
0,w)∗|| ≤ e(d−1)c2 for every w ≤ 1 - see Inequality (7.4) in [22], we get

the upper bound

KP
[

T λr < 1 | Yt/r = y
]1/2

sup
ρ(z, x) ≤ λ + 1

u ≤ r

(

pt−u(x, y)

pt(z, y)

)

which, reasoning as in Lemma 4.2, is smaller than

KecsP
[

T λr < 1 | Yt/r = y
]1/2

for some positive constants c,K independent of t, z, v and s. But according to
Lemma 4.2, this last expression tends to 0 uniformly when s→ +∞, provided that
λ is big enough. Hence, we see that the second summand in the decomposition
(4.3) is negligible and, fixing λ > 0 big enough once and for all, it remains to prove
that

βE

[

1{Tλ
r ≥1}

(
∫ 1

0

(Θr
0,w)∗d∇ItôY

r
w

)

pt−r(Y r1 , y)

pt(z, y)

]

→ t−1v

uniformly when s → +∞. Since P
[

T λr ≥ 1 | Yt/r = y
]

→ 1 uniformly when s →
+∞ - again according to Lemma 4.2, this amounts to prove that

lim
β→0

(

lim sup
s→+∞

E

[

1{Tλ
r ≥1} ‖Φr1 − v‖ pt−r(Y

r
1 , y)

pt(z, y)

])

= 0(4.4)

uniformly, where {Φru, u ≥ 0} is the TzM valued process defined by

Φru = βt

∫ u

0

(Θr
0,w)∗

(

d∇ItôY
r
w

)

for every u ≥ 0. Setting

Aα = {φ ∈ C([0, 1], TzM), ‖φ(1) − v‖ ≥ α}
for every α > 0, and writing Arα =

{

T λr ≥ 1
}

∩
{

(Φr)−1(Aα)
}

for concision, we
have

E

[

1{Tλ
r ≥1} ‖Φr1 − v‖ pt−r(Y

r
1 , y)

pt(z, y)

]

=

∫ ∞

0

E

[

1Ar
α

pt−r(Y r1 , y)

pt(z, y)

]

dα,(4.5)
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so that we need an upper bound on

E

[

1Ar
α

pt−r(Y r1 , y)

pt(z, y)

]

.

It follows from (3.2) that on
{

T λr ≥ 1
}

there is a constant K independent of t, z, v
and s, such that

pt−r(Y r1 , y)

pt(z, y)
≤ Ke(s

2−ρ2(Y r
1 ,y))/2t−rs/2t(t−r)+k2s

≤ Kek2s−s/2βt
2−sψ

∞
(Y r

1 )/t,

where ψ∞ is the Busemann function associated to y(∞) and vanishing at z. Finally
we need an upper bound on

ek2s−s/2βt
2

E

[

1Ar
α
e−sψ∞

(Y r
1 )/t

]

,

which will be obtained with the help of large deviation theory. To this aim, we
first need to write down properly the stochastic differential equation satisfied by
the process {(Y ru ,Φru), u ∈ [0, 1]}, on the event

{

T λr ≥ 1
}

. Actually, we will have to
consider the more general process {Zru = (Y ru , U

r
u, θ

r
u,Φ

r
u) , u ∈ [0, 1]}, where U r is

the stochastic parallel transform along Y r, and θr is defined by θru = (U ru)
∗ Θr

u for
every u ∈ [0, 1]. If {Wu, u ≥ 0} is a Brownian motion in TzM , the very definitions
of Y r and Φr yield first the following equations:

d∇ItôY
r
u =

√
rU ru dWu and dΦYu = βt

√
r(θr)∗ dWu,

with the initial conditions Y r0 = z and Φr0 = 0. On the other hand, from the
definition of the covariant derivative, the equation for θr is given by

dθru = − r
2

(U r)
∗
Ric♯(U rθr) du

with initial condition θr0 = Id. It remains to derive the equation for U r. In local
coordinates, it is given by

δU ru = −Γ(Y ru )(δY ru , U
r
u),

where δU ru is the Stratonovich differential of U r, and Γ is the Christoffel symbol
of the Laplace-Beltrami connection over M - see e.g. Formula (8.12) in [8]. The
corresponding Itô equation is

dU ru = −Γ(Y ru )(dY ru , U
r
u) − 1/2Γ(Y ru )(dY ru , dU

r
u) − 1/2dΓ(Y ru )(dY ru )(dY ru , U

r
u)

and since in local coordinates,

dY ru =
√
rU ru dWu −

r

2
tr Γ(Y ) du

we finally get

dU ru = −
√
rΓ(Y ru )(U rudWu, U

r
u) + r/2

[

Γ(Y ru )(U rudWu,Γ(Y ru )(U rudWu, U
r
u))

− dΓ(Y ru )(U rudWu)(U
r
udW

r
u , U

r
u)
]

.

Hence, by local boundedness of the Christoffel symbols and their derivatives, we
deduce that on

{

T λr ≥ 1
}

the process {Zru, u ∈ [0, 1]} solves in local coordinates an
equation of the form

dZru =
√
rσ(Zru) dWu + rb(Zru) du,
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where σ and b are bounded and uniformly Lipschitz, and whose starting point is
(z, Id, Id, 0). Considering the process {(r, Zru), u ≥ 0} and applying Theorem 5.6.12
in [6], we see that {Zru, u ∈ [0, 1]} satisfies a Large Deviation Principle with good
rate function

I(φ) = inf
g∈H

1
0/φ=φ(g)

{

1

2

∫ 1

0

|ġu|2 du
}

,

where H1
0 is the usual Cameron-Martin space over TzM and φ(g) is the continuous

path
{

φu = (φ1
u, φ

2
u, φ

3
u, φ

4
u), u ∈ [0, 1]

}

defined followingly: for every u ≥ 0, φ4
u =

βtgu, φ
3
u = Id : TzM → TzM , and











φ1
u =

∫ u

0

φ2
w ġw dw

φ2
u = Id−

∫ u

0

Γ(φ1
w)(φ2

w ġw, φ
2
w) dw

The path u 7→ φ1
u is the development on {x ∈M, ρ(z, x) ≤ λ} in local coordinates

of the Euclidean path u 7→ gu, and u 7→ φ2
u is the parallel transport along φ1. To

obtain an upper bound on

E

[

1Ar
α
e−sψ∞

(Y r
1 )/t

]

,

we will apply Theorem 4.3.1 (Varadhan’s Lemma) and its consequence Exercise
4.3.11 in [6]. Indeed, the condition (4.3.2) therein on the functional ψ∞(Y r1 ) is
obviously fulfilled, because ψ∞(Y r1 ) is bounded by a deterministic constant on
{

T λr ≥ 1
}

. This yields

lim sup
s→∞

s−1 log E

[

1Ar
α
e−sψ∞

(Y r
1 )/t

]

≤ − inf
φ4∈Aα

(

βI(φ4) + ψ∞(φ1
1)/t

)

,(4.6)

with the above notations and

I(φ4) = 1/2

∫ 1

0

|ġu|2 du.

Besides, we deduce from the proof of Lemma 4.3.6 in [6] - which is the main ar-
gument to obtain the limsup in Exercise 4.3.11, and hence our above (4.6) - that
the above limsup is uniform in α. Indeed, with the notations therein but replacing
their α by ξ to avoid confusion, we see that the finite cover of the compact set
ΨI(ξ) can be chosen independently of our α, so that replacing their X by our Arα,
the speed of convergence in (4.6) is dominated by that of the large deviation upper

bound for the Axi

′
s with xi ∈ Arα, hence by that of (4.6) for α = 0, which gives the

uniformity.
Since u 7→ φ1

u is the development of u 7→ gu, its Riemannian arclength is given by
√

2I(φ4). But among paths with the same endpoints, geodesics minimize arclength,
so that in the above infimum we can consider only paths φ such that g is of the
form u 7→ wu with w ∈ TzM . Now set A =

√

2I(φ4), e = 1/(βt), a = ‖φ4
1 − v‖ and

D = ρ(φ1
1, expz(ev)). With these notations, φ4

1 = e−1g1 = e−1w and φ1
1 = expz w,

so that from the negative curvature of M ,

D ≥ ea.

We want to find a lower bound for A2 + 2eψ∞(φ1
1) + e2. If ψ∞(φ1

1) ≥ 0, then

A2 + 2eψ∞(φ1
1) + e2 ≥ A2 + e2 ≥ (A+ e)2/2 ≥ D2/2



CONCENTRATION OF THE BROWNIAN BRIDGE 29

by triangle inequality. If ψ∞(φ1
1) < 0, then setting B = ρ(z, π(φ1

1)) - recall that π
is the orthogonal projection on the geodesic ϕ(x, y) - we have ψ∞(φ1

1) ≥ −B by
convexity of ψ∞, so that we are left to bound A2 − 2eB + e2 from below. Setting
h = ρ

(

π(φ1
1), φ

1
1

)

and using again a comparison theorem together with the negative

curvature of M , we get A2 ≥ B2 + h2, whence

A2 − 2eB + e2 ≥ h2 + (B − e)2 ≥ (h+ |B − e|)2 /2 ≥ D2/2

by triangle inequality. This entails finally

A2 + 2eψ∞(φ1
1) + e2 ≥ D2/2 ≥ e2a2/2

and, recalling that a = ‖φ4
1 − v‖ ≥ α if φ4 ∈ Aα,

1/2β2t2 + inf
g/φ4∈Aα

(

I(φ4) + ψ∞(φ1
1)/βt

)

≥ e2α2/4 ≥ α2/4rβ2t2.

Transferring this to the large deviation estimate (4.6) entails that for every ε > 0,

log E

[

1Ar
α
e−sψ∞

(Y r
1 )/t

]

≤ s(ε+ k2 − α2/4βt2)

for s big enough, uniformly in α. Hence, using (4.5) and setting kε2 = k2 + ε, we get

E

[

1{Tλ
r ≥1} ‖Φr1 − v‖ pt−r(Y

r
1 , y)

pt(z, y)

]

≤ K

(
∫ ∞

0

1 ∧ es(kε
2−α2/4βt2) dα

)

≤ K

(

2t
√

kε2β +

∫ ∞

2t
√
kε
2β

es(k
ε
2−α2/4βt2) dα

)

≤ K

(

2
√

kε2β +

∫ ∞

0

e−sα
2/4βt2 dα

)

≤ K
(

2
√

kε2β + t
√

πβs−1
)

,

which yields (4.4) and completes the proof of the Theorem.

�

Unfortunately, the above theorem is not sufficient to entail (2.12), because there
we strongly need uniformity on ω ∈ E(s) and t ∈ [0, 1/2]. On the other hand,
it seems difficult to provide a uniform version of Theorem 4.1 without further
assumption on the curvature tensor of M : in order to apply Theorem 5.6.12 and
Exercise 4.3.11 in [6], it is necessary to have uniform boundedness and Lipschitz
properties for σ and b, and this uniformity fails whenever the Christoffel symbols or
their derivatives up to order two are not bounded on a fixed neighbourhood of the
origin of the exponential maps. This situation is possible, as can be seen from the
example of a two-dimensional radially symmetric manifold with prescribed sectional
curvature κ(r) = −(1 + cos2 r2), where the second derivative of the Christoffel
symbols at the origins of the exponential maps is not bounded (we leave the details
to the reader).

For this reason we need Assumption 1.1 on M to obtain the following uniform
version of Theorem 4.1 which, combined with Lemma 3.1, Proposition 3.6, and the
end of the proof in Section 3, will finish the proof of Theorem 1.2.

Theorem 4.3. Under Assumption 1.1 and with the notations of Theorem 4.1, for

every ε ∈]0, 1]
ρ(z, y)−1 grad log pt(·, y)(z) → t−1ϕ̇(z, y)(0)

when ρ(z, y) → +∞, uniformly on t ∈ [ε, 1], z ∈M , and v ∈ TzM .
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Proof. The proof follows almost verbatim from that of Theorem 4.1, since Lemma
4.2 is already uniform in z. All we need to check is that the limsup in (4.6) is
uniform in α > 0 and z ∈ M . First, Assumption 1.1 yields the desired uniform
bound for b and σ and their derivatives, and then we can check from the proof
of Theorem 5.6.12 in [6] that the speed of convergence in the Large Deviation
upper bound for {Zru, u ∈ [0, 1]} does not depend on z. The same holds concerning
Lemma 4.3.11 in [6], but the argument is a bit more subtle because the compact
set ΨI(ξ) in Lemma 4.3.6 in [6] - with our notation for ξ instead of their α to avoid
confusion - also depends on z. However, the uniformity in z remains as far as the

large deviation upper bound for the Axi

′
s is concerned, because of the uniform

LDP for {Zru, u ∈ [0, 1]}. This completes the proof.
�

Remark 4.4. During the proofs of Theorems 4.1 and 4.3, another method for
majorizing

E := E

[

1{Tλ
r ≥1} ‖Φr1 − v‖ pt−r(Y

r
1 , y)

pt(z, y)

]

could be possible, not relying on Varadhan’s Lemma. We first decompose

E = E

[

1{Tλ
r ≥1}1{‖Φr

1−v‖≤2t
√
k2β} ‖Φ

r
1 − v‖ pt−r(Y

r
1 , y)

pt(z, y)

]

+ E

[

1{Tλ
r ≥1}1{‖Φr

1−v‖>2t
√
k2β} ‖Φ

r
1 − v‖ pt−r(Y

r
1 , y)

pt(z, y)

]

≤ 2t
√

k2β + E

[

1{Tλ
r ≥1}1{‖Φr

1−v‖>2t
√
k2β} ‖Φ

r
1 − v‖ pt−r(Y

r
1 , y)

pt(z, y)

]

,

so that we need an upper bound on

E′ := E

[

1{Tλ
r ≥1}1{‖Φr

1−v‖>2t
√
k2β} ‖Φ

r
1 − v‖ pt−r(Y

r
1 , y)

pt(z, y)

]

.

Since
pt−r(Y r1 , y)

pt(z, y)
≤ Ke

k2s− s
2βt2

− s
tψ∞(Y r

1 )

on the event {T λr ≥ 1}, we first have

(4.7) E ≤ Kek2se
− s

2βt2 E

[

1{Tλ
r ≥1}1{‖Φr

1−v‖>2t
√
k2β} ‖Φ

r
1 − v‖ e− s

tψ∞(Y r
1 )
]

.

Let {Zrt , t ≥ 0} be the solution to the SDE

Zru = Y ru − 1

βt

∫ u

0

gradψ∞(Zrw) dw,

where {Y rt , t ≥ 0} is as above a Brownian motion starting from z and with speed
r. Considering the martingale

Nu =
1

rβt

∫ u

0

〈

gradψ∞(Zrw), d∇ItôZ
r
w +

1

βt
gradψ∞(Zrw) dw

〉

,

we see that under Q = E (N) ·P, Zr has the same law as Y r. Hence, the right-hand
side of (4.7) can be rewritten as

Kek2se
− s

2βt2 E

[

1{Tλ
r (Zr)≥1, ‖Φr

1(Zr)−v‖>2t
√
k2β} ‖Φ

r
1(Z

r) − v‖ e− s
tψ∞(Zr

1 )
E (N)1

]
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where T λr (Zr) and Φr1(Z
r) are defined in replacing Y r by Zr. Noticing that

‖ gradψ∞‖ = 1, we have

E (N)1 = e
1

2rβ2t2 exp

(

1

rβt

∫ 1

0

〈

gradψ∞(Zrw), d∇ItôZ
r
w

〉

)

.

Applying Itô’s formula yields

ψ∞(Zr1 ) =

∫ 1

0

〈

gradψ∞(Zru), d
∇
ItôZ

r
u

〉

+
r

2

∫ 1

0

∆ψ∞(Zru) du,

so that finally

E ≤ Kek2sE
[

1{Tλ
r (Zr)≥1, ‖Φr

1(Zr)−v‖>2t
√
k2β} ‖Φ

r
1(Z

r) − v‖ e− 1
βt

∫ 1
0

∆ψ∞(Zr
u) du

]

≤ Kek2sE
[

1{Tλ
r (Zr)≥1, ‖Φr

1(Zr)−v‖>2t
√
k2β} ‖Φ

r
1(Z

r) − v‖
]

≤ Kek2sC(β)
√
r P

[

T λr (Zr) ≥ 1, ‖Φr1(Zr) − v‖ > 2t
√

k2β
]1/2

,

where in the second line we used the fact (coming from the convexity of ψ∞)
that ∆ψ∞ ≥ 0 and where in the third line we have majorized the L2-norm of
‖Φr1(Zr) − v‖. Using the same Large Deviation Principle for Zr as above, one can
prove that

P

[

T λr (Zr) ≥ 1, ‖Φr1(Zr) − v‖ > 2t
√

k2β
]

≤ e−kβs

as s→ +∞, with

kβ = inf
g ∈ H

1
0, φ = φ(g)

∣

∣

∣

∣

∣

∣
φ4
1 − v

∣

∣

∣

∣

∣

∣
≥ 2t

√
k2β

{

1

2

∫ 1

0

∣

∣

∣

∣

∣

∣

∣

∣

φ2
uġu +

1

βt
gradψ∞(φ1

u)

∣

∣

∣

∣

∣

∣

∣

∣

2

du

}

.

However, because of the difficult tractability of gradψ∞, except in the trivial flat
case we got stuck in proving that kβ → +∞ as β → 0, which would be enough
to complete the proof of Theorems 4.1 and 4.3. The advantage of this method is
that there would be no Busemann function anymore under the integral for the large
deviation estimates, so that we would only need to use Theorem 5.6.12 in [6].
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