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1 Introduction.

1.1 Generalities.

This paper is devoted to the problem:

{

utt − uxx + g(u) = 0
u(x, t+ T ) = u(x, t); u(x, t) → 0 as |x| → ∞; ut 6≡ 0.

(1)

A solution of this problem is called a breather.
Throughout this paper, g is assumed to be entire with g(0) = 0 and g′(0) = 1.

We write

g(u) =

∞
∑

m=1

gmum.

When g(u) = sinu, one can write down an explicit breather for every period
T greater than 2π; it reads:

uSG = 4 arctan(
ε√

1− ε2
cos(t

√
1− ε2)

cosh(εx)
), (2)

where ε is related to T by

ε2 + (2π/T )2 = 1.

This is connected to the Inverse Scattering Transform. Some solitons are there-
fore breathers.

Observe that (2) is given as a series in ε, e−εx and cos(t
√
1− ε2), convergent

on any domain of the form

{|ε| ≤ 1√
2
+ δ; εx ≥ A(δ)}
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with a suitable function A(δ).
We sketch in an appendix some previous attempts at proving or disproving

the existence of breathers, and give selected references.
We now list the results of the present work. Various improvements and other

approaches will be considered in subsequent papers.

1.2 Results.

Our first two results (Theorems 1 and 2) show that one can construct and
characterize two different types of formal solutions to our problem.

One is of the type

∞
∑

k=1















εk
∑

0 ≤ q ≤ l ≤ k; l ≥ 1
k ≡ q ≡ l (mod 2)

akql(1/ cosh(εx))
l cos(qt

√

1− ε2)















(3)

in powers of the parameter ε defined above.
The other has the form

∞
∑

l=1

ul(t, ε)e
−lεx, (4)

in powers of e−εx. These series are constructed in Sections 2 and 3.
We shall prove that the coefficients of the second series are polynomials in

cos(t
√
1− ε2), but are rational in ε.

Theorem 3, stated and proved in Section 4, shows that (3) does not define
an analytic function of ε, e−εx and cos(t

√
1− ε2) on any domain of the form

{|ε| ≤ 1√
2
+ δ;x ≥ A}

unless g(u) has one of the three forms:

C sin(αu),

C sinh(αu),

Cu.

Only the first gives rise to breathers, which are merely scaled versions of (2). The
sine-Gordon equation is thereby singled out among non-linear wave equations.

The proof of Theorem 3 involves a detailed study of the series (4). We have
in that connection written a program in “Mathematica” which generates this
series. The program was run on a Sun 3 of the Academic Computing Facility
at New York University. The results of this calculation reveal that the terms of
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this series, as functions of the coefficients of g, are very strongly related to one
another. We give in Section 4 some first results in that direction.

Theorem 4, stated and proved in Section 5, shows that the series (4) does
converge for every fixed real value of ε, and large x, provided that g(u) =
∑

m odd gmum with

|gm| ≤ α(m−1)/m!

for every odd m and some positive α. More prcisely, convergence takes place
when εx lies in the domain of convergence of the corresponding series for g(u) =
sinh(αu)/α, which reads

uSHG :=
4i

α
arctan

(

ε√
1− ε2

cos(t
√
1− ε2)

i sinh(εx)

)

.

This does not contradict the former result since convergence only takes place
for large x.

When g is not odd, we cannot expect a similar result, since the functions
ul(t, ε) have in general real poles for ε2 = 1/m2, m an integer — as opposed to
pure imaginary poles for odd g.

We can draw the following consequences from these results:

1. The sine function does have a special status in this problem, and for rea-
sons not directly related to the Inverse Scattering Transform or Bäcklund
transformations. The introduction of ε as a new variable creates a degen-
eracy which prevents the existence of a solution holomorphic in the three
variables ε, t, and e−εx.

2. Our convergence result means that when ε is kept fixed, there is in some
cases of interest a convergent series solution for x large enough, while it
would have seemed difficult, in view of the divergence result, to expect
more than a series of asymptotic type.

Theorem 5, stated and proved in Section 6, shows that for any odd g, with-
out growth conditions on the coefficients, there always exists a solution of our
equation which tends to zero as x tends to +∞ only, and which belongs to every
Hs class in x and t. This follows from a somewhat detailed study of a stable
manifold-type argument. Our treatment differs from others mentioned in the
Appendix in that we establish period-independent estimates and actually single
out one solution in a multi-dimensional stable manifold.

Acknowledgements. I should like to express my thanks to Peter D. Lax,
for suggesting this problem, and for his constant encouragement and his very
helpful remarks. I am also glad to thank L. Nirenberg for an important obser-
vation on a first draft, and H. Brézis, P.A. Deift and H.P. McKean for fruitful
discussions.
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2 First Formal Solution.

2.1 Statement of the result.

We shall construct in the present section a formal solution to the equation:

utt − uxx + u+

∞
∑

m=2

gmum = 0. (5)

We seek the solution u in the form

u(x, t) = v(εx,
√

1− ε2 t, ε) (6)

where ε is a new parameter, and v is a formal series:

v =

∞
∑

k=1

εkvk. (7)

Letting ξ := εx and τ :=
√
1− ε2 t, we find that v satisfies the following

equation:

vττ + v − ε2(vττ + vξξ) +

∞
∑

m=2

gmvm = 0. (8)

Our result is that under a simple condition on g, there are precisely two
nonzero such series, if we require the functions vk to be even in their arguments
ξ and τ , decaying in ξ, and of period 2π/

√
1− ε2 in t:

Theorem 1 Assume that

λ :=
5

6
g22 −

3

4
g3 > 0. (9)

Then (8) has a formal solution of the form

∞
∑

k=1

εkvk(τ, ξ).

There are only two nonzero such series, determined by the following conditions:

1. all vk are 2π periodic in τ and tend to zero as ξ → ±∞;

2. all vk are even in τ and ξ.

One then finds that

1. v1 = ±S cos τ with S =

√
2/λ

cosh ξ .
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2. The functions vk have the form

vk =
∑

0≤q≤k

akq(S) cos qτ

where akq is a polynomial of degree ≤ k, vanishes if k + q is odd, has the
same parity as k, and is always divisible by S.

Remarks:

1. We have thus obtained and characterized the series (3) announced in the
Introduction.

2. λ > 0 for g = u − u3 and for g = (−(1 + u) + (1 + u)3)/2 (“ϕ4-model;”
the factor 1/2 makes g′(0) equal to one.).

2.2 Proof of Theorem 1.

The strategy is a follows:
We first compute the first three terms of our series, which will contain two

arbitrary functions (§2.2.1). The computation of v3 will impose the value of
v1. We next show (§2.2.2) that the linearization of the equation determining v1
has an inverse, mapping polynomials of the form S3P (S2) to polynomials of the
form SQ(S2). This will enable us to construct the coefficients vk inductively
(§2.2.3).

2.2.1 First three terms of the series.

Substitution of the series in (8) results in the following:

v1ττ + v1 = 0;

v2ττ + v2 + g2v
2
1 = 0;

v3ττ + v3 + 2g2v1v2 + g3v
3
1 −∆v1 = 0,

where ∆ := ∂ττ + ∂ξξ.
Since the functions vk are even in both τ and ξ, it follows that there are

functions S(ξ),σ2(ξ), even and decaying as |ξ| → ∞, such that:

v1 = S(ξ) cos τ ;

v2 = −(1/2)g2S
2(1− (1/3) cos 2τ) + σ2 cos τ ;

v3ττ + v3 = (S′′ − S + λS3) cos τ − (g22/6 + g3/4)S
3 cos 3τ − 2g2σ2S cos2 τ.

Here, λ is the quantity defined in Theorem 1 and the prime stands for differen-
tiation with respect to ξ.
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Periodicity of v3 requires that v3ττ+v3 be orthogonal to cos τ , which imposes

S′′ − S + λS3 = 0.

This equation has, up to translation, exactly two nontrivial solutions tending
to zero as |ξ| → ∞, namely:

±
√

2/λ

cosh ξ
.

They are clearly even. Each of these will generate a formal solution to our
problem.

We fix S to be one of these two functions from now on.
v3 is then given by:

v3 =
S3

8
(g22/6 + g3/4) cos 3τ − g2σ2S(1−

1

3
cos 2τ) + σ3 cos τ,

where σ3, like σ2 is still unknown. Here again, as v3 is even in τ , no term in
sin τ appears.

2.2.2 An auxiliary Schrödinger operator.

We here give some properties of the linearization of

S′′ − S + λS3 = 0

at S0 = ±
√

2/λ

cosh ξ . This linearization is the Schrödinger operator

L := ∂2
ξ − 1 +

6

cosh2 x
,

which is a translate of the Schrödinger equation with “2-soliton” potential (one
of the “Bargmann potentials”). As an operator on L2, it possesses two eigen-
values, one of them being zero. The other is 3, with eigenfunction S2. dS/dξ is
clearly an eigenfunction for the eigenvalue zero, and it is simple, since decaying
potentials are in the limit-point case. The essential spectrum is the half-line
(−∞,−1]. It easily follows that L, on the space of even, square-summable
functions is invertible.

For the proof of Theorem 1, we shall need a more precise result:

Lemma: Let P be a polynomial. The only even, square-summable solution
of Lσ = S3P (S2) has the form σ = SQ(S2), where Q is a polynomial. It is also
the only even solution tending to zero as ξ tends to infinity.

Proof: It suffices to find one solution of the required form, since we know
that L is invertible on even functions. Now, for any integer p ≥ 0, one has

L(Sp) = Sp(p2 − 1 + (3 − p(p+ 1)/2)λS2)
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which implies the result.

Remarks:

1. There is a very simple way to use the preceding calculation to prove the
invertibility of L on even functions. As the essential spectrum is bounded
away from zero, it suffices to show that 0 is not an eigenvalue for L on
even, square-summable functions. But if there were a nonzero σ such that
Lσ = 0, σ′(0) = 0, then

(a) σ has a finite number of zeros (because σ′′ and σ have the same sign
far out), and none of them is 0;

(b) if α1, . . . , αr are the positive zeros of σ, in increasing order, and if,
say, σ(0) > 0, then

Σ := S3(S2 − S2(α1)) . . . (S
2 − S2(αr))

has the same sign as σ, since S is decreasing; it lies in the range of
L, by the Lemma.

But σ and Σ should then be L2-orthogonal, which is impossible. This
shows that such a σ cannot exist.

2. An analogous argument shows that

σ′′ − σ + βS2σ = 0

has no even, square-integrable solution if β 6= p(p + 1)λ/2 for every odd
integer p. (Compare [9, p. 60].)

2.2.3 Induction and end of proof.

The argument is in six Steps.

Step 1: Induction hypothesis.
Assume, by induction, that we have, for some m ≥ 4, found v1 . . . vm−3, and

that they have the form:

vk =
∑

0 ≤ q ≤ k
q ≡ k (mod 2)

akq(S) cos qτ, (10)

where the akq are polynomials of degree k at most, of the same parity as k, and
divisible by S: assume also that the relations obtained by setting to zero the
coefficients of ε, . . . , εm−1 in (8) determine vm−2 and vm−1 as well, in the form

∑

q 6=1

akq(S) cos qτ + σk cos τ
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where k = m − 1 or m − 2, the akq are polynomials with the properties listed
above, and σm−2, σm−1 are arbitrary functions of ξ.

The remainder of the present Section is devoted to showing that the above
properties hold for m = 4, and that if they hold for some m, they also hold for
m+ 1. This will prove Theorem 1.

Step 2: Hypothesis holds for m = 4.
This follows from the expressions for v1, v2 and v3 found above.

Step 3: Equation for vm.
Setting to zero the coefficient of vm in (8), we find that vm solves

vmττ + vm = ∆vm−2 − 2g2(v1vm−1 + v2vm−2)

−3g3(v
2
1vm−2) + φm(v1, . . . , vm−3). (11)

In this equation, φm is a polynomial in its arguments. ¿From the induction
hypothesis, the right-hand side of (11) is a trigonometric polynomial, and we
must ascertain

i) that the coefficient of cos jτ is, for every j 6= 1, a polynomial in S of the
right form,

ii) that the coefficient of cos τ is zero, so that no secular term arises.
It is the second condition that determines σm−2. As all we know from (11)

is the value of vmττ + vm, vm will be determined up to the addition of a term
σm(ξ) cos τ , which will be computed only in the calculation of vm+2.

We examine the above two points in order, thereby finishing the proof of the
Theorem.

Step 4: Examination of the coefficient of cos jτ for j 6= 1.
We show here that the right-hand side of (11) contains only powers of S of

the same parity as m and that it contains S2 (resp. S) as a factor for m even
(resp. odd):

All terms in the right-hand side of (11) come either from ∆vm−2 or from the
expansion of some product of the form

vα1

r1 . . . vαs

rs (12)

where
s ≥ 1, αi ≥ 1,

∑

i

αiri = m, 2 ≤
∑

αi ≤ m.

Under the induction hypothesis, such a product can only be a combination
of terms of the form Sq cos lτ , where q and l have the same parity as

∑

i αiri,
that is, as m itself.

On the other hand, the ∆vm−2 term has the required form, since

(Sm)′′ = Sm(m2 −m(m+ 1)λS2/2).

Finally, we must check the powers of S which occur:
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∆vm−2 can contain Sq cos lτ only if q ≥ 1 (in case l is odd) or q ≥ 2 (in case
l is even) because of the induction hypothesis.

For the remaining terms, we shall distinguish three cases according to the
number s of factors in (12):

1. s = 1: This corresponds to the term −gmvm1 , which has a factor Sm. As
m ≥ 2, this term has the required form.

2. s = 2: This corresponds to terms vkvm−k. If m is even, they have S2 as
a factor, by the induction hypothesis. If m is odd, either k or m − k is
odd, and the other even; these terms therefore contain at least S.S2 as a
factor.

3. s ≥ 3: A term generated by such a product contains at least S to the
power α1 + · · · + αs which is greater than or equal to s, and therefore
greater than or equal to 3: This term contains S3 as a factor.

Step 5: Examination of the coefficient of cos τ .
The equation expressing the vanishing of the coefficient of cos τ in the right-

hand side of (11) reads
Lσm−2 = S3ϕm(S2) (13)

where L is the operator studied in Section 2.2, and ϕm is a polynomial of
degree less than or equal to (m − 3)/2 obtained by collecting terms in cos τ in
the expansion of φm. Lσm−2 comes from the substitution of v1 and v2 in (11).
Note that vmττ + vm, as given by (11), contains only even cosines for even m;
we must therefore have ϕm = 0 for even m.

It now follows from the results of §2.2 that (13) has a unique even and
decaying solution, which has the required form.

Step 6: End of proof.
We have seen that the induction defined above generates the coefficients vk

recursively, and that they are uniquely determined by the assumptions of decay
and parity. The proof is now complete.

2.3 Other means of generating the formal series.

We briefly mention here two other means of constructing a formal solution in
increasing powers of ε:

(a) Solve the Cauchy problem for (8) with data (S(ξ), 0), S even, decaying.
Let

T (S, ε) = vτ (π)/ε
2.

Then a direct calculation leads to

T (S, 0) = const.(S′′ − S + λS3),
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so that TS(S, 0) is invertible, by the results of §2.2. The existence of a formal
solution to T (S, ε) = 0 in powers of ε follows easily.

(b) Let F (v, ε) be the right-hand side of (8). Let Q denote the projection
on functions orthogonal to cos τ , P being the complementary projection. Write

v(ξ, τ) = S(ξ) cos τ + εw(ξ, τ),

where
∫ 2π

0

w cos τ dτ = 0.

One can then see that the operator

F̃ (v, ε) = QF/ε2 + PF/ε

is well-defined. We consider it as a function of the variables S, w, and ε. When
ε equals 0, F̃ = 0 reduces to

{

S′′ − S + λS3 = 0
wττ + w = −g2S

2 cos2 τ,

as it should.
Once again the linearization of F̃ = 0 when ε = 0 is invertible at the nonzero

solutions, and the existence of a formal solution in powers of ε follows. This
second approach was suggested by techniques used for the water wave problem
(see [2]).

Both approaches lead to a formal series by the same process, which may
be worth mentioning. When an equation takes the form T (u, ε) = 0, where
T (u0, 0) = 0 and Tu(u0, 0) is invertible in some sense, then, under fairly general
conditions, one can show that T (u, ε) = 0 has a formal solution in increasing
powers of ε. One can put this observation in a more precise form, which however
will not be needed in the present paper.

3 Second Formal Solution.

3.1 Statement of the result.

The preceding section has shown that one can achieve a formal solution of our
problem in increasing powers of ε, and that the series thus obtained must have
the form (3), which ,we recall, is:

∑

k≥1

εk















∑

0 ≤ q ≤ k
q ≡ k (mod 2)

cos qτ















∑

q ≤ l ≤ k
l ≡ k (mod 2)

akql(λ/2)
lSl(ξ)





























(14)
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where
ξ = εx and τ = t

√

1− ε2.

This form suggests that there exists a formal solution in increasing powers
of e−ξ. The next Theorem shows that such is indeed the case.

Theorem 2 For every g, there exists a formal solution of the corresponding
nonlinear wave equation of the form

∞
∑

l=1

ul(τ, ε)e
−lξ, (15)

with coefficients ul analytic in ε. The coefficients ul can then be taken rational
in ε, and polynomial in cos τ .

The first coefficient u1 must have the form

A(ε) cos(τ + θ)

and all ul can be computed recursively once A and θ are given.

Remarks:

1. This series has the form (4) announced in the Introduction. Observe that
no conditions on g or parity assumptions are needed here.

2. This series yields, as we shall see, more information than (3). We have
generated its first terms using a Symbolic Manipulation language (Math-
ematica). Some interesting points revealed by this study are developed at
the end of the next Section.

3. A similar series in increasing powers of S can of course be constructed,
but it is more cumbersome to compute explicitly. It is again determined
by its first term.

4. Multiplying the function A(ε) by an analytic function which is positive
for small real ε amounts to a translation in ξ.

3.2 Proof of Theorem 2.

As in the proof of Theorem 1, one sees immediately that each ul satisfies a
differential equation involving the terms previously computed in the right-hand
side. The problem is to show that these equations are uniquely solvable under
our present assumptions.

Let us write the equation in scaled form:

(1− ε2)uττ − ε2uξξ + u+ g2u
2 + g3u

3 + · · · = 0.

12



Let
Ml := (1 − ε2)∂2

τ + (1 − l2ε2).

We then find that u1 is determined by the following equation:

(1− ε2)(uττ + u) = 0. (16)

Without loss of generality, we may take

u1 = A(ε) cos τ.

One can see by induction that A will only appear in ul through a factor Al.
For the sake of simplicity, we therefore take in what follows A(ε) = 1.

The other coefficients ul satisfy :

Mlul =
∑

0 ≤ q ≤ l
q ≡ l (mod 2)

αlq(ε) cos qτ, (17)

obtained by setting to zero the coefficient of e−lξ in (8).
Here, the right-hand side of the last equation comes from the expansion of

−g2u
2 − · · · − glu

l.

It follows that

ul =
∑

l,q

αlq cos qτ/(1 − q2 − ε2(l2 − q2)). (18)

By induction, one shows that ul is always rational in ε.
Remark: An equation of the form Mlul = f has at most one solution which

is analytic (or even continuous) in ε. It is this circumstance which prevents the
occurrence of undetermined terms as in Section 2. Indeed, such an indetermi-
nacy occurs only for isolated values of ε, for a given l. Note that if g is odd,
there is at most one 2π-periodic solution at all, even without this assumption.

3.3 Relation between the two formal series.

As the convergence of the series (15) will be dealt with in Section 5, we will
now simply point out some connections between the two formal solutions that
we now have at our disposal.

First of all, as we already remarked, Theorem 1 sets restrictions on g; The-
orem 2 does not.

The existence of the second series clearly amounts to saying that one can
exchange the order of the first two summations in (14). But Theorem 2 does
not follow from Theorem 1 since it is not clear that performing the summation
in k, which leads to an infinite series, will leave us with a finite, let alone simply
computable, result.

Theorem 2 does not imply Theorem 1 either, for two different reasons:

13



1. We may always write (15) as a series in powers of S, but as before, it is
not clear that expanding the ul and collecting the powers of ε will leave
us with a finite result.

2. Even if this were possible, it depends on the choice of the function A(ε).
To recover (3), we must choose the expansion of A in such a way that
the power of ε in any term of the series is not less than the power of S
in the same term. One can always achieve this formally, but if A thus
restricted cannot be given by a convergent series, we recover (3), but A is
not analytic any more, and (14) doesn’t make sense.

4 Divergence of the First Formal Solution.

4.1 Statement of the result.

Theorem 3 The series (3) cannot be absolutely convergent on any region of
the form

|ε| < 1√
2
+ δ; |e−ξ| < ̺; | cos τ | < 1 + ̺

for any choice of the positive numbers δ and ̺, and define a breather for these
values of ε, unless g is one of the following:

sin(αu)/α, sinh(αu)/α, u.

Remarks:

1. The series in question does converge on the domain given in Theorem 3
for the three exceptional functions we have listed, as the explicit form of
the corresponding solutions show, provided that ̺ is chosen small enough
with respect to δ. When g = u, the series (4) actually reduces to its first
term.

2. Among the three exceptional functions g listed in the Theorem, only the
first gives rise to breathers. For the other two, the series (3) converges
only for |ξ| large enough. Such a behaviour is actually typical, as is shown
by Theorem 4 below.

4.2 Proof of Theorem 3.

We will first prove that the assumptions of Theorem 3 imply that the series (15)
converges for large ξ and for complex values of ε of modulus less than or equal

to
√
2
−1

+ δ. This, in turn, will lead to the determination of the coefficients of
g.
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4.2.1 Reduction to the second series.

The hypothesis of the Theorem implies that u is a holomorphic function of the
three variables ε, e−ξ, cos τ in the domain indicated. This means that u can
also be expanded in increasing powers of e−ξ. We know from Theorem 2 that
such a series is entirely determined by its first term, which, in the notation of
(14), reads

∑

k

ak11ε
k cos τ.

Let us call this a(ε) cos τ . By assumption, a is analytic, and is real for real ε.
We may take it positive for positive ε. It is not identically zero since otherwise
u itself would be.

We claim that a cannot vanish for ε 6= 0.
Indeed, if a(ε0) = 0, (where ε0 may be complex), as the terms of the series in

powers of e−ξ can be found recursively by the procedure of Section 3, we reach
the conclusion that u(x, t, ε0) ≡ 0. Therefore, w := ∂u/∂ε(x, t, ε0) is a solution
of:

wττ + w − ε20∆w = 0.

Our assumptions on u show that w has a Fourier expansion
∑

j wj cos jτ ,
and that for every j,

(1 − j2)wj − ε20(∂
2
ξ − j2)wj = 0.

This equation has only one solution tending to 0 as |ξ| tends to infinity,
namely zero. The argument extends by induction to all derivatives of u with
respect to ε at ε = ε0. As u is assumed to be analytic, we must have u ≡ 0.
This contradiction shows that a never vanishes.

Now v(ξ − log a(ε), τ, ε) is again analytic in e−ξ and ε 6= 0, and repre-
sents a breather. As v is a function of e−ξ, this solution is single-valued in
{

0 < |ε| < (1/
√
2) + δ

}

. It has a convergent series of the form (15), but now
with u1 = cos τ .

4.2.2 End of Proof.

We now know that (15) is convergent, with u1 = cos τ . The coefficients u2, u3,
. . . can then be computed recursively. These coefficients should also be analytic
in ε. But from Section 3, we also know that they are merely rational in ε. u
has therefore potential poles for all the values of ε such that there exist q and
l, nonnegative integers of the same parity, satisfying

l ≥ q and h(l, q) := 1− q2 − ε2(l2 − q2) = 0. (19)

We shall express that for these poles not to occur, some relations must be
satisfied by the coefficients of g.
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To avoid a pole for ε = 1/2 in u2, we must have, as is found by computing
u2,

g2 = 0.

There is no condition on g3. If it is zero, positive, negative, we shall see that
g must equal u, sinh(αu)/α, sin(αu)/α, with |g3| = α2/6.

Assume u1, . . . , ul−1 have been found, for some l ≥ 4, and that they have no
pole of modulus ≤ 1/

√
2 if and only if

g2 = · · · = g[(l−1)/2] = 0, and g2m+1 =
(sgn(g3))

m−1α2m

(2m+ 1)!
(20)

for 2m+ 1 ≤ l − 1.
We claim that this assertion is true with l replaced by l + 1.
Let us write the equation giving ul in the form

Mlul = (Mlul)0 + εl−1 cosl τ ((gl)0 − gl). (21)

Here, the subscript 0 refers to the corresponding quantities where g and u
have been replaced by the exceptional values given by (20).

Observe now that the last term in (21) contributes, if gl 6= (gl)0, a non-zero
term in cos 3τ if l is odd, and a constant term if l is even. Each of them leads
to a pole in ul, since (ul)0 = M−1

l (Mlul)0 has no pole. The pole in question
occurs for ε2 = −8/(l2 − 9) for odd l, ε2 = 1/l2 for even l. For l ≥ 4,

1/l2 < 1/2,

and for odd l ≥ 4,
8/(l2 − 9) ≤ 1/2;

both types of poles lie in the range |ε| <
√
2
−1

+ δ.
It follows that ul must have a pole in the forbidden range, unless gl = (gl)0,

in which case ul = (ul)0
This ends the proof of Theorem 3.

4.3 Further remarks.

We have seen that the vanishing of the pole corresponding to q = 0 or 3 for every
l suffices to determine the coefficients gk one by one. But there are in principle
other poles, coming from the higher harmonics. That all these conditions are
automatically satisfied for the sine-Gordon equation is a remarkable fact. It
suggests that the conditions corresponding to the vanishing of these poles are
strongly interrelated. We list in Table 1 some of these conditions, the more
complicated of which we obtained with the help of a computer. In this Table,
we assume that g is odd, with g3 = −1/6, and we make use of the following
abbreviations:

(A) : 1− 120g5 = 0;

16



l q Pole Condition

7 1 i/
√
2 (A)

3 i/
√
2 (A)

i/
√
5 (B)

5 i/
√
2 (A)

i (C)
9 3 i (C)

i/
√
2 (31− 2880g5)(1 − 120g5) = 0

i/
√
5 (B)

i/
√
9 2500− 338305g5 + 1109760g25

− 1239210g7 − 1354752g9 = 0
5 i (C)

i/
√
2 (1− 192g5)(1 − 120g5) = 0

i
√

3/7 125− 26985g5 + 1739520g25
+ 115830g7 + 746496g9 = 0

i/
√
5 (B)

7 i
√

3/2 5g5 + 840g25 + 360g7 − 10368g9 = 0
i (C)

i/
√
2 1− (120g5)

2 = 0

Table 1: Conditions on g

(B) : 1− 129g5 − 378g7 = 0;

(C) : g5 + 42g7 = 0.

Observe from the Table that, for instance, the conditions arising from poles
i and i/

√
5 imply those arising from i/

√
2. Similarly, those from poles i, i/3 and

i/
√

3/2 imply that g5 = 1/120 or 3/10; those from i, i/3 and i/
√
5 imply that

g5 = 1/120 or 589/7680; those from i, i/
√
5 and i/

√

3/2 imply that g5 = 1/120
or 1/7680.

The recurrence of some of the conditions is, however, no surprise: if a pole
has not been cancelled in, say, the computation of u7, it will reappear in u9, and
the conditions for its disappearance must contain those omitted in the preceding
step of the calculation.

5 Convergence of the Second Formal Solution.

5.1 Statement of the result.

The preceding Section has shown that an expansion of a breather in increasing
powers of ε cannot converge in the domain in which the corresponding series
for the sine-Gordon equation does. We found indeed that the solution would
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then also admit an expansion in powers of e−εx, which exhibits poles for finite
values of ε. This fact could not have been found by the study of asymptotics as
ε tends to zero.

For the ϕ4 model, where g(u) = (−(1+u)+ (1+u)3)/2, it follows from (19)
that poles on the real axis always occur.

But poles are all on the imaginary axis if g is odd. This suggests that when g
is odd, the series (15) might be convergent, at least for large ξ, provided that ε
is real and kept fixed. This is precisely the content of the next Theorem, stated
and proved below.

Theorem 4 Assume that g is odd and that its coefficients satisfy:

|gm| ≤ αm−1

m!
(22)

for all m, with some α > 0. Then (8) has a solution given by a series

∞
∑

l=1

ul(τ, ε)e
−lξ

convergent in the same domain as the corresponding series where all gm are
replaced by αm−1/m!.

Remarks:

1. The majorant series mentioned in the Theorem is αuSHG, where uSHG was
defined in §1.2, rearranged after expanding 1/ cosh ξ in increasing powers
of e−ξ.

2. It follows from the next Section that there is, up to translation, only one
solution which decays exponentially as |ξ| → ∞ and involves odd cosines
only. This means that the above function is the only candidate for an
exponentially decaying breather.

5.2 Proof of Theorem 4.

We shall prove the Theorem by a majorant method.

Step 1: Preliminaries.
We recall that Theorem 3 constructed a formal solution

∑

l≥1

ule
−lξ

and that this is equivalent to having a formal solution in powers of S, or 1/ cosh ξ.
We fix now u1 = ε and prove the convergence of the resulting series.
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If g leads to a breather u(x, t) for some value of the period, then αg(u/α)
admits the breather αu(x, t), and it satisfies (22) with α = 1. We therefore
assume from now on that α = 1.

Step 2: The case g = sinh.
We show that by a suitable translation in ξ, we can obtain from uSHG a

convergent series solution to

utt − uxx + sinhu = 0

with first term εe−ξ cos τ . uSHG is equal to

4i arctan

(

ε√
1− ε2

cos τ

i sinh ξ

)

= 4
∑

l≥0

e−(2l+1)ξ
∑

0≤s≤l

ε2s+1

(

2 cos τ√
1− ε2

)2s+1

= 8
∑

l≥0

e−(2l+1)ξ
∑

0≤r≤l

cos(2r + 1)τ





∑

r≤s≤l

(

ε√
1− ε2

)2s+1(
2s+ 1
s− r

)





:=
∑

0≤s≤l

bls(ε)e
−(2l+1)ξ cos(2s+ 1)τ. (23)

The series
∑

l,s

blse
−(2l+1)ξ cos(2s+ 1)τ

is absolutely convergent in the domain

ε√
1− ε2

1

| sinh ξ| < 1.

As the coefficient of e−ξ in this series is

8ε cos τ /
√

1− ε2,

if we set
a(ε) := log(

√

1− ε2/8),

we find

uSHG(ξ − a(ε), τ, ε) =
∑

bls e
−(2l+1)ξ(

√

1− ε2/8)2l+1 cos(2s+ 1)τ
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and this series now converges for
∣

∣

∣

∣

∣

ε/
√
1− ε2

sinh(ξ − a(ε))

∣

∣

∣

∣

∣

< 1.

Note that such a region includes the set

{ξ ≥ c, 0 ≤ ε ≤ d}

for 1/c and d small enough.
Let now

āls(ε) := bls(
√

1− ε2/8)2l+1.

The series (15) for g = sinh is then equal to

∑

l,s

āls e
−(2l+1)ξ cos(2s+ 1)τ.

The quantities āls are all nonnegative for ε nonnegative and fixed.

Step 3: Majorant method and end of proof.
Take g as in the Theorem, and consider the series (15) with, we recall, u1 = ε.

We shall write it as
∑

0≤s≤l

als(ε)e
−(2l+1)ξ cos(2s+ 1)τ.

We have a00 = ā00 = ε. Let us show by induction on l that |als| ≤ āls for
s = 0, 1, . . . , l.

Assume that the result holds for all integers less than or equal to l− 1; ul is
then determined by an equation of the form

L2l−1u2l−1 = −g3(. . .)− · · · − g2l−1(. . .).

All terms on the right-hand side are obtained by multiplying −gq, for some q,
by a linear combination with nonnegative coefficients, of terms aps cos(2s+ 1)τ
already computed. To obtain ul, one must divide each of them by h(2l+1, 2s+1)
as given by (19), since

L2l+1 cos(2s+ 1)τ = h(2l + 1, 2s+ 1) cos(2s+ 1)τ.

As s is never greater than l, we always have h < −ε2 if l ≥ 3; in particular,
h is negative. Therefore, |als| is no greater than the expression obtained by
replacing every gm by 1/m! for odd m, and every aps by āps, for p < l. The
result of this substitution is precisely āls.

This is the desired result. The formal series solution is dominated term by
term by the corresponding series for the “sinh-Gordon” equation, and therefore
converges in the same domain.
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6 Decaying solution in H
s.

6.1 Statement of the result.

We assume in this Section that g is an odd entire function. We shall prove the
following result.

Theorem 5 Let s be a real number greater than 3/2. For every T greater
than, but close enough to 2π, there exists, up to translation and sign, a unique
T -periodic solution of

utt − uxx + g(u) = 0

which tends exponentially to zero as x tends to +∞, is odd in cos(2πt/T ) and
is of class Hs in x and t.

The proof will be achieved by the application of the contraction mapping
theorem. The method follows closely the corresponding argument for ordinary
differential equations, with the difference that we shall follow the dependence
of the estimates on T and s.

The next section introduces the notation and defines the map, the fixed
points of which are the desired solutions. The third is devoted to the action
of nonlinear functions on Hs spaces. We shall re-derive there a few classical
results; the explicit constants in the inequalities given here may be new. The
two final sections contain the iteration argument and the proof of our result.

6.2 Setting and notations.

As in the preceding paragraphs, we introduce the parameter

ε :=
√

1− (2π/T )2

and the scaled variables ξ and τ . The value of T is fixed for the rest of this
Section.

We consider the space X ⊂ Hs ×Hs−1 (for some s > 3/2), which is defined
as the set of pairs

[

u
v

]

of functions of a variable τ that are 2π-periodic and have only odd harmonics
in their Fourier expansions. We let

∥

∥

∥

∥

[

u
v

]∥

∥

∥

∥

2

X

= |u|2s + ε2|v|2s−1,

A =

[

0 1
ε−2((1 − ε2)∂2

τ + 1) 0

]

.
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where we have used the definition

|u|2s :=
∑

j

|uj|2(1 + j2)s

if u =
∑

j uj cos jτ .
Every element U of X admits the decomposition

U = U− + U+ +
∑

j odd, j≥3

Uj , (24)

where

U− =

[

a
−a

]

cos τ, U+ =

[

b
b

]

cos τ, Uj =

[

uj

vj

]

cos jτ.

One derives easily:

‖U‖2X = ‖U+ + U−‖2X +
∑

j

‖Uj‖2X

and

2ε2

2 + ε2
(‖U+‖2X + ‖U−‖2X) ≤ ‖U+ + U−‖2X ≤ 2(‖U+‖2X + ‖U−‖2X). (25)

Writing
ωj =

√

(1 − ε2)j2 − 1,

we obtain
eAξU± = e±ξU±;

eAξUj =

[

cos(ωjξ/ε) (ε/ωj) sin(ωjξ/ε)
−(ωj/ε) sin(ωjξ/ε) cos(ωjξ/ε)

]

Uj ,

for all odd j ≥ 3. It follows that

∥

∥eAξUj

∥

∥

2

X
≤ C{(uj)

2[(1 + j2)s + (1 + j2)s−1ω2
j ]

+ ε2(vj)
2
[

(1 + j2)s/ω2
j + (1 + j2)s−1

]

}. (26)

Now
∥

∥

∥

∥

∥

∥

∑

j

Uj

∥

∥

∥

∥

∥

∥

2

X

=
∑

j

(uj)
2
(1 + j2)s + ε2 (vj)

2
(1 + j2)s−1,

and if
ε2 ≤ ε20 < 8/9,

there is a positive number κ < 1 such that

κ(1 + j2) ≤ ω2
j = (1− ε2)j2 − 1 ≤ 1 + j2.
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It follows that for every j,

∥

∥eAξUj

∥

∥

2

X
≤ (1 + 1/κ) ‖Uj‖2X . (27)

Observe that this estimate is independent of ε.
We also have immediately

∥

∥eAξU±

∥

∥

X
≤ e±ξ ‖U±‖X . (28)

We next define an operator M acting on the space

Y ⊂ C([0,+∞), X)

consisting of those continuous X-valued functions making the quantity
∥

∥

∥

∥

[

u
v

]∥

∥

∥

∥

Y

:= sup
ξ>0

eβξ
∥

∥

∥

∥

[

u(ξ)
v(ξ)

]∥

∥

∥

∥

X

finite; β is a given positive number.
Fix the number β between 0 and 1, as well as a real number a to be taken

sufficiently small later. Define M as follows:

M(U)(ξ) = e−ξ

[

a
−a

]

cos τ

+

∫ ξ

0

eA(ξ−s)F−(U)(s) ds

−
∫ ∞

ξ

eA(ξ−s)[F+(U)

+
∑

j≥3

Fj(U)](s) ds, (29)

where

F (U) =

[

0
g3u

3 + g5 ε
2u5 + · · ·

]

=

[

0
h(εu)u3

]

.

and F = F+ + F− +
∑

j Fj is the decomposition (24) applied to F (U).
Remarks:

1. The convergence of the improper integral will be shown in §6.4 below; it
follows from the fact that M sends Y to itself.

2. If M(U) = U , then writing U =

[

u
v

]

, one finds that

Uξ = AU + F (U)

and therefore that εu solves (8) and that v = uξ. As u has, by construction,
exponential decay, we have achieved the desired solution.

23



3. The uniqueness of the solution will follow from the fact that, as we prove
below, the map M is a contraction near 0 in Y .

Before we proceed, we shall need a few estimates on products in Hs. They
are proved in the following section.

6.3 Products in H
s.

Let Hs denote the ordinary Sobolev space of 2π periodic functions of a variable
τ . It is well-known that this space is an algebra for s > 1/2. We establish here
this fact with an explicit s-dependence of the constants.

If u has the Fourier expansion

u =

+∞
∑

j=−∞

uje
ijτ ,

we define its Hs norm by

|u|2s =
∑

j

(1 + j2)s|uj |2.

(The notation is here slightly different from that in the other paragraphs of this
paper.)

We prove our estimates for C∞ functions only, which as usual, implies the
corresponding estimates for non-smooth functions, by a regularization argu-
ment.

If u, v are of class C∞, we have

(uv)j =
∑

k

ukvj−k.

As for every x, y, and positive α

(1 + y2)α + (1 + (x− y)2)α ≥ (1 + x2/4)α,

we have
(1 + j2)s/2 ≤ 2s[(1 + k2)s/2 + (1 + (j − k)2)s/2].

It follows that

|(uv)j |2(1 + j2)s ≤
(

∑

k

2s[(1 + k2)s/2ukvj−k + uk(1 + (j − k)2)s/2vj−k]

)2

≤ 22s+1

[

(
∑

k

(1 + k2)su2
k)(
∑

k

v2k)

+ (
∑

k

(1 + (j − k)2)sv2j−k)(
∑

k

u2
k)

]

. (30)
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On the other hand,

∑

k

u2
k ≤ |u|2s(

∑

k

(1 + k2)−s) ≤ |u|2s(1 + 2ζ(2s)), (31)

with
ζ(s) =

∑

n≥1

n−s.

If s > 1/2, we find

|uv|s ≤ 2s+1
√

1 + 2ζ(2s)|u|s|v|s. (32)

Remark: One can slightly improve this estimate if u and v contain only odd
harmonics, since the sum in (31) is taken over odd values of k only.

We now have, for every m ≥ 1 and s bounded away from 1/2,

|um|s ≤ (2sC)m|u|ms .

It follows that

|g(u)|s ≤ const.
∑

m

|gm|(|u|s(2sC))m := Φ(2s|u|s). (33)

If g(u) contains up as a factor, we obtain

|g(u)|s ≤ |u|psΨs(2
s/2|u|s).

6.4 Construction of the decaying solution.

We show here that M(U) = U can be solved by the Banach fixed point theorem
in the space Y we have defined.

To prove this, we estimate, for U and V in Y ,

‖M(U)−M(V )‖X(ξ) ≤
∫ ξ

0

e−(ξ−s)‖F−(U)− F−(V )‖X(s) ds

+

∫ ∞

ξ

e(ξ−s)‖(F+ +
∑

j

Fj)(U)

− (F+ +
∑

j

Fj)(V )‖X(s) ds. (34)

Now, for every U , ‖U‖X can be estimated from the decomposition (24) and
inequalities (25). We thus obtain:

‖M(U)−M(V )‖Y ≤ C1ε
−1 sup

ξ>0

(

∫ ξ

0

e−(ξ−s)e−βs‖F (U)− F (V )‖Y ds
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+

∫ ∞

ξ

[1 + e(ξ−s)]e−βs‖F (U)− F (V )‖Y ds

)

eβξ

≤ C1ε
−1‖F (U)− F (V )‖Y sup

ξ≥0
eβξ

×
(

e−ξ e(1−β)ξ

1− β
+ eξ

e−(1+β)ξ

1 + β

)

, (35)

so that

‖M(U)−M(V )‖Y ≤ 2C1/ε

1− β2
‖F (U)− F (V )‖Y .

Now, by Section 6.2, if we write

U =

[

u
u′

]

,

V =

[

v
v′

]

,

we have

‖F (U)− F (V )‖X = ε|u3h(εu)− v3h(εv)|s−1

= ε

∣

∣

∣

∣

∫ 1

0

f(u+ t(v − u))(v − u) dt

∣

∣

∣

∣

s−1

, (36)

where
f(ξ) := d(ξ3h(εξ))/dξ.

It follows that, using the results of §6.3,

‖F (U)− F (V )‖X ≤ εC2(|u|s−1, |v|s−1)|v − u|s−12
s

≤ εC3(s, ‖U‖X , ‖V ‖X)‖U − V ‖X , (37)

where C3 is an increasing function of its arguments. As ‖ ‖X ≤ ‖ ‖Y ,

‖M(U)−M(V )‖Y ≤ (2/(1− β2))C1C3(s, ‖U‖Y , ‖V ‖Y )‖U − V ‖Y . (38)

Observe now that the map M is a contraction on a sufficiently small ball
in Y , uniformly in ε, because f(0) = 0 ensures that C3 tends to zero with
‖U‖Y + ‖V ‖Y . If therefore

M(0) =

[

a
−a

]

cos τ

is small enough, the iterates (Mn(0))n≥1 converge as n → ∞ to a fixed point of
M .

This ends the construction of the decaying solution.
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6.5 Uniqueness.

We prove here the uniqueness part of the Theorem. From the results of the
previous section, we know that there is one solution in a suitably small neigh-
borhood of the origin in Y . This solution clearly does not depend on the choice
of the number β introduced in §6.4, but it might depend on a. We show here
that different values of a correspond to the translates of the solution obtained
in §6.4.

Let us write Ma for M , to stress its dependence on a.
If Ma(U) = U , where U lies in Y for some value of β, then the translates

Uλ = U(.+λ) tend to zero in X (and Y ), and therefore Vλ = Uλ−M0(Uλ) also
tends to zero. But as Uλ and M0(Uλ) both solve

dU/dξ = AU + F (Uλ),

we have
dVλ/dξ = AVλ

using the definition of Ma. As Vλ decays exponentially, it follows that

Vλ =

[

a(λ)
−a(λ)

]

cos τ.

Furthermore, a(λ) is continuous and tends to zero as λ tends to infinity. It
follows that for λ large enough, Vλ is the unique fixed point of Ma(λ). As
U 6≡ 0, a(λ) 6= 0 for large λ, and a(λ) = a has a solution for a small enough and
of the same sign as a(λ).

This proves the uniqueness, up to sign and translation, of the small, odd,
exponentially decaying solutions of the problem.

7 Appendix: Bibliographical Remarks.

We here briefly discuss the literature on the problem. We have limited ourselves
to the works that have a direct relation to our results. The contributions are
grouped according to the method they use.

1) The authors of [5, 11] and others first observed that the first terms of a
formal expansion in powers of ε could be found for the ϕ4-model, in which one
takes

g(u) =
1

2
(−(1 + u) + (1 + u)3).

This suggested the existence of breathers for an equation other than sine-
Gordon. This result is explained by our Theorem 1. Our second formal ex-
pansion, however, is not to be found in the literature. Endeavors have been
made to combine this result with a Fourier expansion with a view to obtain
a contradiction at the formal level: In [7, 8], by truncating the Fourier series
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and using numerical integration of the remaining equations, one tries to extract
information by “matching” a solution tending to zero at +∞ with one tending
to zero at −∞. It is found there that the coefficients of g should be restricted,
but that the sine does not satisfy these restrictions. In [10], an attempt is made
to use the method of matched asymptotic expansions to produce a correction
to the solution of order e−C/|ε|/ε, such as would mean that the solution cannot
be even in x, despite the formal solution being even to all orders. Numerical
integration of approximate solutions is also used, together with several trunca-
tions where in particular 2π is substituted for the period T — a case in which
(see below) breathers such as considered there do not exist.

Both of these arguments are motivated by phenomena that are found in other
problems. The first is reminiscent of calculations of the splitting of separatrix
loops in some ordinary differential equations, where in particular the successes
of Melnikov’s method are well-known. The second is motivated by the relevance
of “transcendentally small” corrections to the solutions of some recent problems.

2) A number of attempts at finding breathers numerically have been made
(see e.g. [1, 6, 13, 12, 17]). One way to generate such solutions is to investigate
a “head-on” collision of two “kink” solutions (solutions having different limits
as x goes to plus or minus infinity). Such kinks are easy to write down for the
ϕ4-model, since time-independent kinks exist. One finds that way long-lived
“quasi-breather” modes. They appear to fade away after some time.

3) Energy estimates can be used to obtain bounds on possible breathers, as
well as a limited number of nonexistence results. We mention here [4] which
proves under mild decay assumptions that breathers, if they exist, must have
period greater than or equal to 2π, [15] which shows nonexistence in a number
of cases (all these cases have, in our notation, λ ≤ 0, so that even formal
solutions do not exist in these cases). McKean (unpublished) also obtained
some uniqueness results by related methods; he also investigated the possibility
of finding a “separated” solution f(h1(x)h2(t)), as in the sine-Gordon case; he
finds that no other wave equation has breathers of that form.

4) It is natural to try to perturb the sine-Gordon breather itself [3]. If one
sets

g(u) = sinu+ αh(u),

and tries a perturbation expansion in powers of α,

u = uSG + αu1 + · · · ,

one finds that u1 cannot be found unless h satisfies some conditions. Concrete
(nonexistence) results in that direction are in preparation ([3]).

5) Attempts have been made to view the problem as a dynamical system
with x as “time variable”, whereby the problem becomes one of finding an or-
bit homoclinic to zero. We have mentioned formal arguments in that direction
earlier. A. Weinstein observed that the stable manifold theorem gives, for every
value of the period greater than, and close to, 2π, a three-dimensional manifold
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of solutions tending to zero as x goes to +∞ (but not necessarily −∞). The
dimension of this stable manifold increases with the period. It contains possible
breathers, together with time-independent solutions. Several authors, see e. g.
[14], using classical ideas from dynamical systems, show that solutions domi-
nated by c/ coshx, with c small enough must vanish identically. Such results
apply to the sine-Gordon equation as well: the constant c depends on the period.
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