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A large deviation principle for the Yang-Mills measure

Thierry LÉVY ∗ James R. NORRIS †

June 14, 2004

Abstract

We prove the first mathematical result relating the Yang-Mills measure on a compact
surface and the Yang-Mills energy. We show that, at the small volume limit, the scaled
Yang-Mills measures satisfy a large deviation principle with the Yang-Mills energy as rate
function. This gives some rigorous content to the informal description of the Yang-Mills
measure as the Gibbs measure of the Yang-Mills energy.

We make the assumption that the structure group is simply connected and plan to treat
the general case in a forthcoming publication.

Introduction

The Yang-Mills measure is a probability measure on the space of connections on a principal
bundle over some manifold. Heuristically, it is the Gibbs measure corresponding to the Yang-
Mills energy on the space of connections. In the case of a compact two-dimensional base manifold
and compact structure group, this measure has been constructed by several authors [3, 14, 6, 9],
using different techniques. However, in every construction so far, the expression of the Yang-
Mills energy has been used only at an informal level, as a guide, but not incorporated as such
in the construction. This is not more surprising than the fact that one can and usually does
construct Brownian motion without referring to the Sobolev H1 norm.

So the situation now is the following : we have three constructions of essentially the same
object, which are validated on the physical level by the fact that some characterizing properties
of this object, namely some finite-dimensional distributions, are what physicists expect them to
be - of course, physicists themselves derive their predictions from heuristical manipulations on
the Yang-Mills energy.

The point of this paper is to relate at a mathematical level the Yang-Mills measure and the
Yang-Mills energy. The result itself should surprise no one but it gives some rigorous content
to the heuristic expression of the Yang-Mills measure. Hopefully, the proofs illustrate how it is
possible to work with the Yang-Mills measure as it has been constructed in [9], using some of
the tools developed there.

Our investigations of the large deviations of the Yang-Mills measure led naturally to the
study of a space of H1 connections, which is a necessary completion of the space of smooth
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PARIS – levy@dma.ens.fr

†Statistical Laboratory – Center for Mathematical Sciences – Wilberforce Road, Cambridge, CB3 0WB, UK
– j.r.norris@statslab.cam.ac.uk

1



connections in this context. In a series of appendices, we show that the usual objects associated
with a connection behave well in the H1 case, we give a simple proof of Fine’s energy inequality
[5], which is also extended to the H1 case. We also study the problem of minimizing the Yang-
Mills action subject to constraints – imposed on the holonomies associated to an embedded
graph. We construct explicit minimizers which are H1, indeed Lipschitz, but are not typically
smooth.

Let us give a very informal description of the result. The Yang-Mills measure can be ex-
pressed as

dPT (ω) =
1

Z
e−

1

2T
S(ω) Dω,

where S is the Yang-Mills energy and T a positive parameter. The large deviation result for the
family of measures (PT )T>0 says roughly that, if A is a nice set of connections, then

T log PT (A) −→
T→0

−1

2
inf
ω∈A

S(ω).

In this paper, we restrict our attention to the case of a simply connected structure group.
The general compact case will be treated separately. This extension should involve some more
geometry but no more analysis than the present case.

1 The large deviation principle

1.1 The Yang-Mills measure

Let M be a compact oriented1 surface without boundary. Let G be a compact connected,
simply connected, Lie group. Any principal bundle on M with simply connected structure
group is trivial, so let us consider P = M ×G. Endow M with a surface measure σ, that is, a
measure which is equivalent to Lebesgue measure in every coordinate chart.

By a parametrized embedded path on M we mean an embedding of [0, 1] into M which
is, near each of its endpoints, in some chart, an interval of a coordinate axis. A parametrized
path is by definition a finite concatenation of parametrized embedded paths. A path is defined
as an equivalence class of embedded paths modulo reparametrization by increasing piecewise
diffeomorphisms of [0, 1] with bounded derivatives. We denote by PM the class of paths on M .

The topology on PM is defined as follows. Put a Riemannian metric on M . Define the
distance between two paths c and c′ as

dℓ(c, c
′) = d∞(c, c′) + |ℓ(c′) − ℓ(c)|,

where ℓ denotes the length and d∞ is the infimum over all parametrizations of the usual uniform
distance. Different metrics give rise to equivalent distances, so there is an intrinsic topology of

the convergence in length. We denote by
ℓ→ the corresponding convergence.

We will sometimes use a stronger notion of convergence, saying that cn → c with fixed

endpoints if cn
ℓ→ c and cn and c share the same starting points and the same finishing points.

For any subset J ⊂ PM , let M(J,G) be the set of multiplicative G-valued functions on J . By
multiplicative, we mean the following : whenever two paths c1 and c2 of J can be concatenated

1In this paper, we assume that an orientation of M has been chosen once for all.
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to form c1c2 ∈ J , one has for every f ∈ M(J,G) the relation f(c1c2) = f(c2)f(c1). In other
words, f is a morphism of groupoids, with multiplication reversed on G. The group F(M,G) of
all G-valued functions on M acts on M(J,G) according to the following rule, which mimics the
action of a gauge transformation on the holonomy induced by a connection : if j ∈ F(M,G),
f ∈ M(J,G) and c ∈ J with endpoints c(0) and c(1), then

(j · f)(c) = j(c(1))−1f(c)j(c(0)). (1)

Endow M(PM,G) with the cylinder σ-field C, that generated by the canonical process
(Hc : c ∈ PM), defined by Hc(f) = f(c) for every f ∈ M(PM,G). The proper σ-field to
work with would be that consisting of those events in C that are invariant under the action of
F(M,G). However, the canonical process is not measurable with respect to this smaller σ-field
and we prefer to stick to a slightly redundant setting. So, in this paper, the Yang-Mills measure
will be a probability measure on (M(PM,G), C).

In order to describe Yang-Mills measure, we need to explain quickly its discretization. A
more detailed account of what follows can be found in [9], sections 1.1 to 1.4.

By a graph on M we mean a finite set of injective embedded paths on M which intersect, if
at all, only at their endpoints. These endpoints are called vertices of the graph. The faces of a
graph are the connected components of the space obtained from M by removing all the edges.
Finally, a path in a graph is any path that can be constructed by concatenation of some edges
of this graph and their reversals. We assume that the faces of a graph are diffeomorphic to
disks. Actually, we will also assume that the boundary of each face is a simple curve in M , that
is, a simple loop. In particular, this prevents a face from lying on both sides of its boundary.
Finally, we assume that, at each vertex of the graph, all edges start in different directions. In
other words, the boundary of a face can have corners but no cusp.

Let Γ = {e1, . . . , er} be a graph. We associate to Γ the configuration space GΓ ≃ Gr of
discrete connections on Γ. To each path c in Γ corresponds a mapping hc : Gr −→ G defined
as follows : if c = eǫ1i1 . . . e

ǫm
im

, where ǫ1, . . . , ǫm = ±1, then hc(g1, . . . , gr) = gǫm
im
. . . gǫ1

i1
. This

mapping is the discrete holonomy along c.
Consider on G the bi-invariant Riemannian metric, normalized to have total volume equal

to 1. Thus, the Riemannian volume and the Haar measure coincide on G. We denote them by
dg. Let p be the heat kernel of G, that is, the function p : (0,∞)×G −→ (0,∞), (t, g) 7→ pt(g),
solution to the equation

(

∆

2
− ∂

∂t

)

p = 0

and subject to the initial condition

∫

G
f(g)pt(g) dg −→

t→0
f(1)

for every function f continuous on G, where 1 is the unit of G.
For each face F of Γ, the boundary of F is an ill-defined path ∂F in Γ, because it depends

on the choice of an origin2. However, the function pσ(F )(h∂F ) is well-defined because of the nice
invariance property p(xy) = p(yx).

2The orientation of ∂F is determined by that of M .
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Fix a positive real number T . The discrete Yang-Mills measure PΓ
T is the Borel probability

measure on Gr defined by

dPΓ
T =

1

Z

∏

F face

pTσ(F )(h∂F ) dg⊗r, (2)

where the product runs over all faces of Γ and Z is the normalization constant.
The measure PΓ

T is gauge-invariant, in the sense that it is invariant under the action of
F(M,G) on M(Γ, G) = GΓ.

Finally, let d denote the Riemannian distance on G. We say that a sequence (Hn)n≥1 of G-
valued random variables converges in probability to H if, for all ǫ > 0, P(d(Hn,H) > ǫ) −→

n→∞
0.

The Yang-Mills measure is defined by the following result ([9], theorem 2.72).

Theorem 1.1 Let T > 0 be a positive real number. There exists a unique probability measure
PT on (M(PM,G), C) under which the canonical process (Hc)c∈PM satisfies the two following
properties :
1. For all graphs Γ = {e1, . . . , er} on M , (He1

, . . . ,Her) has the law PΓ
T under PT .

2. For all sequences (cn)n≥1 of paths converging in length to a path c with fixed endpoints, one

has Hcn

P−→
n→∞

Hc.

The measure PT is invariant under the action of F(M,G) on M(PM,G).

1.2 The Yang-Mills energy

Let g denote the Lie algebra of G, with bracket [·, ·]. It is endowed with the scalar product
corresponding to the bi-invariant metric on G with total volume equal to 1. A connection on
P = M×G is a g-valued 1-form on M with some regularity. For k integer or k = ∞, p ∈ [1,+∞],
and s ∈ R, let CkA, LpA, W k,pA and HsA denote respectively the spaces of connections of
class Ck, Lp, W k,p and Hs, where Hs stands for the Sobolev W s,2 space. Similarly, a gauge
transformation on P is a G-valued function on M and we define the spaces CkJ , LpJ . . . of
gauge transformations of different regularities.

These spaces are intrinsically defined on M , but it requires some structure to fix their norms.
We fix once for all a Riemannian metric on M whose Riemannian volume is equal to σ. This
will be useful for other purposes than just fixing norms, but one should keep in mind that all
our results are independent of this choice.

If ω is a smooth connection, its curvature is a smooth g-valued 2-form Ω. Since an orientation
is chosen on M , the surface measure σ can be identified with a smooth 2-form, that we still
denote by σ. Then, Ω can be expressed uniquely as Ω = Ω̃σ, where Ω̃ is a g-valued function on
M . Then the Yang-Mills energy is defined as

S(ω) =

∫

M
‖ Ω̃ ‖2 dσ.

Locally, this can be written as follows. If, in some coordinates (x, y) on a domain U of M ,
ω = ωxdx+ωydy, then Ω = (∂xωy − ∂yωx + [ωx, ωy])dx∧ dy and the corresponding contribution
to S(ω) is

SU(ω) =

∫

U
‖ ∂xωy − ∂yωx + [ωx, ωy] ‖2

(

dxdy

dσ

)2

dσ, (3)
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where dσ
dxdy is the Radon-Nikodym derivative of σ with respect to dxdy. It is clear from this

expression that, if σ is multiplied by a positive real number T , then the Yang-Mills energy
is multiplied by T−1. Thus, the large deviation principle is related to the behaviour of the
Yang-Mills measure when the area of M tends to zero.

It is also clear from (3) that the energy of a connection is controlled by the L2 norm of its
derivatives and its L4 norm. It happens that both are controlled by the H1 norm. Actually,
in two dimensions, one has a continuous embedding H1 ⊂ Lp for each p ∈ [1,∞). Thus, the
Yang-Mills energy is well-defined and continuous on H1A.

In order to define the rate function for the large deviation principle, we need to study the
holonomy induced by Sobolev connections. For the moment, let us only state the main results.
The proofs are given in the appendices.

1.3 Holonomy of Sobolev connections

Recall that the set PM is endowed with the topology of convergence in length.

Proposition 1.2 Let ω be a connection in H1A. Then ω determines an element of M(PM,G).
Let f denote this element. For each c ∈ PM , f(c) is the final value a1 of the solution to the
differential equation

ȧta
−1
t = −ω(ċ(t)) , a0 = 1, (4)

where an arbitrary parametrization of c by the interval [0, 1] has been chosen. (Prop. A.1)
The function f : PM −→ G is continuous with fixed endpoints : whenever (cn)n converges

to c in length with fixed endpoints, one has f(cn) → f(c). (Prop. A.4)
Moreover, f is of class H1 along every path. This means the following. For every c ∈ PM

with a fixed parametrization and every t ∈ [0, 1], call ct the restriction of c to the interval [0, t].
Then, the function t 7→ f(ct) belongs to H1([0, 1];G). (Prop. A.1)

Finally, given c ∈ PM , the holonomy of ω ∈ H1A along c depends continuously on ω.
Moreover, it is sequentially weakly continuous with respect to ω : if ωn ⇀ ω in H1A, then the
holonomy of ωn along c converges to that of ω along c. (Prop. A.2)

The following energy inequality proved by D. Fine [5] in the smooth case is still true for
H1 connections and it will be very useful to us. Let ρ denote the function on G defined by
ρ(x) = d(1, x), where 1 is the unit of G.

Proposition 1.3 Let l be a simple loop on M which bounds a domain D diffeomorphic to a
disk. Let ω be an element of H1A. Let x be the holonomy of ω along l. Then one has the
inequality

ρ(x)2 ≤ σ(D)SD(ω),

where SD denotes the contribution of the domain D to the Yang-Mills energy of ω. (Prop. A.3)

This result is so fundamental in this paper that we give a complete proof of it in the smooth
case, in Appendix C. The extension to the H1 case is easy and it is proved as Proposition A.3.

Gauge transformations of H2J act on H1A (see [16]), according to the rule

j · ω = j−1ωj − j−1dj (5)

5



and transform the holonomy according to the usual rule (see equation (1)). This makes sense,
because H2J ⊂ C0J , so that H2 functions on M are defined pointwise.

Proposition 1.4 Let ω and ω′ be two elements of H1A. Let f, f ′ ∈ M(PM,G) be their re-
spective holonomies. Assume that there exists j ∈ F(M,G) such that j · f = f ′. Then j can be
chosen in H2(M ;G) and such that j · ω = ω′. In particular, ω and ω′ have the same energy.
(Prop. B.1)

According to the last proposition, the mapping H1A/H2J −→ M(PM,G)/F(M,G) is one-
to-one. Let us say that a connection ω and a function f : PM −→ G are equivalent, and write
ω ∼ f , if the class of ω is sent on the class of f by this mapping. Observe that, if f ∼ ω, then
S(ω) depends only on f . It is now possible to define our rate function on M(PM,G).

Definition 1.5 Let IY M be the function on M(PM,G) defined by

IY M (f) =

{

1
2S(ω) if there exists ω ∈ H1A s.t. f ∼ ω,
+∞ otherwise.

1.4 Statement of the main result and idea of the proof

Theorem 1.6 The family of measures (PT )T>0 on (M(PM,G), C) satisfies a large deviation
principle with good rate function IY M as T tends to 0.

Let us explain what this theorem means. The space M(PM,G) is a compact topological
space, as a closed subset of GPM . It is also endowed with the σ-field C3. We are given a family of
probability measures (PT )T>0 on (M(PM,G), C) and a function IY M : M(PM,G) −→ [0,∞).

The theorem asserts first that I is a lower semi-continuous function with compact level sets,
that is, for every α ≥ 0, the set {f ∈ M(PM,G) : IY M (f) ≤ α} is a compact subset of
M(PM,G). Then, it asserts that, for every measurable subset A ∈ C, with interior A◦ and
closure A, one has the following equalities :

− inf
f∈A◦

IY M (f) = lim
T→0

T log PT (A) ≤ lim
T→0

T log PT (A) = − inf
f∈A

IY M (f).

The reader unfamiliar with large deviations results may find [2] a very useful reference.
In order to prove this theorem, we are going to follow a route close to the one followed

to construct the measure in [9]. The starting point is the classical short-time estimate of the
heat kernel on a compact Riemannian manifold. An LDP for the discrete Yang-Mills measure
follows. Just as in the construction of the measure, it is not enough to take the projective limit
of these discrete LDP’s : we must first obtain an LDP for the finite dimensional marginals of the
holonomy process and this involves approximating arbitrary families of paths by families staying
in graphs. Exponential approximation results allow us to do this. Then, Dawson-Gärtner’s
theorem produces the LDP for the whole process.

However, the existence of an LDP at each step of this procedure is not enough. We must
identify the rate function in terms of the Yang-Mills action. This involves for example con-
structing a connection with minimal action for a given holonomy along the edges of a graph, or
giving an expression of the rate function in terms of holonomy. We will make extensive use of
the results of K. Uhlenbeck [16], the most important of which we restate, for the convenience of
the reader, in the form that we actually use.

3Observe that C is smaller than the Borel σ-field of M(PM, G), because PM is uncountable.
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Theorem 1.7 (K. Uhlenbeck [16]) Let (ωn)n≥1 be a sequence in H1A such that S(ωn) is
bounded. Then there exists a subsequence (ωnk

)k≥1, a sequence (jk)k≥1 in H2J and an element
ω of H1A such that
1. jk · ωnk

⇀ ω in H1A,
2. S(ω) ≤ lim

k→∞
S(ωnk

).

This theorem is very powerful. It says that controlling the Yang-Mills energy is almost the
same as controlling the H1 norm. This is a serious hint at the importance of the space H1A in
Yang-Mills theory.

2 Large deviations for finite-dimensional marginals

2.1 LD for the discrete Yang-Mills measure

The fundamental estimate is the following. The prototype of this result was proved by Varadhan
[18, 17]. For the form given here the reader may consult [12] or [10].

Theorem 2.1 Let pt(·, ·) be the heat kernel on a compact Riemannian manifold. Then, uni-
formly for all x, y ∈M , one has

lim
t→0

−2t log pt(x, y) = d(x, y)2.

From this theorem, we deduce directly the LDP for the discrete Yang-Mills measure on a
graph.

Proposition 2.2 Let Γ be a graph on M . The family of measures (PΓ
T )T>0 on GΓ satisfies an

LDP with rate function

IΓ(g) =
1

2

∑

F face

ρ(h∂F (g))2

σ(F )
.

Proof – By definition of PΓ
T (see (2)) and Theorem 2.1, one has, as T → 0,

dPΓ
T (g) =

1

ZΓ
T

e−
1

T
(IΓ(g)+o(1)) dg,

where o(1) is uniform on GΓ.
The constant ZΓ

T does not depend on Γ and it is explicitly given by

ZΓ
T =

∫

G2q

pT ([x1, y1] . . . [xq, yq]) dx1dy1 . . . dxqdyq,

where q is the genus of M and [x, y] = xyx−1y−1 (see [9], section 5.4.1). In particular, ZΓ
T is less

than or equal to ‖ pT ‖∞= O(T− dimG
2 ), the last estimate coming for example from [11]. Thus,

T logZΓ
T → 0 as T → 0. The LDP follows easily.
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We need to identify this rate function in terms of the Yang-Mills energy. It is known, by the
work of A. Sengupta and D. Fine [15, 5], that a connection on a disk of area T with holonomy
x around the boundary has an energy at least equal to ρ(x)2/T . Hence, given g in GΓ, any
connection which has g as its holonomy along the edges of Γ must have an energy at least equal
to IΓ(g). We show that this is the actual infimum and that it is attained by some H1 connection.

Before that, let us define a relation between connections and functions on subsets of PM .
Let J be any subset of PM , for example, the set of edges of a graph, or a set of loops. According
to Proposition 1.2, any connection in H1A determines an element of M(J,G). Recall that the
group F(M,G) acts on M(J,G). Similarly, if K is a subset of PM containing J , any function
of M(K,G) determines by restriction a function of M(J,G). We can even do better. For every
subset K of PM , let K∗ the sub-groupoid of PM generated by K, that is, the set of paths that
can be constructed by concatenating paths of K. There is a natural one-to-one correspondence
between M(K,G) and M(K∗, G). Hence, if K is a subset of PM such that J ⊂ K∗, then any
function of M(K,G) determines a function of M(J,G). The main example of this situation is
the following : K is the set of edges of a graph and J is a set of paths in this graph.

Definition 2.3 Two connections of H1A, or two multiplicative G-valued functions defined on
subsets of PM generating sub-groupoids containing J , or one such connection and one such
function are said to agree up to gauge transformation on J , or simply to agree on J , if they
induce the same class of M(J,G)/F(M,G). We denote this relation by ∼J .

Observe that the relation ∼PM is just the relation ∼ that we have used in the definition of
the rate function IY M (Definition 1.5).

Proposition 2.4 Let Γ be a graph on M . Let g be an element of GΓ. Then

IΓ(g) =
1

2
inf{S(ω) : ω ∈ H1A, ω ∼Γ g}.

Moreover, this infimum is attained by an element of H1A.

This result will be our main tool, when combined with Uhlenbeck’s compactness theorem,
to identify the rate functions we will encounter in terms of the Yang-Mills energy.

In few words, one can describe a minimizer as follows : its curvature is given by Ω̃ = j−1Xj,
where j is a well-chosen gauge transformation and X a g-valued function on M constant on
each face of Γ. The value of X on a face F is an element of minimal norm in g such that
exp(σ(F )X) = h∂F (g), which makes sense once an origin has been chosen as starting point for
the path ∂F .

Let us review quickly the main steps of the proof before actually getting into it. Let us pick
a graph Γ and an element g in GΓ. Fine’s energy inequality (Prop. 1.3) implies immediately
that 2IΓ(g) ≤ infω∼Γg S(ω). In order to prove the other inequality, we show that there exists an
H1 connection with holonomy g and energy 2IΓ(g). For this, we construct first the minimizer on
each face, because critical points of the energy on a disk with fixed holonomy along the boundary
are easy to describe : they have constant curvature, up to gauge transformation. Then, we glue
the faces together. To do this, we make an appropriate gauge transformation in each face so as
to make every connection coincide on the boundary of the disk where it is defined with a given
smooth connection which has the right holonomy. We show that the gauge transformation can
be chosen in H2J on each face and this implies that the resulting connection belongs to H1A.

8



Notice that the fact that the infimum of the energy is attained is a consequence of Uhlenbeck’s
theorem. However, we don’t use this in the proof.

Lemma 2.5 There exists a connection η in C∞A such that η ∼Γ g and η vanishes in the
neighbourhood of every vertex of Γ.

Proof – Let x be an element of G and X ∈ g be such that expX = x. Take ǫ > 0 and consider
the tube [0, 1]×] − ǫ, ǫ[. Let u : [0, 1] −→ [0, 1] be a smooth function such that u(x) = 0 for
x ≤ 1/3 and u(x) = 1 for x ≥ 2/3. Let ψ :] − ǫ, ǫ[−→ [0, 1] be such that ψ(y) = 0 for |y| ≥ 2ǫ/3
and ψ(y) = 1 for |y| ≤ ǫ/3. Then the connection ω(x, y) = Xψ(y)du(x) has compact support in
the interior of the tube and holonomy x along the segment [0, 1] × {0}.

Let us consider now the graph Γ. Replace each edge by its restriction to a proper subinterval
containing neither of its endpoints. The resulting paths on M are disjoint and admit disjoint
tubular neighbourhoods. In each tube, the preceding construction of a g-valued 1-form with
the appropriate holonomy can be done and the resulting locally defined forms can be smoothly
interpolated by 0. The result is a connection with the desired properties.

In the following statement, we focus on a single face F of Γ. We take this face to be a closed
subset of M and denote its interior by U . Let us choose a vertex o(F ) on the boundary of F and
let ∂F be the loop based at o(F ) going once around F in the positive direction. Let x denote
h∂F (g). Finally, let A(D) denote the set of connections on a domain D contained in M and SD

the Yang-Mills energy on this domain. The following lemma is the main technical tool for the
proof of Proposition 2.4.

Lemma 2.6 Let η be as in Lemma 2.5. There exists on F a connection ω such that
1. ω ∈ H1A(U).
2. SF (ω) = ρ(x)2/σ(F ).
3. ω = η on ∂F , in all directions.

Proof – For the sake of clarity, we divide this proof in several shorter steps.
• Step 1 : there exists a connection ω1 in C∞A(F ) with holonomy x along ∂F , and with

energy ρ(x)2/σ(F ).
Take X in g of minimal norm such that exp(X) = x. We have ‖ X ‖= ρ(x). Let λ be a

1-form on a neighbourhood of F such that dλ = σ. Then take ω1 = 1
σ(F )Xλ.

• Step 2 : there exists a gauge transformation i smooth in a neighbourhood of F such that
i · ω1 vanishes along ∂F in a neighbourhood of every vertex of F .

Let v be a vertex of F . In a neighbourhood of v, there exists a system of polar coordinates
such that the two outcoming edges are distinct radii. Let R > 0 be such that the geodesic ball
B(v,R) is contained in this neighbourhood. The radial gauge for ω1 at v in B(v,R) is the gauge
transformation iv such that iv(v) = 1 and iv ·ω1 vanishes in radial directions in B(v,R). Hence,
it is defined as follows : iv(r, θ) = hol(ω1, ζr,θ), where ζr,θ denotes the segment joining v to the
point of polar coordinates (r, θ). It is a smooth gauge transformation in B(v,R). Let κv be the
smooth logarithm of iv such that κv(v) = 0. By multiplying κv by a smooth function on B(v,R)
identically equal to 1 in B(v,R/3) and to 0 outside B(v, 2R/3), we get the logarithm of a new
smooth transformation ĩv. It has the property that ĩv ·ω1 vanishes along ∂F in a neighbourhood
of v and it is equal to 1 outside B(v, 2R/3).
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If we perform this construction around each vertex of F , in neighbourhoods small enough
to contain only one vertex each, we may construct a gauge transformation i equal to iv in a
neighbourhood of v for each vertex v and equal to 1 outside these neighbourhoods. It is smooth
and has the desired property.

Set ω2 = i · ω1.
• Step 3 : there exists a gauge transformation j smooth in a neighbourhood of F such that

j ·ω2 satisfies the properties 1 and 2 and such that j ·ω2 and η coincide along ∂F in the tangential
direction.

Let c : [0, 1] −→ M be a parametrization of ∂F . In particular, c(0) = o(F ). For each
t ∈ [0, 1], denote ct the path obtained by restricting c to [0, t]. We define j on ∂F first, by
defining j(c(t)) for each t.

Choose j(c(0)) such that j(c(0))−1hol(ω2, c)j(c(0)) = hol(η, c) and define j along ∂F by
setting, for each t ∈ [0, 1], j(c(t)) = hol(ω2, c

t)j(c(0))hol(η, ct)−1. Since both η and ω2 vanish
along ∂F around the corners of F , the mappings t 7→ hol(η, ct) and t 7→ hol(ω2, c

t) are smooth,
and so is j. Since G is simply connected, j can be extended to a G-valued function smooth on
a neighbourhood of F .

Set ω3 = j · ω2.
• Step 4 : there exists a gauge transformation k in H2(U ;G) such that k · ω3 satisfies the

properties 1,2 and 3.
We will choose k so that k · ω3 has the properties of ω3 from Step 3 and moreover agrees

with η on ∂F in the transverse direction. Let us look for a logarithm of k, that is, a g-valued
function κ ∈ H2(U ; g). Let us put κ = 0 on ∂F . Then, the fact that k ·ω3 and η coincide on ∂F
is equivalent to the fact that dκ = ω3 − η holds on ∂F . Since κ = 0 on ∂F , this equation holds
already in tangential directions, so that it is enough to check it when evaluated in the normal
direction. We are thus looking for a g-valued function κ subject to the boundary condition

∂νκ = (ω3 − η)(∂ν), (6)

where ∂ν denotes the derivative in the outward normal direction.
The right hand side is a function on the unit circle, smooth except at a finite number of

points. At each such point, corresponding to a corner of ∂F , ω3 and η coincide in the directions
of the two half-tangents to ∂F and thus coincide completely. Recall that there is, by definition,
no cusp along the boundary of the face of a graph. So, the r.h.s of (6) vanishes at each singular
point. Finally, the boundary condition is continuous and its derivative may jump at each corner,
with finite limits on both sides of the jump. By Theorem 1.5.2.8 in [7], this ensures the existence
of κ ∈ H2(U ; g) satisfying (6).

Now, k = exp(κ) satisfies the desired property : k ·ω3 = η on ∂F . The gauge transformation
k belongs to H2(U ;G). Hence, the connection ω = k ·ω3 belongs to H1A(U) and it satisfies the
properties 1, 2 and 3.

Proof of Proposition 2.4 – Let Γ be a graph on M and g an element of GΓ. Let ω ∈ H1A be
such that ω ∼Γ g. By the energy inequality of Proposition 1.3, we get S(ω) ≥ 2IΓ(g). Hence,
IΓ(g) ≤ infω∼Γg S(ω).

To prove the other inequality, consider η given by Lemma 2.5. On each face F of Γ, take the
connection given by Lemma 2.6 and denote it by ωF . The connections ωF glue together into an
L2 connection ω on M . We claim that ω belongs to H1A(M).
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However, by property 3 of Lemma 2.6, the connections ωF have the property that, whenever
an edge e of Γ sits on the boundary of two faces F and F ′, the traces of ωF and ωF ′ along e
agree. This is exactly what is needed to ensure that the distributional gradient of ω is just the
sum of the gradients of the ωF , so that ω actually belongs to H1A. Now, ω agrees with g along
Γ and its energy is exactly IΓ(g).

Observe that the rate function IΓ is invariant under the action of F(M,G), simply because
the measures PΓ

T are invariant under the same action.
This proof does not provide us with a concrete description of a minimizer. In particular, one

may wonder how it behaves in a neighbourhood of the graph. In Appendix D, we give another
proof of the existence of a minimizer, which is more constructive in the sense that it does not
rely on an existence result like Thm 1.5.2.8 in [7].

2.2 LD for paths in a graph

By the contraction principle, we are now able to state an LDP for the law of the random
holonomy along any finite set of paths in a graph.

Proposition 2.7 Let Γ be a graph. Let J = {c1, . . . , cn} be a finite set of paths in Γ. Then the
laws of (Hc1, . . . ,Hcn) under PΓ

T , T > 0, satisfy an LDP on Gn with rate function

IJ(g) =
1

2
inf{S(ω) : ω ∈ H1A, ω ∼J g}.

Proof – The mapping hJ = (hc1 , . . . , hcn) : GΓ −→ GJ ≃ Gn is continuous. Hence, by contrac-
tion of the LDP on GΓ, the laws of (Hc1, . . . ,Hcn) under PΓ

T satisfy an LDP on GJ with rate
function

ĨJ(g) = inf{IΓ(k) : k ∈ GΓ, hJ (k) = g}.
First notice that hJ(k) = g implies g ∈ M(J,G). Hence, the support of IJ is contained in the
closed subset M(J,G) of GJ , which supports the laws of (Hc1 , . . . ,Hcn) under PΓ

T . So, the LDP
holds on M(J,G).

Now, on one hand, hJ (k) = g implies k ∼J g. On the other hand, k ∼J g implies that there
exists j ∈ F(M,G) such that hJ(j ·k) = g. Since IΓ is gauge-invariant, we have IΓ(k) = IΓ(j ·k).
Finally, we get the following expression for ĨJ :

ĨJ(g) = inf{IΓ(k) : k ∈ GΓ, k ∼J g} =
1

2
inf{S(ω) : ∃k ∈ GΓ, k ∼J g, ω ∼Γ k}.

It appears that ĨJ(g) is the infimum of S over a smaller set of connections than IJ(g), so that
ĨJ ≥ IJ .

Now, take g ∈ GJ for which IJ(g) < ∞, that is, such that there exists an H1 connection
which agrees with g on J . For every α > 0, there exists a connection ωα which agrees with g on J
and such that S(ωα) ≤ IJ(g)+α. This connection induces a certain kα ∈ GΓ with which it agrees
tautologically on Γ. Hence, ĨJ(g) ≤ S(ωα) ≤ IJ(g)+α. By letting α tend to 0, we get ĨJ ≤ IJ .

For the last part of the proof, we could have argued that the infimum defining the function IJ
is attained, as a consequence of Uhlenbeck’s compactness theorem. Then, a minimizer induces
a certain configuration in GΓ with which it agrees and the inequality ĨJ ≤ IJ follows.
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2.3 LD for an arbitrary finite family of paths

The last step at the finite-dimensional level is to prove that Proposition 2.7 holds for an arbitrary
finite subset J of PM . To do this, we use exponential approximation results.

Fix J = {p1, . . . , pn} an arbitrary finite subset of PM .

Lemma 2.8 There exist sequences (cmi )m≥1, i = 1 . . . n, of paths such that
0. For all m ≥ 1, all i = 1 . . . n, cmi and pi have the same endpoints.
1. For all m ≥ 1, there exists a graph Γm such that cm1 , . . . , c

m
n are paths in Γm.

2. For all δ > 0,

lim
m→∞

lim
T→0

T logPT

[

max
1≤i≤n

d(Hcm
i
,Hpi) > δ

]

= −∞.

3. For all connections ω ∈ H1A,

d(hol(ω, cmi ),hol(ω, pi)) ≤ C[S(ω)dℓ(c
m
i , pi)]

1

2

for some constant C independent of ω.

Proof – Let us begin with the case where p1, . . . , pn are embedded paths. It is proved in [9],
Section 2.5.3, that we can find sequences of piecewise geodesic paths (cmi )m≥1, i = 1 . . . n,
converging in length to p1, . . . , pn with fixed endpoints, such that p−1

i cmi bounds for each i a
domain diffeomorphic to a disk, of arbitrarily small area. Let σm

i denote this area. Then,
d(Hpi ,Hcm

i
) has the same distribution as ρ = d(1, ·) under the heat kernel measure pTσm

i
. By

the estimate of the heat kernel given for example in [19], Theorem V.4.3, we get, for some
constant C depending only on G and for every δ > 0,

PT [d(Hcm
i
,Hpi) > δ] ≤ C(Tσm

i )
dim G

2 e
− δ2

CTσm
i .

Hence,

lim
T→0

T log PT

[

max
1≤i≤n

d(Hcm
i
,Hpi) > δ

]

≤ lim
T→0

T log

n
∑

i=1

PT [d(Hcm
i
,Hpi) > δ]

= max
1≤i≤n

lim
T→0

T logPT [d(Hcm
i
,Hpi) > δ]

≤ − min
1≤i≤n

δ2

Cσm
i

.

Since the sequences (σm
i )m converge to 0, the limit as m tends to infinity of this expression is

equal to −∞.
Let ω be a connection of H1A. By the energy inequality (Proposition 1.3),

d(hol(ω, cmi ),hol(ω, pi))
2 = ρ(hol(ω, p−1

i cmi ))2 ≤ σm
i S(ω).

Now, the domain bounded by p−1
i cmi is contained in a tube around pi of width d∞(pi, c

m
i ) ≤

dℓ(pi, c
m
i ). Thus, there exists a constant K, depending on the paths p1, . . . , pn, such that σm

i ≤
Kdℓ(pi, c

m
i ). Finally, we get

d(hol(ω, cmi ),hol(ω, pi))
2 ≤ Kdℓ(pi, c

m
i )S(ω)
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and property 3 holds.
If the paths p1, . . . , pn are only piecewise embedded, we can cut them into embedded paths

q1, . . . , qr and apply the arguments above to this new set of paths. We find sequences (dm
j )m≥1,

j = 1 . . . r. Let us assume that ℓ(dm
j ) ≥ ℓ(qj) for all j and m. Assume now that p1 = q1 . . . qs,

where 1 ≤ s ≤ r. Then, for all m ≥ 1,

d(Hp1
,Hdm

1
...dm

s
) ≤

s
∑

j=1

d(Hqj ,Hdm
j

).

Set cm1 = dm
1 . . . dm

s and define the others cmi in a similar fashion. If N is the largest number of
qj ’s that it is necessary to concatenate in order to get a pi, we have

PT

[

max
1≤i≤n

d(Hcm
i
,Hpi) > δ

]

≤ PT

[

max
1≤j≤r

d(Hdm
j
,Hqj) >

δ

N

]

and property 2 follows.
To prove property 3, let us treat the case i = 1. By applying the special case of property 3

that we have proved above to q1, . . . , qs, we find a constant K ′ such that

d(hol(ω, cm1 ),hol(ω, p1))
2 ≤





s
∑

j=1

d(hol(ω, dm
j ),hol(ω, qj))





2

≤ K ′S(ω)s
s

∑

j=1

dℓ(d
m
j , qj).

Since ℓ(qj) ≤ ℓ(dm
j ), we have for each j the inequality |ℓ(dm

j ) − ℓ(qj)| ≤ |ℓ(cmi ) − ℓ(pi)| and the

last term is bounded above by K ′s2S(ω)dℓ(c
m
1 , p1). Finally, s ≤ N and property 3 follows.

For each m ≥ 1, denote by Jm the set {cm1 , . . . , cmn }.

Proposition 2.9 Let J = {p1, . . . , pn} be any finite subset of PM . The laws of (Hp1
, . . . ,Hpn)

under PT , T > 0, satisfy an LDP on M(J,G) with rate function

IJ(g) =
1

2
inf{S(ω) : ω ∈ H1A, ω ∼J g.}.

Proof – Let (cmi )m≥1, i = 1 . . . n be given by the preceding lemma. By a standard result on
exponential approximations (see [2], Theorem 4.2.16), property 2 of Lemma 2.8 ensures that the
laws of (Hp1

, . . . ,Hpn) under PT , T > 0 satisfy an LDP on GJ with rate function

ÎJ(g) =
1

2
sup
δ>0

lim
m→∞

inf
h∈B(g,δ)

inf
ω∼Jmh

S(ω).

Here, B(g, δ) denotes the open ball of radius δ around g in GJ . The proof is completed by the
next lemma, after noticing that the domain of IJ is contained in the closed subset M(J,G) of
GJ .
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Lemma 2.10 Keep the preceding notation. Then,

sup
δ>0

lim
m→∞

inf
h∈B(g,δ)

inf
ω∼Jmh

S(ω) = inf
ω∼Jg

S(ω).

The proof of this lemma involves the two technical facts about connections that we men-
tioned earlier, namely that an H1 connection induces a continuous holonomy, and Uhlenbeck’s
weak compactness theorem.

Proof – For each m ≥ 1 and δ > 0, define the set

Om,δ = {ω ∈ H1A : ∃h ∈ B(g, δ), ω ∼Jm h}.

Since the holonomy along a given path depends continuously on the connection in H1A (see
Proposition 1.2) these are open subsets of H1A.

Now, let ω be a connection in H1A such that ω ∼J g. It induces a holonomy which depends
continuously on the paths, with fixed endpoints (see Proposition 1.2). Hence, for every δ > 0,
ω belongs to Om,δ for m large enough.

Choose α > 0 and ω0 in H1A such that ω0 ∼J g and such that S(ω0) ≤ inf{S(ω) : ω ∼J

g} + α. Choose δ > 0. By the observation above,

lim
m→∞

inf
Om,δ

S ≤ S(ω0).

By letting α, then δ tend to 0, we get the inequality ÎJ ≤ IJ .
Assume that this inequality is strict. Then, for some α > 0, for all δ > 0, one would have

lim
m→∞

inf
Om,δ

S ≤ inf
ω∼Jg

S(ω) − α = s− α,

where we set s = infω∼Jg S(ω). Hence, we may construct a sequence (ωmk
) with ωmk

∈ Omk ,δ

and supk S(ωmk
) ≤ s − α/2. From this sequence with bounded energy, we can, by Uhlenbeck’s

theorem, extract a subsequence gauge-equivalent to a weakly convergent sequence of connections.
Thus, there exists a subsequence (ωr)r≥1 of (ωmk

), a sequence (jr)r≥1 in H2J and ω ∈ H1A
such that jr ·ωr ⇀ ω and S(ω) ≤ s−α/2. Let (Nr)r≥1 denote an increasing sequence such that
ωr ∈ ONr ,δ.

For every path c, the holonomy along c of jr · ωr converges to that of ω (see Proposition
1.2). In particular, hol(jr · ωr, pi) → hol(ω, pi) for each i. Moreover, since S(ωr) is bounded, by
property 3 of Lemma 2.8, the distance d(hol(jr · ωr, c

Nr
i ),hol(jr · ωr, pi)) tends to 0. Hence,

hol(jr · ωr, c
Nr
i ) −→

r→∞
hol(ω, pi) , i = 1 . . . n.

Hence, ω ∈ O∞,2δ, where we take the convention J∞ = J .
For every δ > 0, we are thus able to construct a connection ω in O∞,2δ such that S(ω) ≤

s − α/2. For each n ≥ 1, let us do this construction with δ = 1/2n. This produces a sequence
(ωn), from which we may again extract a subsequence gauge-equivalent to a weakly H1 conver-
gent one, with limit ω∗. This limit satisfies both S(ω∗) ≤ s−α/2 and ω∗ ∼J g. This contradicts
the definition of s.
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3 Large deviations for the random holonomy process

As explained in [9], Section 2.10.2, the probability space (M(PM,G), C, PT ) is the projective
limit of the spaces (M(J,G), CJ , P

J
T ), where J spans the set of finite subsets of PM and P J

T

denotes the distribution of the holonomy along the paths of J under PT . A straightforward
application of Dawson-Gärtner’s theorem (see [2], Thm. 4.6.1 for instance) gives the following
result. The topology on M(PM,G) is that of pointwise convergence.

Proposition 3.1 The measures (PT )T>0 satisfy on M(PM,G) a LDP with good rate function

ĨY M (f) =
1

2
sup

J⊂PM,♯J<∞
inf

ω∼Jf
S(ω).

It is part of the theorem that the function ĨY M is lower semi-continuous on M(PM,G).
This means that the level sets {f : ĨY M (f) ≤ α} are closed. That it is a good rate function
means that these level sets are compact. This is automatically true here, because M(PM,G)
itself is a compact space, as a closed subspace of F(PM,G) = GPM .

This section is devoted to the proof of the fact that ĨY M = IY M .

Lemma 3.2 Let f ∈ M(PM,G) be such that ĨY M (f) < ∞. Then f is continuous with fixed
endpoints.

Proof – Let l be a simple loop on M bounding a domain D diffeomorphic to a disk. Let ω be
a connection in H1A such that ω agrees with f on l and S(ω) ≤ ĨY M (f) + 1. By the energy
inequality (see Proposition 1.3), ρ(f(∂D))2 ≤ σ(D)(ĨY M (f) + 1). This implies that f satisfies
the assumptions of Proposition A.5. Hence, it is continuous with fixed endpoints.

Lemma 3.3 Let f ∈ M(PM,G) be such that ĨY M (f) <∞. Let m ∈M be a fixed point. Then
there exists ω ∈ H1A, such that S(ω) ≤ ĨY M (f) and ω ∼Π f for some dense subset Π of LmM ,
the set of loops based at m.

Proof – There exists in LmM a countable dense subset of piecewise geodesic loops. For example,
take a countable dense subset of M containing m and consider the set of piecewise geodesic loops
based at m and joining a finite number of these points.

These piecewise geodesic loops can be enumerated as a sequence (ζn)n≥1. For every n ≥ 1,
there exists a graph Γn such that ζ1, . . . , ζn are paths in Γn.

For each n, there exists by Proposition 2.4 a connection ωn ∈ H1A such that ω ∼Γn f and
S(ω) = IΓn(f) ≤ ĨY M (f).

Uhlenbeck’s compactness theorem allows us to extract a weakly convergent subsequence of
connections, up to gauge transformations. The weak limit of this subsequence has an energy
no greater than ĨY M (f). Let h denote the holonomy that it induces. Then h agrees with f on
ζ1, . . . , ζn for every n. Hence, for each n ≥ 1, Kn = {x ∈ G : x−1h(ζi)x = f(ζi) , i = 1 . . . n} is
non-empty. The sequence (Kn) is thus a non-increasing sequence of non-empty compact subsets
of G and its limit is non-empty. Hence, h and f agree on Π itself, a dense subset of LmM .

15



Lemma 3.4 Let f ∈ M(PM,G) be such that ĨY M (f) < ∞. Then there exists ω ∈ H1A, such
that ω ∼ f and S(ω) ≤ ĨY M (f).

Proof – It suffices to combine the two previous results : both f and ω determine holonomies
continuous with fixed endpoints, which agree on a dense subset of LmM . By acting on f by a
gauge transformation at the point m if necessary, we may assume that f(l) = hol(ω, l) for every
loop of Π. By continuity, this equality extends to every loop based at m. Finally, two elements
of M(PM,G) which agree on LmM agree4 on PM (see for example [13]).

Lemma 3.5 Let f ∈ M(PM,G) be such that there exists ω ∈ H1A such that ω ∼ f . Then
S(ω) ≤ ĨY M (f).

Proof – The hypothesis implies that ĨY M (f) <∞. Hence, by Lemma 3.4, f is equivalent to anH1

connection ω′ such that S(ω′) ≤ ĨY M (f). Now, ω ∼ ω′ and, by Proposition 1.4, S(ω) = S(ω′).

Proposition 3.6 The two functions ĨY M and IY M are equal on M(PM,G).

Proof – Take f ∈ M(PM,G). Assume first that f is equivalent to some H1 connection ω. Then,
ω ∼J f for every J ⊂ PM , so that ĨY M (f) ≤ IY M (f). On the other hand, IY M (f) = S(ω) and,
by Lemma 3.5, ĨY M (f) ≥ S(ω). Hence, ĨY M and IY M take the same value on f .

Assume now that there is no H1 connection equivalent to f , that is, IY M (f) = +∞. By
Lemma 3.4, this implies ĨY M (f) = +∞.

This concludes the proof of the main theorem. The appendices are devoted to the proof of
the technical results on H1 connections that were admitted in Section 1.3.

A Holonomy of Sobolev connections – Proofs

A.1 Existence of the holonomy

When one considers smooth objects, connections and paths can be paired to produce elements
of the structure group, via the parallel transport. We show in this appendix that this pairing
extends to the case of H1 connections, into a map

H1A× PM −→ G,

which is continuous in each variable separately, in a sense that will be made more precise later.
Functions of class H1 on a two-dimensional domain are defined almost-everywhere, however

it is a classical fact (see [1]) that they admit a trace along every regular enough one-dimensional
subdomain. This allows us to consider the trace of an H1 connection along a path on M .

Let c : [0, 1] −→ M be a path with a fixed parametrization. If ω ∈ C∞A, then c∗ω is a
piecewise smooth 1-form on [0, 1] with values in g. For p ≥ 1, its Lp norm is defined by

‖ c∗ω ‖p
Lp=

∫ 1

0
‖ c∗ω(∂t) ‖p dt =

∫ 1

0
‖ ω(ċt) ‖p dt.

4Remember that agree means are equal up to gauge transformations, see Definition 2.3.
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Notice that, for p = 1, this norm is independent of the parametrization of c.
Let ω be an element of H1A. The trace of ω along c can be defined as follows. If (ωn)n≥1 is a

sequence of smooth connections converging to ω in H1A, then the sequence (c∗ωn)n≥1 converges
in L2 norm to a limit which depends only on ω and is denoted by c∗ω. Moreover, the mapping
c∗ : H1A −→ L2Ω1([0, 1]) ⊗ g is continuous 5.

Let ω be an element of H1A and c a parametrized path in PM . We identify the 1-form
c∗ω with the square-integrable g-valued function t 7→ c∗ω(∂t) = ω(ċt). In order to define the
holonomy of ω along c, we need to solve the following differential equation in G :

{

h0 = 1
ḣth

−1
t = −(c∗ω)t.

(7)

The solution of this differential equation should belong to the space

H1
• ([0, 1];G) = {a ∈ H1([0, 1];G) : a0 = 1}.

Although this space is no vector space, let us call H1 norm the function ‖ · ‖H1
•

defined on it by

‖ a ‖2
H1

•
=

∫ 1

0
‖ ȧt ‖2 dt.

Proposition A.1 Let α be an element of L2([0, 1]; g). There exists a unique a ∈ H1
• ([0, 1];G)

such that
ȧta

−1
t = −αt a.e. t ∈ [0, 1]. (8)

Through any faithful representation of G in GLN (C), the function a is the sum of the fol-
lowing absolutely convergent series in H1([0, 1]; MN (C))

at = 1 +
∑

n≥1

(−1)n
∫

0≤t1≤...≤tn≤t
αtn . . . αt1 dt1 . . . dtn. (9)

Let D : L2([0, 1]; g) −→ H1
• ([0, 1];G) denote the map which assigns to each α the unique a

solution to (8). Then D is a norm-preserving homeomorphism.

Proof – If a and b are two solutions of (8), then one checks easily that the derivative of a−1b is
identically zero. Hence, the solution to (8), if it exists in H1, is unique in that space.

Let us choose a faithful representation of G in GLN (C) for some N . We identify G with its
image under this representation and g with a subspace of MN (C). Let us endow MN (C) with
a norm ‖ · ‖ which coincides with a G-invariant scalar product on g. Finally, let C denote a
positive constant such that, for every b and c in MN (C), one has ‖ bc ‖≤ C ‖ b ‖‖ c ‖.

For n ≥ 1, set In(t) =
∫

0≤t1≤...≤tn≤t αtn . . . αt1 dt1 . . . dtn. It is an absolutely continuous
function of t, with a.e. derivative

İn(t) = αt

∫

0≤t1≤...≤tn−1≤t
αtn−1

. . . α1 dt1 . . . dtn−1.

5This mapping is in fact even defined and continuous on H1/2
A. We will use this stronger property in the

sequel.
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Hence,

‖ İn(t) ‖≤ ‖ αt ‖
(n− 1)!

(

C

∫ t

0
‖ αs ‖ ds

)n−1

.

Let us consider all functions involved as taking their values in MN (C). We can compute their
L2 norms using the norm ‖ · ‖ on MN (C). We get in particular the inequality

‖ İn ‖L2≤‖ α ‖L2

1

(n − 1)!

(

C

∫ 1

0
‖ αs ‖ ds

)n−1

. (10)

It follows that the series (9) converges absolutely in H1.
Let us check that a is a solution of (8). For this, define, for N ≤ 1, aN

t as the partial sum
up to order N of the series (9). One checks easily that ȧN

t = −αta
N−1
t . By letting N tend to

infinity, we find ȧt = −αtat. There remains to check that a takes its values in G.
Now let f be any smooth function on MN (C) which vanishes on the group G. Replacing f

by x 7→
∫

G f(gx) dg, we may assume that f is left G-invariant, that is, that f(gx) = f(x) for all
x ∈ MN (C) and g ∈ G. Differentiating this relation with respect to g, we find dxf(αx) = 0 for
every x ∈ MN (C) and α ∈ g. Now, f(a0) = 0 and

d

dt |t=t0
f(at) = dat0

f(ȧt0) = −dat0
f(αt0at0) = 0.

This equation holds a.e. on [0, 1], but since t 7→ f(at) is absolutely continuous, it implies that
f(at) vanishes identically.

By taking for f the square of the distance to G in Mn(C), we get the result.

It is clear now that, given a path c, the mapping H1A −→ G, ω 7→ hol(ω, c) is continuous.
However, more can be said.

Proposition A.2 Let (ωn)n≥1 be a sequence in H1A which converges weakly to ω ∈ H1A.
Then, for every c ∈ PM , one has the convergence

hol(ωn, c) −→
n→∞

hol(ω, c).

Proof – This result relies on the fact that a connection needs only be of class H
1

2 in order to
admit a L2 trace along a path. Hence, we have two continuous linear mappings

H1A i→֒ H
1

2A c∗−→ L2Ω1([0, 1]) ⊗ g,

the first one being the inclusion. The point is that i is compact and transforms a weak conver-
gence into a strong one : the result follows immediately.

A.2 Energy inequality and continuity of the holonomy

Let l be a simple loop in M which bounds a domain D diffeomorphic to an open disk. Let ω be
a smooth connection on M . D. Fine has proved in [5] the following inequality :

ρ(hol(ω, l))2 ≤ σ(D)SD(ω), (11)
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where SD(ω) is the contribution of the restriction of ω to D to the Yang-Mills energy of ω, that
is,

SD(ω) =

∫

D
‖ Ω̃ ‖2 dσ.

Proposition A.3 Inequality (11) still holds when ω belongs to H1A.

Proof – Let us approximate ω in H1A by a sequence of smooth connections. Both the Yang-Mills
energy and the holonomy along l are continuous functionals on H1A, so that inequality (11)
passes to the limit.

This inequality is essential. For example, it suffices to imply the following continuity result.

Proposition A.4 Let ω ∈ H1A be fixed. The mapping PM −→ G, c 7→ hol(ω, c) is continuous
with fixed endpoints. This means that, whenever cn tends to c in length with fixed endpoints,
one has hol(ω, cn) −→ hol(ω, c).

We prefer to state and prove the following slightly more general result.

Proposition A.5 Let f be an element of M(PM,G). Assume that there exists a constant K
such that, for every domain D diffeomorphic to an open disk and bounded by a simple loop ∂D,
one has the inequality

ρ(f(∂D))2 ≤ Kσ(D). (12)

Then f is continuous with fixed endpoints : whenever (cn)n≥1 is a sequence of paths with fixed
endpoints converging in length to c, f(cn) converges to f(c).

Proof – The arguments for this proof are spread in the sections 2.4 to 2.6 of [9], although this
result was not stated there. We give here a full sketch of proof and refer the reader to [9] for
the details.

Let f ∈ M(PM,G) satisfy (12). The first step is to use an isoperimetric inequality on M
([9], Prop. 2.15), which holds locally, to deduce the existence of a new constant, still denoted
by K, such that, for l a simple loop of sufficiently small length ℓ(l), ρ(l) ≤ Kℓ(l).

Since f is multiplicative, this inequality can be extended to short loops with finite self-
intersection, defined in [9], Def. 2.11. This involves lasso decomposition (Prop. 2.14) and holds
in particular for piecewise geodesic loops. Hence, for every short enough piecewise geodesic loop
ζ, one still has ρ(f(ζ)) ≤ Kℓ(ζ).

Now, let c be an embedded path. It is possible to find a sequence of piecewise geodesic
paths (αn)n≥1 converging to c with fixed endpoints and such that, for all n, α−1

n c is a simple
loop bounding a domain diffeomorphic to a disk, whose area tends to zero as n tends to infinity.
Hence, f(αn) −→ f(c). This is explained in section 2.5.3.

Then, the arguments of the proofs of Lemma 2.36 and Prop. 2.35 show that, whenever (ζn)
is a sequence of piecewise geodesic paths converging to c with fixed endpoints, f(ζn) tends to
f(c). This is the main step of the proof. It involves cutting each ζn in three parts, two short
loops based at the endpoints of c and one path with the same endpoints as c and staying in a
tubular neighbourhood of c. The two short loops do not contribute asymptotically to f(ζn) and
the path in the tubular neighbourhood is shown to have a value under f close to that of c, by
comparing it with an appropriate term in the first approximating sequence (αn).
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After extending the result to the case of a piecewise embedded path c (Section 2.6.4), one
concludes easily that f is continuous with fixed endpoints, see Prop. 2.42.

The same arguments imply the following result.

Proposition A.6 Let α be a smooth 1-form on a domain D. Let c be a path in D and (cn)n≥1

a sequence of path converging in length to c with fixed endpoints. Assume that c and all the cn’s
are contained in some compact subdomain of D. Then

∫

cn
α converges as n tends to infinity to

∫

c α.

Proof – Inside the compact subdomain where c and the cn’s stay, α and dα are bounded. Hence,
for any loop l bounding a domain ∆ diffeomorphic to a disk,

∣

∣

∣

∣

∫

l
α

∣

∣

∣

∣

≤ Kσ(∆) ≤ K ′σ(∆)
1

2

for some constants K and K ′. From there on, the proof goes just as the previous one.

B Gauge equivalence of H
1 connections

Gauge transformations of class H2 act on H1A and modify the holonomy according to (1). We
address here the following question : is it true that two connections which determine equivalent
elements of M(PM,G) differ by a gauge transformation of class H2 ? The answer is positive.

Proposition B.1 Let ω and ω′ be two connections of H1A. Assume that the functions c 7→
hol(ω, c) and c 7→ hol(ω′, c) of M(PM,G) are equivalent, that is, belong to the same orbit under
F(M,G). Then there exists j ∈ H2J such that ω′ = j · ω. In particular, ω and ω′ have the
same energy.

Let ω and ω′ be as above. Let f and f ′ denote their respective holonomies. We proceed
as follows. First, we find a gauge transformation j which transforms f into f ′. Then, we show
that j is of class H2. Hence, j ·ω and ω′ induce the same holonomy. We conclude that they are
equal.

Let us begin with the last point.

Lemma B.2 Let ω and ω′ be two connections of H1A which induce the same holonomy. Then
ω = ω′.

Proof – In local coordinates (x, y), where ω = ωxdx+ωydy and ω′ = ω′
xdx+ω′

ydy, the hypothesis
implies that the traces of ωx and ω′

x coincide along every horizontal segment and those of ωy and
ω′

y along every vertical segment. Now, an H1 function whose trace vanishes identically along
every horizontal segment is identically zero. Indeed, it belongs to L1 and, by Fubini’s theorem,
its integral over any rectangle is zero.
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Let us fix two connections ω and ω′ as in Proposition B.1, inducing holonomies f and f ′.
Let m be a point on M . Let j be a gauge transformation such that j · f = f ′. If c is a path
starting from m and ending at some point p, the fact that j · f = f ′ evaluated at c reads

j(p) = f(c)j(m)f ′(c)−1. (13)

Hence, if d denotes the distance in G, d(j(p), j(m)) ≤ ρ(f(c)) + ρ(f ′(c)).

Proposition B.3 Let ω be an element of H1A, inducing the holonomy f ∈ M(PM,G). Let m
be a point in M . There exists two constants R > 0, K > 0 such that, if ζ is a geodesic starting
at m of length less than R,

ρ(f(ζ)) ≤ K
√

ℓ(ζ).

The square root plays no special role here. It could actually be improved into any power of
ℓ(ζ) in the interval [1/2, 1) or even into ℓ(ζ) log(ℓ(ζ)).

Proof – Let R be smaller than the radius of injectivity of M . Using normal coordinates in
B(m,R), we work on D(0, R), on which we put polar coordinates (r, θ). Given r ∈ [0, R) and
θ ∈ [0, 2π), let ζr,θ denote the segment joining 0 to (r, θ). Let us parametrize this segment by
the radius on the interval [0, r]. Taking the trace along ζr,θ defines a mapping

ζ∗r,θ : H1A(D(0, r)) −→ L2A([0, r]).

Then, relation (7) and a Cauchy-Schwarz inequality ensure that

ρ(f(ζr,θ)) ≤
√
r ‖ ζ∗r,θω ‖L2([0,r]), (14)

where we have as before ‖ ζ∗r,θω ‖2
L2([0,r])=

∫ r
0 ‖ ω(ζ̇r,θ) ‖2 dt.

Hence, it is crucial to estimate the norm of ζ∗r,θ. To do this, we realize ζ∗r,θ as the composition
of several linear mappings.

H1A(D(0, R))
Rot(θ)∗−→ H1A(D(0, R))

↓
H1A(D(0, r))

(rId)∗−→ H1A(D(0, 1))
ζ∗
1,0−→ L2A([0, 1])

(r−1Id)∗−→ L2A([0, r]),

where the vertical arrow is just the restriction. Let us review these linear mappings one after
the other.

The mapping U(1) −→ End(H1A(D(0, R))) sending eiθ on Rot(θ)∗ is continuous. Hence, its
image is bounded, and so is the norm of Rot(θ)∗, uniformly in θ.

The norm of the restriction is just 1.
The norm of ζ∗1,0, which is just taking the trace along the segment [0, 1], is some finite

constant.
What is of importance to us is what happens in the two dilatations. We leave the reader

check the two following equalities :

‖ (rId)∗ω ‖L2(D(0,1))=‖ ω ‖L2(D(0,r)) , ‖ ∇(rId)∗ω ‖L2(D(0,1))= r ‖ ∇ω ‖L2(D(0,r)), (15)
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where ∇ω stands for the gradient of any component of ω. The norms are understood with respect
to the pullback of the metric on M by the exponential map. Since ω belongs to L4(D(0, 1)),
we have6 ‖ ω ‖L2(D(0,r))≤ σ(D(0, r))1/4 ‖ ω ‖L4(D(0,r))≤ K

√
r ‖ ω ‖H1(D(0,r)) . Finally, we get

‖ (rId)∗ ‖≤ K
√
r for some constant K.

A similar but simpler argument shows that ‖ (r−1Id)∗ ‖≤ K/
√
r. Putting all this together,

we conclude that the norm of ζ∗r,θ is bounded uniformly with respect to r and θ. The result
follows by applying (14).

Corollary B.4 Let ω, ω′ be two connections of H1A. Assume that they induce equivalent
holonomies f and f ′. Then there exists a continuous gauge transformation which sends f to f ′.

We prove now that j admits a weak derivative.

Proposition B.5 With the notation of the corollary above, j admits a weak differential equal
to jω′ − ωj. In particular, it belongs to W 1,4J . Moreover, if ω and ω′ are smooth, then j is
smooth.

Proof – Let us prove this first on an open subset of M diffeomorphic to (−1, 1)2, with coordinates
(x, y). Let us focus on the partial derivative with respect to x. For each y ∈ (−1, 1) and x ∈ [0, 1),
consider the segment Sy(x) = [0, x] × {y}. By (13), we have

j(x, y) = f(Sy(x))j(0, y)f
′(Sy(x))

−1.

Hence, for fixed y, the map x 7→ j(x, y) is the product of two H1 functions, so that it belongs
to W 1,1. Let us compute its derivative :

∂xj(x, y) = −ω(∂x)f(Sy(x))j(0, y)f
′(Sy(x))

−1 + f(Sy(x))j(0, y)f
′(Sy(x))

−1ω′(∂x)

= j(x, y)ω′(∂x) − ω(∂x)j(x, y).

If ω and ω′ are smooth, this computation and the similar one in the other direction imply
that j too is smooth.

Otherwise, j is absolutely continuous along every horizontal segment and admits there an
almost everywhere derivative which is the trace of the L4 function jω′(∂x) − ω(∂x)j.

Hence, j admits an L4 weak partial derivative with respect to x, namely jω′ − ωj evaluated
on the vector field ∂x. A similar statement holds in the other direction and j admits an L4 weak
differential equal to jω′ − ωj.

Corollary B.6 Still with the same notation, j belongs to H2(M ;G).

Proof – It suffices to show that jω′ − ωj belongs to H1. First, notice that it belongs to L4,
because ω and ω′ do and j is bounded. The differential in some direction of a component of this
form reads (∂j)ω′ − ω(∂j) + j(∂ω′) − (∂ω)j. The first two terms belong to L2 as products of
two terms in L4. The last two terms also belong to L2 as products of a bounded term and an

6This argument can be improved : ω belongs to Lp for every finite p. This is how the square root in the
statement of Prop. B.3 could be replaced by a higher power. However, this would serve no purpose here.
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L2 one.

Proof of Proposition B.1 – Let ω and ω′ be two H1 connections which induce equivalent
holonomies f and f ′. According to Corollary B.6, there exists a gauge transformation j in H2J
such that j · f = f ′. On the other hand, j acts on ω and j · ω has the same holonomy as ω′. By
Lemma B.2, we deduce that j · ω = ω′. In particular, S(ω) = S(ω′).

Let us conclude this appendix with a result that will be useful in the explicit construction
of an H1 connection with minimal energy given the equivalence class of is holonomy along the
edges of a graph (Appendix D).

Proposition B.7 Consider the rectangle R = (−1, 1)2, the straight path S = (−1, 1) × {0} in
R and the upper and lower halves R+ = (−1, 1) × [0, 1), R− = (−1, 1) × (−1, 0].

Consider two connections ω and ω′ which are H1 on R, which coincide along S in the
tangential direction and which have the same holonomy along any loop in R which is either
contained in R+ or R−.

Then there exists an H2 gauge transformation j : R −→ G identically equal to 1 along S
such that ω′ = j · ω.

Moreover, if ω and ω′ are smooth on R− S, then j is also smooth on R− S.

Proof – Let f and f ′ denote the holonomies induced by ω and ω′ respectively. Let m be a point
in R. Define j(m) = f(c)f ′(c)−1, where c is any path joining a point of S to m and staying in
the half of R where m sits. The assumptions on ω and ω′ imply that j(m) does not depend on
the choice of c. Moreover, j(m) = 1 whenever m ∈ S.

Now, j · f and f ′ coincide along all paths contained in R+ and all paths contained in R−, as
well as along all paths obtained by concatenation of a finite number paths staying in R+ or R−.

The proofs of statements B.2 to B.6 do not require more than that. The continuity of j
can be checked separately in each half of R. Then, the fact that it belongs to W 1,4 relies only
on the equality of j · f and f ′ along segments parallel to the axes. In the case where ω and
ω′ are smooth, we can also deduce the fact that j is smooth on R − S. The next step, the
fact that j is H2, comes from the fact that both ω and ω′ are H1. Finally, one deduces that
j·ω = ω′ from the fact that they induce the same holonomy along segments parallel to the axes.

C A proof of the energy inequality

For the convenience of the reader, we give a proof of Fine’s energy inequality. It consists basically
in applying Cauchy-Schwarz inequality in the right context.

Let D be the closed unit disk in R
2 endowed with a smooth volume form σ. Pick a connection

ω which is smooth on D, that is, a smooth g-valued 1-form defined on a neighbourhood of D.
For s, t ∈ [0, 1], set

γ(s, t) = (1 − s+ s cos(2πt), s sin(2πt)) ∈ R
2.

For every s ∈ [0, 1], t 7→ γ(s, t) is a smooth loop based at the point (1, 1). The mapping γ
realizes a smooth homotopy between the constant loop at (1, 1) and the boundary of D starting
at (1, 1) with the usual orientation.
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Let h(s, t) denote the holonomy of ω along γ(s, ·) at time t, that is : for every s ∈ [0, 1],
t 7→ h(s, t) is the solution of h(s, 0) = 1, (∂th)(s, t)h(s, t)

−1 = −ω((∂tγ)(s, t)). By standard
results on ordinary differential equations, h is a smooth mapping from [0, 1]2 to G. Its derivative
with respect to s is given by the following proposition, which we prove at the end of this section.

Recall that the curvature Ω of ω is the g-valued 2-form defined by Ω(X,Y ) = dω(X,Y ) +
[ω(X), ω(Y )].

Proposition C.1 The following equality holds for all s ∈ [0, 1] :

h(s, 1)−1(∂sh)(s, 1) =

∫ 1

0
h(s, t)−1Ω((∂tγ)(s, t), (∂sγ)(s, t))h(s, t) dt.

Let σ(D) denote the integral of σ over D.

Corollary C.2 (Energy inequality) The following inequality holds :

ρ(hol(ω, ∂D))2 ≤ SD(ω)σ(D).

Proof – Since conjugation preserves the norm in g,

‖ (∂sh)(s, 1) ‖≤
∫ 1

0
‖ Ω((∂tγ)(s, t), (∂sγ)(s, t)) ‖ dt.

Let us write Ω = Ω̃σ, where Ω̃ is a g-valued function on D. By applying Cauchy-Schwarz
inequality, we get
∣

∣

∣

∣

∫ 1

0
‖ Ω((∂tγ)(s, t), (∂sγ)(s, t)) ‖ dt

∣

∣

∣

∣

2

=

∣

∣

∣

∣

∫ 1

0
‖ Ω̃(γ(s, t)) ‖ |σ((∂tγ)(s, t), (∂sγ)(s, t))| dt

∣

∣

∣

∣

2

≤
∫ 1

0
‖ Ω̃(γ(s, t)) ‖2 |σ((∂tγ)(s, t), (∂sγ)(s, t))| dt

∫ 1

0
|σ((∂tγ)(s, t), (∂sγ)(s, t))| dt.

Set A(r) =
∫ r
0 ds

∫ 1
0 |σ((∂tγ)(s, t), (∂sγ)(s, t))| dt. It is the area enclosed by the path t 7→ γ(r, t).

The function A is a diffeomorphism of [0, 1] onto [0, σ(D)]. Reparametrize s 7→ h(s, 1) by setting

k(u) = h(A−1(σ(D)u), 1).

The path u 7→ k(u) is a path in G from 1 to h(1, 1). Hence,

ρ(h(1, 1))2 ≤ ℓ(k)2 =

∣

∣

∣

∣

∫ 1

0
‖ k̇(u) ‖ du

∣

∣

∣

∣

2

≤
∫ 1

0
‖ k̇(u) ‖2 du.

The last term is the energy of the path k, which can be estimated as follows.

∫ 1

0
‖ k̇(u) ‖2 du =

∫ 1

0
‖ (∂sh)(A

−1(σ(D)u), 1) ‖2 σ(D)2

A′(A−1(σ(D)u))2
du

=

∫ 1

0
‖ (∂sh)(s, 1) ‖2 σ(D)

A′(s)
ds

≤ σ(D)

∫ 1

0

(
∫ 1

0
‖ Ω̃(γ(s, t)) ‖2 |σ((∂tγ)(s, t), (∂sγ)(s, t))| dt

)

ds

= σ(D)

∫

D
‖ Ω̃ ‖2 σ

= σ(D)SD(ω).
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This implies the result because h(1, 1) = hol(ω, ∂D).

Proof of Proposition C.1 – For every s ∈ [0, 1], consider the vector field Xs defined on [0, 1]×G
by

Xs(u, g) = (1,−ω((∂tγ)(s, u))g).

Let (Φt
s)t≥0 denote the flow of Xs. The group G acts on [0, 1]×G by multiplication on the right

on the second factor. Since Xs is G-invariant, its flow is also invariant. By definition of h(s, t),
one has

Φt
s(u, g) = (u+ t, h(s, u+ t)h(s, u)−1g). (16)

In particular, Φ1
s(0, 1) = (1, h(s, 1)). Since Xs depends smoothly on s, a classical result (see [4],

Thm. B.3 for example) asserts that

∂

∂s
Φ1

s(0, 1) =

∫ 1

0
dΦt

s(0,1)Φ
1−t
s

[

∂Xs

∂s
(Φt

s(0, 1))

]

dt.

The term inside the brackets is equal to (0,− ∂
∂s [ω((∂tγ)(s, t))] h(s, t)). By differentiating (16),

one gets

dΦt
s(0,1)Φ

1−t
s

[

(0,− ∂

∂s
[ω((∂tγ)(s, t))]h(s, t))

]

= (0, h(s, 1)h(s, t)−1 ∂

∂s
[ω((∂tγ)(s, t))]h(s, t)).

Hence,

h(s, 1)−1(∂sh)(s, 1) = −
∫ 1

0
h(s, t)−1 ∂

∂s
[ω((∂tγ)(s, t))] h(s, t) dt. (17)

Since the vector fields ∂tγ and ∂sγ commute, one has at every point

− ∂

∂s
[ω(∂tγ)] = dω(∂tγ, ∂sγ) −

∂

∂t
[ω(∂sγ)]. (18)

Let us compute −
∫ 1
0 h(s, t)

−1 ∂
∂t [ω(∂sγ)]h(s, t) dt by integration by parts. The boundary terms

vanish, because the loops t 7→ γ(s, t) share the same basepoint. There remains

−
∫ 1

0
h(s, t)−1 ∂

∂t
[ω(∂sγ)]h(s, t) dt =

∫ 1

0
h(s, t)−1[ω(∂tγ), ω(∂sγ)]h(s, t) dt, (19)

where the last bracket is the Lie bracket of g. Combining (17), (18) and (19), we find what we
want, that is,

h(s, 1)−1(∂sh)(s, 1) =

∫ 1

0
h(s, t)−1Ω((∂tγ)(s, t), (∂sγ)(s, t))h(s, t) dt.

D Explicit construction of a connection with minimal energy

constrained by its holonomy along the edges of a graph

In this section, we present an alternative proof of Prop. 2.4. In fact, we prove the following
result in a simpler but longer fashion than we did in Section 2.1.
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Proposition D.1 Let Γ be a graph on M . Let g be an element of GΓ. Then there exists an
element ω ∈ H1A such that S(ω) = 2IΓ(g) and ω ∼Γ g. In fact, ω can even be chosen in
W 1,∞A, hence continuous on M , and smooth outside Γ.

We begin by proving the existence of a covering ofM which is nicely adapted to Γ. Recall that
M is endowed with a Riemannian metric. This metric allows us to define tubular neighbourhoods
around embedded submanifolds of M , see for example [9], Section 2.5.2.

In what follows, we denote by V (Γ) the set of vertices of Γ. If e is an edge and v a vertex of
Γ, we denote by e→ v the fact that e is incident to v.

Lemma D.2 There exist two real numbers R,L > 0 such that the following holds :

1. The balls B(v,R) are diffeomorphic to disks and pairwise disjoint, where v spans V (Γ).
Moreover, an edge e meets the ball B(v,R) if and only if v is one of its endpoints and this
intersection is connected.

2. Let v be a vertex. Let f1, . . . , fk be the edges sharing v as an endpoint. We assume
that they are oriented as outgoing edges and that they are indexed in their natural cyclic
order around v. It is possible to choose polar normal coordinates (r, θ) in B(v,R) such
that there exist k smooth functions θ1, . . . , θk : [0, R) −→ [0, 2π) and 2k real numbers
0 ≤ θ−1 < θ+

1 < . . . < θ−k < θ+
k < 2π, such that, for all j = 1 . . . k, (r, θj(r)) is an

oriented parametrization of fj inside B(v,R) and θ−1 < inf [0,R) θj < sup[0,R) θj < θ+
j . We

call {(r, θ) : θ−j < θ < θ+
j } the angular sector of fj at v.

For each edge e, let e◦ denote the intersection of e with
⋂

v∈V (Γ)B(v,R/2)c. Let Te denote
the tubular neighbourhood of radius L around e◦.

3. The tube Te exists for every edge e and any two distinct tubes are disjoint.

4. Let v be a vertex and e an edge. The tube Te meets B(v,R) only if v is an endpoint of e.

5. Let e be an edge and v one of its endpoints. Then the open subset Te ∩ B(v,R) of M is
diffeomorphic to (−1, 1)2 by a mapping which sends e to (−1, 1) × {0}.

6. The last property holds with B(v,R) replaced by B(v, 3R/4).

Proof – Let Ri be the injectivity radius of M , so that any ball of radius smaller than Ri is
diffeomorphic to a disk. Set R1 = Ri ∧ 1

2 infv 6=w d(v,w), where the infimum is taken over all
pairs of distinct vertices. The balls B(v,R), v ∈ V (Γ) are diffeomorphic to disks and pairwise
disjoint as soon as R ≤ R1.

Let us choose in each ball B(v,R1) a system of normal polar coordinates. This amounts to
choosing the initial speed of the geodesic of equation {θ = 0}. We choose it in such a way that
no edge incident to v is tangent to this geodesic at v.

Let v be a vertex and e an edge incident to v. Since e is a segment of an embedded
submanifold, it can be parametrized near v and inside B(v,R1) as e(s) = (r(s), θ(s)), where
s ≥ 0 and e(0) = v. Then ṙ(0) > 0. Choose sv(e) > 0 such that ṙ(s) > 0 for all s ∈ [0, sv(e)].
Set R2 = inf{r(sv(e)) : v ∈ V (Γ), e → v}. Let e be an edge with endpoints e and e. Set
ẽ = e ∩ (B(e,R2) ∪ B(e,R2))

c, where e is seen as a subset of M . Finally, set R3 = 1
2 inf d(ẽ, v),

where the infimum is taken over all edges and vertices. Observe that R3 < R2. Take R ≤ R3.
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Then the balls B(v,R) satisfy the first point of the lemma. Moreover, we can say that, if e is
incident to v, it crosses the circle of radius R around v transversally.

Let us consider a vertex v and an edge e incident at v. Once again, because e is a segment of
an embedded submanifold, the local parametrization (r(s), θ(s)) of e defined above is such that
s 7→ θ(s) can be extended by continuity at s = 0.

Let us denote by f1, . . . , fk be the edges incident to v, given in their cyclic order around v, and
(r1, θ1), . . . , (rk, θk) their local parametrizations. We assume that the edges are indexed in such a
way that 0 < θ1(0) < . . . < θk(0) < 2π. Set δ = θ1(0)∧ (2π−θk(0))∧ inf1≤i≤k−1 |θi+1(0)−θi(0)|.
Choose s′v > 0 such that, for all i = 1 . . . k and all s ∈ [0, s′v ], |θi(s) − θi(0)| < δ/4. Finally, set
R4 = inf ri(s

′
v), where v runs over V (Γ) and ri is the local parametrization of an edge incident

to v. Then, any R such that 0 < R ≤ R4 satisfies the two first points of the lemma.
Let us choose R = R4. This allows us to define e◦ for each edge e.
For each edge e, let Le be the largest width of a tube around e◦. Set L1 = infe Le ∧

1
2 infe 6=f d(e

◦, f◦). Then any positive L smaller than L1 satisfies the third point. Now set
L2 = 1

2 infe,v d(e
◦, B(v,R)), where the infimum runs over all pairs (e, v) with e non incident to

v. Any positive L smaller than L3 = L1 ∧ L2 satisfies the fourth point.
Let e be an edge. Let Te be a tube around e◦, endowed with Fermi coordinates (t, s), such

that e◦ is defined by the equation s = 0. Consider a curve γ which crosses e◦ only once and
transversally. Near its intersection point with e◦, γ can be parametrized as (t(τ), s(τ)), with
τ = 0 corresponding to the intersection point. Then, ṡ(0) 6= 0. Hence, there exists a positive
number L′

e(γ) such that the portion of γ contained in a tube of width smaller than L′
e(γ) is the

graph in Fermi coordinates of a smooth function s 7→ T (s), which crosses the boundary of the
tube transversally. Then, the domain {(s, t) : t ≤ T (s)} is diffeomorphic to a rectangle by a
diffeomorphism which sends e◦ to a segment parallel to an edge.

By applying for each edge e this argument to the circles of centers e and e and radii R and
3R/4, we find a positive width L′

e such that L = L3∧infe L
′
e satisfies the fifth and sixth points.

Let R and L be two positive numbers given by the lemma above. We are going to construct
a minimizing connection on the balls B(v,R) first, then on the tubes Te and finally extend it on
the interior of the faces of Γ.

For each face F of Γ, choose a vertex o(F ) on the boundary of F and call ∂F the loop based
at o(F ) going once around F with the positive orientation. If v is a vertex on F other than
o(F ), denote by ∂Fo→v the portion of ∂F going from o(F ) to v. Let us decide that ∂Fo→o is the
path ∂F itself.

Recall that a configuration g = (ge)e∈Γ ∈ GΓ is given. For each face F and each vertex v on
the boundary of F , set xF (v) = h∂Fo→v(g). We denote xF (o(F )) = h∂F (g) simply by xF .

For each F again, choose an element XF ∈ g of minimal norm such that exp(σ(F )XF ) = xF .
Observe for future use that ρ(xF ) = σ(F ) ‖ XF ‖. Finally, for each F and v on the boundary
of F , set XF (v) = xF (v)XFxF (v)−1. For v = o(F ), XF (v) = Ad(xF )XF = XF .

Recall that we consider σ sometimes as a measure and sometimes as a 2-form, the two points
of view being equivalent since M is oriented.

Finally, from now on we will always consider faces of Γ as open subsets of M .

Proposition D.3 We keep the notation of the preceding lemma. Let v be a vertex of Γ. There
exists on B(v,R) a W 1,∞ connection ωv such that the following holds :
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1. ωv vanishes in all directions on the portion contained in B(v,R) of any edge incident to
v.

2. Let F be a face such that v sits on ∂F . Inside the face F , ωv is smooth and it can be written
as XF (v)λ, where λ is a smooth real-valued 1-form such that dλ = σ. In particular, it has
curvature XF (v)σ.

Proof – Pick an integer i between 1 and k, where k is the number of edges incident to v. Set
Xi = XF (v), where F is the face sitting between fi and fi+1, with the convention fk+1 = f1.
Define, for r ∈ [0, R),

βi(r) = Xi

∫ θi+1(r)

θi(r)
σ(r, θ) dθ

and

αi(r) =
2

r2

∫ r

0
uβi(u) du,

where σ(r, θ) is the smooth positive function on B(v,R) such that σ = σ(r, θ)rdrdθ. Let
φi : [0, 2π) −→ [0,∞) be a smooth nonnegative function such that

∫ 2π
0 φi(θ) dθ = 1 and such

that supp(φi) ⊂ (θ+
i , θ

−
i+1). Set

a(r, θ) = φi(θ)αi(r) , θi(r) ≤ θ < θi+1(r),

and define a function b on B(v,R) by setting b(r, θ1(r)) = 0 and

∂b

∂θ
= σ(r, θ)Xi − φi(θ)βi(r) , θi(r) ≤ θ < θi+1(r).

After doing this for each i = 1 . . . k, we have defined two functions a and b on B(v,R).
Finally, set

ωv =
r2

2
a(r, θ)dθ − rb(r, θ)dr.

We claim that ωv belongs to W 1,∞A(B(v,R)). To see this, let us write ωv in Cartesian coordi-
nates corresponding to our choice of polar coordinates :

ωv =
(

−y
2
a(r, θ) − xb(r, θ)

)

dx+
(x

2
a(r, θ) − yb(r, θ)

)

dy.

For each i = 1 . . . k, the function βi is continuous and bounded on [0, R) and so is αi. Both are
also smooth on (0, R). Hence, a is bounded on B(v,R) and smooth except at v. Observe that
∫ θi+1(r)
θi(r)

σ(r, θ)Xi − φi(θ)βi(r) dθ = 0, so that b is continuous and bounded on B(v,R) − {v}. It

is also smooth in B(v,R) outside Γ.
So far, we have proved that the components of ωv belongs to L∞. Now, along any segment

in B(v,R) parallel to one of the coordinate axes and which does not contain v, a is smooth and b
is continuous and piecewise smooth with bounded derivative. In particular, both are absolutely
continuous and so are the components of ωv. Let us show that the almost-everywhere defined
derivatives of these components are uniformly bounded on B(v,R). For example,

∂

∂x
(ya)(r, θ) =

2

r2

∫ r

0
uβi(u) du

(

−y
2

r2
φ′(θ) − 2xy

r2
φ(θ)

)

+
2xy

r2
φi(θ)βi(r),
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so that
‖ ∂x(ya) ‖L∞≤ 10 sup

1≤i≤k

(

‖ βi ‖∞ (‖ φi ‖∞ + ‖ φ′i ‖∞)
)

<∞.

A similar computation shows that the partial derivatives of xa, ya, xb, yb are all uniformly
bounded on B(v,R). Finally, the components of ωv are L∞, absolutely continuous along al-
most all segments parallel to one of the coordinate axes inside B(v,R), with partial derivative
belonging to L∞(B(v,R)). This implies that the components of ωv belong to W 1,∞.

The fact that ωv vanishes along each edge starting at v comes from the fact that a vanishes
in the angular sector of each edge and b(r, θi(r)) vanishes identically for each i = 1 . . . k.

Let F be a face incident to v. By construction, ωv is smooth inside F and it can be written
as XF (v) times a real-valued 1-form. It is readily checked that the differential of this form is
σ itself : a and b have been designed for that purpose. The statement on the curvature of ωv

follows immediately.

The next step is to construct the minimizer in the neighbourhood of each edge.

Proposition D.4 We keep the notation of Lemma D.2. Let e be an edge of Γ. Let e denote
the starting point of e and e its terminal point. There exists on Te a W 1,∞ connection ωe such
that the following holds :

1. ωe vanishes in all directions on e inside Te ∩ (B(e,R) ∪B(e,R)).

2. The holonomy of ωe along e◦ is he(g) = ge.

3. Let F be one of the two faces bounded by e. Then, on Te∩F , ωe is smooth and it is gauge-
equivalent to XFλ, where λ is a smooth real-valued 1-form such that dλ = σ. In particular,
the curvature of ωe is of the form (j−1XF j)σ for some smooth function j : Te ∩ F −→ G.

4. Let F be one of the two faces bounded by e and v be one of its endpoints. Then, on
Te ∩ F ∩B(v,R), ωe has curvature XF (v)σ.

Proof – We start by constructing a connection on Te which satisfies the first and third points
above and in fact vanishes tangentially along the whole e◦. Then, by an appropriate gauge
transformation, we make it satisfy the two other points.

Let (x, y) ∈ [0, 1] × (−L,L) be Fermi coordinates in Te, such that e◦ is the subset of Te

defined by the equation y = 0 and oriented consistently with the x-axis. Let σ(x, y) be the
smooth positive function on [0, 1] × (−L,L) such that the equality σ = σ(x, y)dxdy holds.

Let F+ denote the face above e, that is, such that F+∩{y > 0} 6= ∅. Similarly, let F− denote
the face below e. With our conventions, e is oriented as a piece of the boundary of F+.

Set X+ = XF+
(e) and X− = XF−

(e). Finally, set

ηe(x, y) = −(X+1y≥0 +X−1y≤0)

(
∫ y

0
σ(x, t) dt

)

dx.

Since (x, y) 7→ σ(x, y) is bounded on Te as well as its derivatives, ηe is Lipschitzian, hence W 1,∞.
It is also smooth on Te outside e.

The first and third points are satisfied by ηe and will still be satisfied after we act on
it by a gauge transformation j : Te −→ G which is smooth on Te and locally constant in
Te ∩ (B(e,R) ∪B(e,R)).
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Let s and t be two real numbers with 0 < s < t < 1 and such that the portion of e defined
by the equation s ≤ x ≤ t does not meet B(e,R) ∪B(e,R).

Let ψ : [0, 1] −→ G be a smooth mapping such that ψ(x) = 1 whenever x ≤ s and ψ(x) = g−1
e

whenever x ≥ t. Finally, set j(x, y) = ψ(x) and define

ωe = j · ηe = j−1ηej + j−1 dj.

Since j is constant inside the balls around the endpoints of e, ωe vanishes there tangentially
along e. The third property is also still satisfied by ωe. Let us check that ωe satisfies the second
and fourth properties.

Since the holonomy of ηe along e◦ is 1, that of ωe is j(1, 0)−1j(0, 0) = ge. Then, the fourth
point is satisfied by definition in the neighbourhood of the starting point of e. Near e, in F+,
ωe has curvature geXF+

(e)g−1
e , that is, geh∂F+o→e

(g)XF+
h−1

∂F+o→e
(g)g−1

e . Now, geh∂F+o→e
(g)

is nothing but h∂F+o→e
(g), because e is oriented as a piece of the boundary of F+. Hence,

geXF+
(e)g−1

e = XF+
(e). Taking orientation into account, the same argument works in F− and

guarantees that the fourth condition is also satisfied near the terminal point of e.

Consider an edge e and one of its endpoints v. There is no reason why the connections ωv

and ωe constructed in the two preceding propositions should coincide on B(v,R)∩Te. We make
sure that they do by applying a suitable gauge transformation to ωe.

Proposition D.5 Let e be an edge of Γ. There exists an H2 gauge transformation je : Te −→
G such that je is identically equal to 1 along e◦ and j · ωe coincides with ωe (resp. ωe) on
Te ∩B(e, 3R/4) (resp. Te ∩B(e, 3R/4)). Moreover, je is smooth on Te outside e.

Proof – By the fifth point of Lemma D.2, there exists a diffeomorphism from Te ∩ B(e,R) to
(−1, 1)2 which sends e to (−1, 1) × {0}. Let us work on the rectangle R = (−1, 1)2 that we
identify with Te ∩ B(e,R). We have two connections there, namely ωe and ωe, which are H1,
being understood that the reference measure is σ.

Let F+ and F− denote the faces of Γ corresponding to the upper and lower halves R+ =
(−1, 1) × [0, 1) and R− = (−1, 1) × (−1, 0] of R. Then, on R+, both 1-forms are of the form
XF+

(e)λ, where λ is a 1-form such that dλ = σ. A similar property holds on R−.
Set X+ = XF+

(e) and X− = XF−
(e). The holonomy of both connections along any loop

l contained in R+ (resp. in R−) is equal to exp(X+

∫

l λ) (resp. exp(X−

∫

l λ)), which does not
depend on λ such that dλ = σ, because we are working on a simply connected domain.

Finally, since ωe and ωe both vanish along e, the hypotheses of Proposition B.7 are satisfied
and we conclude that there exists an H2 gauge transformation je : Te ∩B(e,R) −→ G, smooth
outside e, equal to 1 along e and which transforms ωe into ωe.

We want to do the same construction at the other end of e and interpolate our two gauge
transformations on the whole domain Te. In order to interpolate correctly, let us consider
inside R the image of Te ∩ B(e, 3R/4). Let t ∈ (−1, 1) be such that this image is contained in
(−1, t)× (−1, 1). Let ψ : (−1, 1) −→ [0, 1] be a smooth function such that ψ(x) = 1 when x ≤ t
and ψ(x) = 0 in a neighbourhood of 1. Let Je be the lift of je to g which is equal to 0 along e.
Define j0e (x, y) = exp(Je(x, y)ψ(x)). Then j0e is H2 on R, identically equal to 1 along e and in

a domain of the form (1 − ǫ, 1) × (−1, 1) and j0e · ωe = ωe inside B(e, 3R/4).
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The same construction at the other end of e provides us with a gauge transformation j0e
identically equal to 1 along e, such that j0e · ωe = ωe on B(e, 3R/4) and which can be smoothly
interpolated by 1 outside Te ∩B(e,R).

So, after interpolating j0e and j0e outside Te ∩ (B(e,R)∪B(e,R)) by 1, we get a gauge trans-
formation with the desired properties.

At this point, we have a collection of locally defined connections, one for each vertex, namely
ωv in B(v, 3R/4) and one for each edge, namely je · ωe in Te. These connections agree pairwise
whenever the domains where they are defined overlap. Hence, we have defined a connection ωΓ

on the neighbourhood
⋃

v B(v, 3R/4) ∪ ⋃

e Te of Γ. We will denote this neighbourhood by UΓ.
It remains to extend ωΓ inside the faces of Γ.

Proposition D.6 Let F be a face of Γ. Let λF be a 1-form on F such that dλF = σ. Set

ωF = XFλF .

There exists a neighbourhood ŨΓ of Γ contained in UΓ and a smooth gauge transformation
jF : F −→ G such that jF · ωF = ωΓ on F ∩ ŨΓ.

Proof – First observe that both ωF and ωΓ are smooth inside F ∩ UΓ. This makes matters
simpler : it suffices to show that, for some basepoint m in F ∩ UΓ, ωΓ and ωF have the same
holonomy along every loop based at m.

If l is a loop in F ∩UΓ, the holonomy of ωF along l is exp(XF

∫

l λF ). Assume for a moment
that the holonomy of ωΓ is the same. Then, there exists a smooth gauge transformation j :
F ∩ UΓ −→ G such that j · ωF = ωΓ where j is defined. In order to extend j to F , consider a
neighbourhood ŨΓ of Γ, such that ŨΓ ⊂⊂ UΓ. Then there exists a smooth function ψ : F −→
[0, 1] such that ψ(m) = 1 if m ∈ ŨΓ and ψ(m) = 0 if m /∈ UΓ. Let J be a logarithm of j, which
exists because G is simply connected. Then, jF = exp(ψJ) is well-defined and smooth in F and
satisfies the desired property.

In order to complete this proof, it remains to compute the holonomy of ωΓ inside F ∩ UΓ.
This is what we are going to do now.

Let Ω̃Γ : F ∩ UΓ −→ g be the unique smooth function such that the curvature of ωΓ is Ω̃Γσ
on this domain. Let fΓ denote the holonomy induced by ωΓ.

Lemma D.7 Let m be a point in F ∩ UΓ. Let c be a path starting from m and ending at some
point p, not necessarily distinct from m. Then one has the relation

Ω̃Γ(m) = fΓ(c)−1Ω̃Γ(p)fΓ(c).

Proof – One of the most important features of the connection ωΓ on F ∩ UΓ is that it is locally
gauge equivalent to a connection of the form Xλ, where X is some vector of g and λ a real-
valued 1-form such that dλ = σ. Indeed, it has been constructed in that way. It is even true
that F ∩ UΓ can be covered by finitely many domains where ωΓ has this form.

Now, the relation which we want to prove is gauge-invariant : if it is satisfied by some connec-
tion ω on a given domain, it is also satisfied by j ·ω for all gauge transformations j. Indeed, Ω̃(m)
becomes j(m)−1Ω̃(m)j(m), Ω̃(p) becomes j(p)−1Ω̃(p)j(p) and f(c) becomes j(p)−1f(c)j(m).
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Also, a connection of the form Xλ satisfies this relation because its curvature is Xσ and its
holonomy commutes to X.

Hence, the statement is true for a path c small enough to be contained in a domain where ωΓ

has, up to gauge equivalence, the special form mentioned above. The general case follows eas-
ily by subdividing an arbitrary path into pieces each of which is contained one of the domains.

Proposition D.8 Let m be a point in F ∩UΓ. Let l be a smooth loop based at m and homotopic
to a point in this domain. Then the holonomy of ωΓ along l is exp(Ω̃Γ(m)

∫

l λF ).

Proof – Since l is smooth and homotopic to a point, there is a smooth homotopy H : (t, s) 7→ ls(t)
from [0, 1]2 to F ∩UΓ such that for each s, ls is a smooth loop based at m, l0 is the constant loop
and l1 is just l. Let us pull all our objects back by this smooth homotopy and work on [0, 1]2.
For each s ∈ [0, 1], let hs denote the holonomy of ωΓ along ls, that is, the holonomy of H∗ωΓ

along [0, 1] × {s}. Then, according to [8], Thm. 2.2, and by the preceding lemma, we have

h−1
s

∂hs

∂s
=

∫ 1

0
Ω̃Γ(m)H∗σ(t,s)(∂s, ∂t) dt.

This implies

h1 = exp

(

Ω̃Γ(m)

∫ 1

0

∫ 1

0
H∗σ(t,s)(∂s, ∂t) dtds

)

.

On the other hand,

∂

∂s

∫

ls

λF =

∫ 1

0
∂s

[

(H∗λF )(t,s)(∂t)
]

dt =

∫ 1

0
d(H∗λF )(t,s)(∂s, ∂t) dt =

∫ 1

0
H∗σ(t,s)(∂s, ∂t) dt,

since d(0,s)H(∂s) = d(1,s)H(∂s) = 0 for all s. Hence,

h1 = exp

(

Ω̃Γ(m)

∫ 1

0

∂

∂s

∫

ls

λF ds

)

= exp

(

Ω̃Γ(m)

∫

l
λF

)

.

The result is proved.

Recall that, in F near the vertex o(F ), the curvature of ωΓ is equal to XFσ. Let us choose
a point m in F ∩B(o(F ), 3R/4). We have Ω̃Γ(m) = XF .

Let ρ be the geodesic path from m to o(F ) and let C denote the path ρ∂Fρ−1. This path
generates the fundamental group π1(F ∩ UΓ,m).

Lemma D.9 The holonomy of ωΓ along C is xF = exp(σ(F )XF ).

Proof – On one hand, the holonomy of ωΓ along ∂F is xF , by construction. On the other hand,
ωΓ takes its values in RXF inside F ∩B(o(F ), 3R/4) because it is equal to ωo(F ) on this domain.
Hence, the holonomy of ωΓ along ρ belongs to the one-parameter subgroup of G generated by
XF and in any case commutes to xF . The result follows.

Proposition D.10 Let l be a smooth loop in F ∩ UΓ based at m. Then the holonomy of ωΓ

along l is equal to exp(XF

∫

l λF ).
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Proof – Since the path C generates π1(F ∩UΓ), there exists an integer r ∈ Z such that the loop
lCr is homotopic to a constant loop. Now, let (Cn)n≥1 be a sequence of smooth loops based at
m, homotopic to C, converging in length to C and such that lCr

n is a smooth path for each n.
Hence, by Prop. A.4, the holonomy of ωΓ along Cn converges to that along C, namely xF by
Lemma D.9. Let h denote the holonomy of ωΓ along l.

On one hand, the holonomy along lCr is equal to xr
Fh. On the other hand, by Prop.

D.8, the holonomy along lCr
n is equal to exp(XF

∫

lCr
n
λF ) = exp(rXF

∫

Cn
λF ) exp(XF

∫

l λF ) and
converges to the holonomy along lCr.

By Prop. A.6 and since Cn converges in length to C,
∫

Cn
λF tends to

∫

C λF as n tends to

infinity, so that the holonomy along lCr
n converges to xr

F exp(XF

∫

l λF ). Hence, h is equal to
exp(XF

∫

l λF ).

This finishes the proof of Proposition D.6.

Proof of Proposition D.1 – Let us put together the restriction of ωΓ to ŨΓ and the connections
jF ·ωF , one for each face. We get a connection defined on M itself, that we denote simply by ω.

The connection ω is W 1,∞, hence continuous on M , and it is smooth outside Γ. Its holonomy
along each edge e of Γ is ge. Inside any face F of Γ, its curvature is of the form j−1XF j for
some smooth j : F −→ G. Hence, the Yang-Mills energy of ω is

S(ω) =
∑

F

∫

F
‖ XF ‖2 dσ =

∑

F

(σ(F ) ‖ XF ‖)2
σ(F )

=
∑

F

ρ(xF )2

σ(F )
=

∑

F

ρ(h∂F (g))2

σ(F )
= 2IΓ(g).

Finally, ω realizes the minimum of the Yang-Mills energy under the constraint ω ∼Γ g.
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