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#### Abstract

In this paper, we numerically solve the two-dimensional stochastic nonlinear Schrödinger equation in the case of multiplicative and additive white noises. The aim is to investigate their influence on well-known deterministic solutions: stationary states and blowing-up solutions. In the first case, we find that a multiplicative noise has a damping effect very similar to diffusion. However, for small amplitudes of the noise, the structure of solitary state is still localized. In the second case, a local refinement algorithm is used to overcome the difficulty arising for the computation of singular solutions. Our experiments show that multiplicative white noise stops the deterministic blow-up which occurs in the critical case. This extends the results of [15] in the one-dimensional case.
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## 1 Introduction

Nonlinear Schrödinger equations (NLS) play an important role for the understanding of many physical phenomena. For instance, NLS appears in wave propagation in nonlinear media, fluid and quantum mechanics or plasma physics. It is well known that in some cases - in particular in the case of a focusing power law nonlinearity NLS equations possess solutions of special form which are localized in space, propagating at a finite constant velocity and keeping the same shape. These are called solitary waves and in the particular case of a vanishing velocity these are called stationary waves (see [10] and [29] for a review on NLS). Depending on the power of the nonlinearity, these solitary waves are stable or unstable. Under a critical value of the nonlinear exponent, the nonlinearity is called subcritical and in this case, the solitary waves are stable. For larger values (that is in the critical and supercritical
cases), the solitary waves become unstable and the time evolution may exhibit blowup.

In this paper, we wish to investigate the influence of different kinds of noises on solitary wave propagation and on the blow-up mechanism, in the two-dimensional case. Noisy terms might represent the effects of inhomogeneities in the medium in which the waves propagate, as well as noisy sources or of neglected terms in the modelization yielding to NLS equations. They can also be considered as a model of perturbation and it is natural to investigate if the qualitative behaviors described above are robust or not and how noise can change them. Here two different types of noises will be studied: additive noise and multiplicative noise. The first one acts as an additive random forcing term added to the NLS equation and has the form $i \epsilon \frac{d W}{d t}$; the case of additive noise is studied in [18] where collective coordinates and large deviation arguments are used to get information on the influence of the noise on the propagation of solitary waves. The second one can be seen as a random potential term of the form $i \epsilon u \circ \frac{d W}{d t}$ added to NLS equation. Multiplicative noise has been introduced in the context of Scheibe aggregates (see [5] and [27]). Then NLS is written as

$$
d u-i \Delta_{d} u d t-i|u|^{2 \sigma} u d t=\left\{\begin{array}{l}
i \epsilon u \circ d W  \tag{1}\\
i \epsilon d W
\end{array}\right.
$$

where $u=u(t, x, w) ; t \geq 0$ being the time variable, $x$ the space variable and $\omega$ the random variable.

There are several studies on noisy nonlinear dispersive equations. In [23] for example, thanks to inverse scattering and perturbation techniques, the authors derive some qualitative informations for small noise for different equations like NLS, Korteweg-de Vries, Sine-Gordon or Klein-Gordon. The relevance of numerical simulations is also pointed out to obtain some results for more general noises. Such simulations have been used in [16] and [28] to study the influence of a white noise on the Korteweg-de Vries equation. NLS equations with random terms are described in [1], [2] and [19] (see also the references therein). In these articles, the noise is either a potential or a perturbation of the dispersive term or the nonlinear coefficient, it has smooth paths and again an inverse scattering transform is used. A numerical study of the influence of a noise on the blow-up for NLS has been performed in [15] in the case of a white noise in space dimension one. Furthermore, many theoretical results exist about the stochastic NLS (see for instance [11]) but valid only for correlated additive or multiplicative noises.

In this article, we want to do a similar study as in [15] in dimension two. We first recall, in Section 2, some basic concepts such as the stochastic framework and general well-posedness theoretical results. We also present the finite differences numerical method, emphasizing on the noise discretization. In Section 3, we study the effects of both additive and multiplicative noises on stationary waves in the subcritical and
critical cases. Let us recall that, in the case of space dimension two considered here, the physical model corresponds to the critical case, $\sigma=1$, and the stationary wave is not stable. It results that the propagation can be studied only on a short time interval. Thus, we have chosen to simulate also a subcritical nonlinearity - $\sigma=1 / 2$ - allowing the propagation over long time interval. We find that multiplicative noise has a damping effect that can be compared for large times with the damping observed for Ginzburg-Landau models. In Section 4, we numerically investigate the noise influence on blow-up formation in the critical case. Only multiplicative noise will be considered here, since additive noise has no real effect on the blow-up. Even for the deterministic case, the numerical method has to be consistent with small spatial scales of the blow-up structure. A local refinement algorithm is given, similar to the one given in [15] in the one-dimensional case, and tested first for deterministic blow-up. Refinement criteria have to give reasonable computational costs in our two-dimensional experiments. Note that a lot of works for the computation of the blow-up of deterministic NLS (see [3], [4], [29], [30] and [31]) or Korteweg-de Vries have been done ([7], [8]). Even if they concern deterministic equations and are based on finite elements, they are very helpful to find the correct techniques to compute blow-up in our stochastic cases. Stochastic tests are finally performed with different kinds of blowing-up solutions. The two dimensional case studied here is much more difficult than the one dimensional case studied in [15], especially for the computation of singular solutions. Indeed, the refinement method is much more difficult to derive here. Bad criteria for refinements yield expensive computational costs or very poor results. In Section 4, we try to give details on the difficulties encountered and the remedies we found. Moreover, the blow-up is much more severe in dimension two and it is difficult to detect the effect of a noise. We expect that a multiplicative noise always prevents the formation of singularities. However, if the blow-up is too strong we first have to simulate a strongly focusing solution reaching very high amplitudes and in some cases we have not been able to establish this fact.

## 2 General considerations on the equations and on the numerical scheme

### 2.1 Set up of the problem

The equations which will be studied here are the following:

$$
\left\{\begin{array}{l}
d u-i \Delta_{d} u d t-i|u|^{2 \sigma} u d t=\left\{\begin{array}{l}
i \epsilon u \circ d W \\
i \epsilon d W
\end{array}\right.  \tag{2}\\
u(0)=u_{0}
\end{array}\right.
$$

Dirichlet boundary conditions will be considered on a square domain $D$ of $\mathbb{R}^{2}, u_{0}$ is the initial condition, $W$ is a real valued Wiener process on $L^{2}(D)$ associated with a filtered probability space $\left(\Omega, \mathcal{F}, \mathbb{P},\left\{\mathcal{F}_{t}\right\}_{t>0}\right)$. The first kind of noise is referred as the
multiplicative case, where $i \epsilon u \circ d W$ has to be understood as a Stratonovitch product (see [5]), whereas the second one is referred as the additive case. When the noise $W$ is a cylindrical Wiener process, it can be written as

$$
\begin{equation*}
W(t, x, \omega)=\sum_{k=0}^{\infty} \beta_{k}(t, \omega) e_{k}(x), \quad t \geq 0, x \in D, \omega \in \Omega \tag{3}
\end{equation*}
$$

where $\left(\beta_{k}\right)_{k \in \mathbb{N}}$ are real independent brownian motions $\left(\beta_{k}\right)_{k \in \mathbb{N}}$ and $\left(e_{k}\right)_{k \in \mathbb{N}}$ is an orthonormal Hilbert basis of $L^{2}(D)$.

More generally, for a linear operator $\Phi$ on $L^{2}(D)$, a Wiener process with covariance operator $\Phi$ is given by

$$
\Phi W(t, x, \omega)=\sum_{k=0}^{\infty} \beta_{k}(t, \omega) \Phi e_{k}(x), \quad t \geq 0, x \in D, \omega \in \Omega
$$

In general, the series above do not converge in $L^{2}(D)$. This is true only when $\Phi$ is a Hilbert-Schmidt operator.

If $\Phi$ is defined through a kernel $K$

$$
\Phi u(x)=\int_{D} K(x, y) u(y) d y, \quad \text { for } \quad u \in H
$$

then the spatial correlation function is given by:

$$
C_{\Phi}(x, y)=\int_{D} K(x, z) K(z, y) d z
$$

The space and time correlation of $\Phi W$ being formally given by $\mathbb{E}\left[\left(\Phi \frac{d W}{d t}(t, x), \Phi \frac{d W}{d t}(s, y)\right)\right]$ and, still formally, we have:

$$
\mathbb{E}\left[\left(\Phi \frac{d W}{d t}(t, x), \Phi \frac{d W}{d t}(s, y)\right)\right]=C_{\Phi}(x, y) \delta_{t-s}
$$

We see that this type of noise is always uncorrelated - or white - in time. If $\Phi=I_{d}$, i.e. if $W$ is a cylindrical Wiener process, the noise is also white in space and the spatial correlation $C_{\Phi}(x, y)$ is the Dirac mass $\delta_{x-y}$.

The correlation function is a physically measurable quantity; a correlation which is the Dirac mass $\delta_{x-y} \delta_{t-s}$ indicates a white noise both in time and space.
Let us also remark that it is often written $\dot{\eta}=\frac{d \Phi W}{d t}$ so that equation (2) becomes:

$$
\frac{d u}{d t}-i \Delta_{d} u-i|u|^{2 \sigma} u=\left\{\begin{array}{l}
i \epsilon u \circ \dot{\eta}  \tag{4}\\
i \epsilon \dot{\eta}
\end{array}\right.
$$

For NLS, the energy and mass are respectively defined by:

$$
H(u)=\frac{1}{2} \int_{D}\|\nabla u(x)\|^{2} d x-\frac{1}{2(\sigma+1)} \int_{D}|u(x)|^{2(\sigma+1)} d x
$$

$$
M(u)=\int_{D}|u(x)|^{2} d x
$$

It is well-known (see for example [29]) that these quantities are invariant for the deterministic NLS. With an additive noise, none of them is conserved. For a Stratonovitch multiplicative noise, only the mass is conserved.

### 2.2 Main theoretical results

We think that it is important to recall the theoretical results on the NLS equation. Hopefully, this enables the reader to understand the issue at stake. We begin with the deterministic NLS equation.

Theorem 2.1. For $u_{0} \in H^{1}\left(\mathbb{R}^{d}\right)$, the deterministic NLS equation (that is $\epsilon=0$ ) on $D=\mathbb{R}^{d}$ is locally well-posed if $0 \leq \sigma<\frac{2}{d-2}$ for $d>2$ or for any $\sigma$ if $d=1$ or 2. Besides the solution is global if $\sigma d<2$. Moreover, for $\sigma d \geq 2$ and $u_{0} \in H^{1}\left(\mathbb{R}^{d}\right)$ such that $H\left(u_{0}\right)<0$ and $x u_{0} \in L^{2}\left(\mathbb{R}^{d}\right)$, then the solution blows-up at a finite time.

The proof of this result as well as many improvements can be found in [10] and [29]. Note that if $\sigma d \geq 2$ there also exist solutions such that $H\left(u_{0}\right)>0$ but blow up in a finite time. For evident reasons, it is not possible to simulate the NLS equation on $\mathbb{R}^{d}$ and we have to restrict our computations to a bounded domain. However, if we only simulate spatially localized solutions and the computational domain $D$ is sufficiently large, we expect that the numerical solution is very close to the solution on $\mathbb{R}^{d}$. Another point is that in the case $d=2$ considered in this article, it can be shown that in the subcritical case the NLS equation admits a unique global solution on bounded star-shaped domains (see [9]). Moreover, Kavian has shown in [22] that an initial data with negative energy on a star-shaped domain with Dirichlet condition also gives a blowing-up solution in the critical and supercritical cases.

For the NLS equations with additive noise $i \epsilon \Phi d W$, with $\Phi$ a Hilbert-Schmidt operator from $L^{2}\left(\mathbb{R}^{d}\right)$ to $H^{1}\left(\mathbb{R}^{d}\right)$, we have the following theorem, proved in [11, 12]:

Theorem 2.2. Assume that $0 \leq \sigma<\frac{2}{d-2}$ if $d>2$ or $0 \leq \sigma$ if $d \leq 2$. If $u_{0}$ is a $\mathcal{F}_{0}$ measurable random variable with values in $H^{1}\left(\mathbb{R}^{d}\right)$, then there exists a unique solution $u\left(u_{0},.\right)$ to NLS with additive noise with continuous $H^{1}\left(\mathbb{R}^{d}\right)$ valued paths. This solution is defined on a random interval $\left[0, \tau\left(u_{0}, \omega\right)\right.$ ), where $\tau\left(u_{0}, \omega\right)$ is a stopping time such that we almost surely have $\lim _{t \rightarrow \tau\left(u_{0}, \omega\right)}|u(t)|_{H^{1}}=\infty$ or $\tau\left(u_{0}, \omega\right)=\infty$. If $\sigma d<2$ then $\tau\left(u_{0}, \omega\right)=\infty$ almost surely. Moreover, if $\sigma d \geq 2$, then for any $u_{0} \in H^{1}\left(\mathbb{R}^{d}\right)$ such that $x u_{0} \in L^{2}\left(\mathbb{R}^{d}\right)$ and any $t>0$

$$
\mathbb{P}\left(\tau\left(u_{0}\right)<t\right)>0
$$

For multiplicative noise $i \epsilon u \circ \Phi d W$, we have to assume that $\Phi$ a Hilbert-Schmidt operator from $L^{2}\left(\mathbb{R}^{d}\right)$ to $H^{1}\left(\mathbb{R}^{d}\right)$ and also that $\Phi$ is $\gamma$-radonifying operator from $H$ to $W^{1, \alpha}\left(\mathbb{R}^{d}\right)($ with $\alpha>2 d)$, then we have the following theorem (see $[11,14]$ ):

Theorem 2.3. Assume that $\frac{1}{2}<\sigma<\frac{2}{d-2}$ or $\sigma<\frac{1}{d-1}$ if $d>3$, or $0<\sigma<2$ if $d=3$, or $0<\sigma$ if $d=1$ or 2 , then there exist $r \geq 2$ and $p$ be such that $\frac{2}{r}=d\left(\frac{1}{2}-\frac{1}{p}\right)$ and for any $u_{0}$ with values in $H^{1}\left(\mathbb{R}^{d}\right)$ there exists a stopping time $\tau\left(u_{0}, \omega\right)$ and a unique solution of NLS with multiplicative noise starting from $u_{0}$ which is almost surely in $\mathcal{C}\left([0, T], H^{1}\left(\mathbb{R}^{d}\right)\right) \cap L^{r}\left((0, T), W^{1, p}\left(\mathbb{R}^{d}\right)\right)$ for any $T<\tau$. Moreover we almost surely have: $\lim \sup _{t \rightarrow \tau\left(u_{0}, \omega\right)}|u(t)|_{H^{1}}=\infty$ or $\tau\left(u_{0}, \omega\right)=\infty$. If $\sigma d<2$ then $\tau\left(u_{0}, \omega\right)=\infty$ almost surely. Moreover, if $\sigma d>2$ and $\Phi$ is Hilbert-Schmidt from $L^{2}\left(\mathbb{R}^{d}\right)$ to $H^{2}\left(\mathbb{R}^{d}\right)$, then for any $u_{0} \in H^{2}\left(\mathbb{R}^{d}\right)$ such that $|x|^{2} u_{0} \in L^{2}\left(\mathbb{R}^{d}\right)$ and any $t>0$

$$
\mathbb{P}\left(\tau\left(u_{0}\right)<t\right)>0 .
$$

If $\sigma d=2$, for $u_{0}$ as above with sufficiently negative energy, there exists $\bar{t}>0$ such that

$$
\mathbb{P}\left(\tau\left(u_{0}\right)<\bar{t}\right)>0
$$

Again, these results do not correspond with our situation since our simulations will be performed on a bounded domain. However, we think that the results presented below give a good idea of the behavior of the solutions of NLS equations on $\mathbb{R}^{2}$.

Note that, the noise has a strong effect on the blow-up mechanism. Contrary to the deterministic situation, in the supercritical case, any initial data gives a singular solution. This is also true in the critical case with additive noise. However, this assumes a spatially smooth noise. We will see in Section 4 that if the noise is white in space, the situation is completely different.

### 2.3 The numerical method

Our scheme is based on a Crank-Nicolson finite difference scheme in space and time on a uniform grid with $(M+1)^{2}$ points on the square domain $\left[0, x_{\max }\right]^{2}$. This implicit scheme was chosen because the energy and the mass are conserved in deterministic case (see below for the definition of the numerical energy and mass). The time step is $\delta t$ and $u^{n}$ is the numerical solution at the discrete time $n \delta t$. The step of the square grid is $h$ and $u_{k j}$ is the numerical solution at the point $(k h, j h)$. The numerical scheme is the following:

$$
\begin{aligned}
i \frac{u_{k j}^{n+1}-u_{k j}^{n}}{\delta t} & +\frac{1}{2 h^{2}}\left(\left(u_{k+1 j}^{n+1}-2 u_{k j}^{n+1}+u_{k-1 j}^{n+1}+u_{k+1 j}^{n}-2 u_{k j}^{n}+u_{k-1 j}^{n}\right)\right. \\
& \left.+\left(u_{k j+1}^{n+1}-2 u_{k j}^{n+1}+u_{k j-1}^{n+1}+u_{k j+1}^{n}-2 u_{k j}^{n}+u_{k j-1}^{n}\right)\right)+N L_{k j}^{n+\frac{1}{2}} \\
& =-\epsilon W_{k j}^{n+\frac{1}{2}}
\end{aligned}
$$

where

$$
N L_{k j}^{n+\frac{1}{2}}=\frac{1}{2(\sigma+1)}\left(\frac{\left|u_{k j}^{n+1}\right|^{2 \sigma+2}-\left|u_{k j}^{n}\right|^{2 \sigma+2}}{\left|u_{k j}^{n+1}\right|^{2}-\left|u_{k j}^{n}\right|^{2}}\right)\left(u_{k j}^{n+1}+u_{k j}^{n}\right)
$$

and

$$
W_{k j}^{n+\frac{1}{2}}= \begin{cases}\frac{1}{2 h \sqrt{\delta t}} w_{k j}^{n+\frac{1}{2}}\left(u_{k j}^{n+1}+u_{k j}^{n}\right) & \text { for multiplicative noise }  \tag{5}\\ \frac{1}{h \sqrt{\delta t}} w_{k j}^{n+\frac{1}{2}} & \text { for additive noise. }\end{cases}
$$

The $w_{k j}^{n+\frac{1}{2}}$ are independent real normal random variables. Actually, for additive an delta correlated - or equivalently a space-time white - noise, this numerical noise $W_{k j}^{n+\frac{1}{2}}$ should be the approximation of

$$
\begin{equation*}
\frac{1}{h^{2} \delta t} \int_{D_{k j}} \int_{n \delta t}^{(n+1) \delta t} d W d x \tag{6}
\end{equation*}
$$

where $D_{k j}$ is the elementary square domain around $x_{k j}$ given by

$$
D_{k j}=\left[\left(k-\frac{1}{2}\right) h,\left(k+\frac{1}{2}\right) h\right] \times\left[\left(j-\frac{1}{2}\right) h,\left(j+\frac{1}{2}\right) h\right] .
$$

Then with the definition (3) of Section 2.1 we get,

$$
\begin{aligned}
\frac{1}{h^{2} \delta t} \int_{D_{k j}} \int_{n \delta t}^{(n+1) \delta t} d W d x & =\frac{1}{h^{2} \delta t} \int_{D_{k j}} \int_{n \delta t}^{(n+1) \delta t} \sum_{m \in \mathbb{N}} e_{m}(x) d \beta_{m}(s) d x \\
& =\frac{1}{h^{2} \delta t} \sum_{m \in \mathbb{N}}\left(\int_{D_{k j}} e_{m}(x) d x\right) \int_{n \delta t}^{(n+1) \delta t} d \beta_{m}(s) .
\end{aligned}
$$

Let us choose the Hilbert basis such that the $e_{m}$ are the functions $e_{k j}=\frac{1}{h} \chi_{D_{k j}}$ vanishing outside $D_{k j}$, completed by an infinite number of functions in order to have a Hilbertian basis. Then by orthogonality, we have

$$
\int_{D_{k j}} e_{l, m}(x) d x=0
$$

if $(l, m) \neq(k, j)$ and we get

$$
\begin{align*}
\frac{1}{h^{2} \delta t} \int_{D_{k j}} \int_{n \delta t}^{(n+1) \delta t} d W d x & =\frac{1}{h^{2} \delta t}\left(\int_{D_{k j}} e_{k j}(x) d x\right) \int_{n \delta t}^{(n+1) \delta t} d \beta_{k j}(s) \\
& =\frac{1}{h \delta t} \int_{n \delta t}^{(n+1) \delta t} d \beta_{k j}(s)  \tag{7}\\
& =\frac{1}{h \delta t}\left(\beta_{k j}((n+1) \delta t)-\beta_{k j}(n \delta t)\right) . \tag{8}
\end{align*}
$$

Since $\left(\beta_{m}((n+1) \delta t)-\beta_{m}(n \delta t)\right) / \sqrt{\delta t}$ is a random variable with normal law $\mathcal{N}(0,1)$, it can be set $w_{k j}^{n+\frac{1}{2}}=\left(\beta_{k j}((n+1) \delta t)-\beta_{k j}(n \delta t)\right) / \sqrt{\delta t}$, so that the numerical stochastic term becomes

$$
W_{k j}^{n+\frac{1}{2}}=\frac{1}{h \sqrt{\delta t}} w_{k j}^{n+\frac{1}{2}}
$$

where the random variables $w_{k j}^{n+\frac{1}{2}}$ are simulated thanks to an appropriate random procedure. Thus, we see that, in the additive case, the numerical noise is the exact projection of the space-time white noise. However it is not delta correlated and it is only an approximation of the white noise. Indeed it is easily seen that the numerical noise corresponds also to the projection of $\epsilon \Phi_{\text {num }} d W$, where $\Phi_{\text {num }}$ is the orthogonal projector onto the space spanned by $\left(e_{k j}\right)_{(k, j) \in[1, M-1]^{2}}$. In other words we also have:

$$
\begin{aligned}
\frac{1}{h^{2} \delta t} \int_{D_{k j}} \int_{n \delta t}^{(n+1) \delta t} \Phi_{n u m} d W d x & =\frac{1}{h^{2} \delta t} \sum_{m \in \mathbb{N}}\left(\int_{D_{k j}} \Phi_{n u m} e_{m}(x) d x\right) \int_{n \delta t}^{(n+1) \delta t} d \beta_{m}(s) \\
& =\frac{1}{h^{2} \delta t} \sum_{(k, j) \in[1, n-1]^{2}}\left(\int_{D_{k j}} e_{k j}(x) d x\right) \int_{n \delta t}^{(n+1) \delta t} d \beta_{m}(s)
\end{aligned}
$$

The numerical noise space correlation is $C_{n u m}(x, y)=\frac{1}{h^{2}}$ if $x$ and $y$ belong to the same $D_{k j}$ and $C_{n u m}(x, y)=0$ otherwise. This is only an approximation of the Dirac mass $\delta(x-y)$.

For multiplicative noise the approximation of the numerical noise is similar. However the stochastic integral is calculated with two different methods for Ito noise and Stratonovitch noise. Starting from (7), we can approximate the stochastic Ito integral by:

$$
\begin{aligned}
\int_{n \delta t}^{(n+1) \delta t} u\left(x_{k j}, s\right) d \beta_{k j}(s) & \simeq u\left(x_{k j}, n \delta t\right)\left(\beta_{k j}((n+1) \delta t)-\beta_{k j}(n \delta t)\right) \\
& \simeq u_{k j}^{n} w_{k j}^{n} \sqrt{\delta t}
\end{aligned}
$$

which follows the definition of an Ito product, whereas for a Stratonovitch integral, we have

$$
\begin{aligned}
\int_{n \delta t}^{(n+1) \delta t} u\left(x_{k j}, s\right) \circ d \beta_{k j}(s) & \simeq \frac{1}{2}\left(u_{k j}^{n}+u_{k j}^{n+1}\right)\left(\beta_{k j}((n+1) \delta t)-\beta_{k j}(n \delta t)\right) \\
& \simeq \frac{1}{2}\left(u_{k j}^{n}+u_{k j}^{n+1}\right) w_{k j}^{n+\frac{1}{2}} \sqrt{\delta t}
\end{aligned}
$$

which corresponds to the approximation given in (5). It is well-known that the Stratonovitch product $u \circ d W$ has an Ito equivalent with a correction term $\frac{1}{2} i u F_{\Phi}$, where $F_{\Phi}$ only depends on the covariance operator, see [11]. But $F_{\Phi}$ is not welldefined for a space time white noise and what is more important, a discretization of this equivalent Ito equation would not keep the numerical mass $M_{n}$ constant (see the
notation just below). Thus we have chosen to approximate directly the Stratonovitch product. The price to pay is that the random term is implicit.

If we denote by $L$ the linear operator

$$
(L u)_{k j}=\frac{1}{2 h^{2}}\left(u_{k+1 j}-2 u_{k j}+u_{k-1 j}+u_{k j+1}-2 u_{k j}+u_{k j-1}\right),
$$

the nonlinear system

$$
i \frac{u^{n+1}-2 u^{n}}{\delta t}+\frac{1}{2} L\left(u^{n+1}+u^{n}\right)+N L^{n+\frac{1}{2}}=-\epsilon W^{n+\frac{1}{2}}
$$

has to be solved at each time step. The system can be rewritten as

$$
\begin{equation*}
\left(\frac{i}{\delta t} I+\frac{1}{2} L\right) u^{n+1}=\left(\frac{i}{\delta t} I-\frac{1}{2} L\right) u^{n}-\epsilon W^{n+\frac{1}{2}}-N L^{n+\frac{1}{2}} \tag{9}
\end{equation*}
$$

and will be solved using a fixed point method. The matrix $M=\frac{1}{\delta t} I+\frac{1}{2} L$ does not depend on the unknown and is easy to invert. This is the reason for leaving the linear contribution of the noise in the right hand side in the multiplicative case. At each time step, a fixed point algorithm is used and the matrix $M$ is inverted with a conjugated gradient method. Besides $M$ is diagonally preconditioned before being inverted, which is often sufficient to fasten the calculation since the next time step solution is quite close to the previous time step solution. The iteration number for the convergence of the conjugated gradient remains small (less than 4 or 5 iterations for the gradient and the fixed point in all the subcritical cases).

It can be seen that system (9) has at least one solution $u^{n+1}$ (see [13] in the semi discrete case). However, we do not know if it is unique and we have no guarantee that the iteration converges. In [24], it is proposed to avoid this problem by a cutoff of the simulated random variables. Since we never encountered any trouble of this type and the fixed point iteration always converges, we decided not to use this cut-off.

The numerical mass and energy are respectively given by

$$
\begin{aligned}
& H^{n}=\frac{1}{2} \sum_{k j}\left(\left|u_{k j+1}^{n}-u_{k j}^{n}\right|^{2}+\left|u_{k+1 j}^{n}-u_{k j}^{n}\right|^{2}\right)-\frac{h^{2}}{2(\sigma+1)} \sum_{k j}\left|u_{k j}^{n}\right|^{2(\sigma+1)} \\
& M^{n}=h^{2} \sum_{k j}\left|u_{k j}^{n}\right|^{2}
\end{aligned}
$$

It is well-known that these discrete quantities are also numerically conserved in the case of the deterministic NLS with the scheme (9). In the case of a multiplicative noise the mass $M^{n}$ also remains constant (see [15]).

In our stochastic computations, it is important to compute several trajectories in order to have an idea of the generic behavior of the solutions and to compute expectations. To compute an approximation of expectations of the solutions and other quantities, an average is made on 50 or 100 trajectories. This might seem not
sufficient, but each trajectory can take a certain time of computation. Therefore an accurate approximation of the expectation would require a very long computational time. This explains why the different curves of expectations shown below are not as smooth as they should be. Nevertheless an average computed on 50 or 100 trajectories gives a sufficient idea of what the expectation is. We use the notation $<\cdot>$ for the empirical average which approximates the mathematical expectation $\mathbb{E}(\cdot)$. For instance, if $N$ is the number of computed trajectories, we have:

$$
<\left|u\left(t, x_{k, j}\right)\right|>=\frac{1}{N} \sum_{1 \leq \ell \leq N}\left|u_{k, j}^{\ell}(t)\right| \text { and }\left|<u\left(t, x_{k, j}\right)>\left|=\frac{1}{N}\right| \sum_{1 \leq \ell \leq N} u_{k, j}^{\ell}(t)\right|
$$

for the numerical approximation of the averaged amplitude $\mathbb{E}(|u(t, x)|)$ and the amplitude of the average $|\mathbb{E}(u(t, x))|$.

This scheme was coded in a C ++ language, all the operations are guaranteed to be optimum. More details about this code, its UML diagram and the definitions of its elements, can be found in [6]. The Gaussian random variable $w_{k j}^{n+\frac{1}{2}}$ are simulated thanks to a random generator routine whose period is $10^{26}$ (©1993,4,6: R. B. Davies). For every $n, k$ and $j$, the $w_{k j}^{n+\frac{1}{2}}$ are independent. This length of the period is sufficient to guarantee the independence of each random draw. Indeed the grid has a maximum of $500 \times 500$ points and the maximum number of time iterations in our simulations is 5000 and there were never more than 200 trajectories calculated to approach the average solution. In this worst case, the number of random draws is $250.10^{9}$ which is still very small compared to the period.

Let us remark that, in the deterministic case, this scheme is known to be stable and consistent. It keeps the energy and mass conserved and is convergent of order 1 in time and 2 in space (see [21], [26]). Convergence results for the stochastic scheme are delicate to obtain. For the stochastic Schrödinger equation (see [13]), it has been proved that the numerical solution of the semi-discrete equation (time discrete equation) converges in probability in different spaces. The study of the fully discrete scheme is under progress.

Finally, we note that the strategy we use to simulate a white noise is not the only possibility. For instance, it would be possible to use a Fourier basis to define the Wiener process $W$. Then a Fast Fourier Transform would give the values of the noise in the spatial domain. In a forthcoming work, we will study the influence on the discretization of the noise on the numerical solutions.

Note also that a split step algorithm is often used to simulate NLS equations. However, it is known that these schemes do not respect the balance between diffractive and nonlinear effects and thus perturbs the propagation. We think that with such a scheme it would be difficult to understand the real effect of a noise on the propagation. We have preferred the Crank-Nicolson scheme, for which the problem does not occur.

## 3 Noise effects on Schrödinger stationary solitary waves

In this Section, we want to investigate the noise effects on stationary solutions in different cases. As mentioned in the introduction, stationary waves play an important role in physics and the effect of white noise on propagation is not well-known. Noise effects on solitary waves have already been studied for NLS equation and for Korteweg-de Vries equation (see [15], [16], [25], and [28]), these are equations in dimension one. Here we try to see if in dimension two a similar behavior is observed.

Two different types of solitary waves are going to be investigated: stationary (stable) waves in the subcritical case $\sigma=0.5$, and stationary (unstable) waves in the critical case $\sigma=1$. The stationary waves are given by the time-periodic solutions

$$
u(x, t)=u_{0}(x) e^{i \omega t}, \omega>0
$$

where $u_{0}$ is a real valued function and is explicitly known in the case $d=1$. For $d=2$, it can be computed separately with a shooting method using Maple, assuming that the solution $u_{0}$ is radial (see [29] for further details). The period for this solution is then $T=\frac{2 \pi}{\omega}$ and will be set to $2 \pi$ (that is $\omega=1$ ) in the following (see figure 1 for the stationary profile obtained with $d=2, \sigma=0.5$ and $\omega=1$ ). The numerical tests will be made with various noise amplitudes $\epsilon$.


Figure 1: The stationary wave in the case $d=2, \sigma=0.5$ and $\omega=1$.

### 3.1 Stationary solution in the subcritical case ( $\sigma=\frac{1}{2}$ )

The solution is stable and we can perform simulations on long time intervals. In our deterministic simulation, the solitary wave stays the same with a relative precision of $10^{-2}$ during a period and a half. Consequently we can consider that the deterministic solution is stationary for our simulations whose time calculations will not go over this limit $T=3 \pi$. The computations have been made on $D=[0,14]^{2}$ with a uniform
grid $140 \times 140, \delta t=5.10^{-3}$ and $\sigma=\frac{1}{2}$, with a stationnary state $u_{0}$ centered at the point $(7,7)$.

We first look at the effect of noise on one trajectory. Figure 2 shows the profile of the solution with multiplicative (left) and additive (right) noise at different instants. The first observation is that the profile is not destroyed by the noise. However, as was already observed in dimension one, the multiplicative noise damps the profile: the final amplitude is clearly much smaller than the initial amplitude. On the contrary, the amplitude of the solution seems to oscillate with additive noise If the noise level is increased, we see on figure 3 that the damping effect in the multiplicative case is really strong and the wave has been completely destroyed at time 10. But, for additive noise, even with this very high level, the wave is still clearly there. Other solutions corresponding to other paths of the noise have been simulated and each time a similar behavior was observed. We recover here the strong stability of the propagation in the presence of an additive noise already observed in the case of the Korteweg-de Vries equation (see [16]).

With these long computations, the solution becomes non negligible at the boundary. Since we do not want boundary reflections to change the general behavior of the stationary wave, solutions in a larger domain (see figure 4) and solutions with periodic boundary conditions (see figure 5) have also been simulated. No major difference can be seen here for the solution of NLS with multiplicative noise. For additive noise no comparison are shown, but also in this case no real difference were observed. Moreover the comparisons of figures 5 are done with the same path of the noise and the same irregularities on the profiles can be observed. In addition to that, a few simulations were also done to compare Dirichlet and periodic boundary conditions on averages - such as $\mathbb{E}\left(\max _{x \in D}|u(t, x)|\right)$ or any other quantity studied below - and no relevant difference in the solution behavior could be observed. For these reasons, our next simulations will only be performed in the domain $[0,14]^{2}$ with Dirichlet conditions and we think that this particular choice of boundary conditions does not have any effect on the general behavior.

Another way to understand the effect of a noise on the solutions of the NLS equation is to simulate average quantities, which corresponds to mathematical expectations. In order to keep a reasonable computational cost, only 100 trajectories were used to simulate these averages. This is not sufficient to have a good precision but it gives a good idea of the influence of a noise. In figure 6, we show the section across the $x$ axis of the averaged amplitude $<|u|>$ at time 0 and $\pi / 2$. The shape of the solitary wave is well conserved and the damping effect of the multiplicative noise is confirmed. Moreover, it is amplified when the level of noise is increased. It seems that the additive noise also has a damping effect however it is rather weak even with a very high noise level. Figure 7 shows the same quantity at time $T=8$, the damping effect of the additive noise is now clear. This effect has been called "soliton diffusion" in the context of the Korteweg-de Vries equation (see [28]) and can be justified in some cases (see [23]).


Figure 2: Evolution of the sections at times $t=2,4,6,8,10$ for NLS with multiplicative noise (left) and with additive noise (right), $\left(\sigma=\frac{1}{2}, \epsilon=0.03\right)$.


Figure 3: Evolution of the sections at times $T=2,4,6,8,10$ for NLS with multiplicative noise (left) and additive noise (right), $\left(\sigma=\frac{1}{2}, \epsilon=0.05\right)$.


Figure 4: Evolution of the sections at times $t=2,4,6,8,10$ for NLS with multiplicative noise with Dirichlet boundary conditions on [0,14] (left) and [0, 18] (right) ( $\sigma=\frac{1}{2}, \epsilon=0.05, h=0.1$ ).


Figure 5: Evolution of the sections at times $t=2,4,6,8,10$ for NLS with multiplicative noise with Dirichlet (left) and periodic (right) boundary conditions ( $\sigma=\frac{1}{2}$, $\epsilon=0.03$ ).



Figure 6: Average sections at $T=\frac{\pi}{2}$ for NLS with multiplicative (left) and additive (right) noise, ( $\sigma=\frac{1}{2}, \epsilon=0.05 ; 0.025$ ).



Figure 7: Comparison of the final section of $<|u(t, x)|>$ at different times for NLS with multiplicative (left) and additive (right) noise, $\left(\sigma=\frac{1}{2}, \epsilon=0.03\right)$.

We also see that $<|u|>$ does not vanish near the boundary. In fact, $<|u|>$ is constant outside the region where the wave is localized. This constant increases with $\epsilon$ and reflects the averaged amplitude of the background noise. If the amplitude of the average $|\langle u\rangle|$ is computed instead of the average of the amplitude, $\langle | u\rangle$, we see on figure 8 that $|\langle u\rangle|$ vanishes outside the solitary wave profile. This is due to the fact that the background noise has zero average. Except for this point, the two quantities behave similarly.


Figure 8: Comparison of the final section of $\langle | u(t, x) \mid>$ or $|<u(t, x)\rangle \mid$ at time $T=5$ and $T=8$ for NLS with multiplicative (left) and additive (right) noise, $\left(\sigma=\frac{1}{2}, \epsilon=0.05\right)$.

We have seen that the maximum of the averaged amplitude decreases in both the multiplicative and additive case. We now investigate in more details this quantity $\max _{x \in D} \mathbb{E}(|u(t, x)|)$ and compare it to the average of the maximum $\mathbb{E}\left(\max _{x \in D}|u(t, x)|\right)$.

Figure 9 displays the evolution of these quantities as well as $\mathbb{E}\left(\left|u\left(t, x_{c}\right)\right|\right), x_{c}$ being the center of the domain. A first observation is that $\max _{x \in D} \mathbb{E}(|u(t, x)|)$ and $\mathbb{E}\left(\left|u\left(t, x_{c}\right)\right|\right)$ are very close and we deduce that $\mathbb{E}\left(\left|u\left(t, x_{c}\right)\right|\right)$ is a very good approximation of $\max _{x \in D} \mathbb{E}(|u(t, x)|)$. This is important since $\max _{x \in D} \mathbb{E}(|u(t, x)|)$ is naturally approximated by $\max _{k, j}<\left|u\left(t, x_{k, j}\right)\right|>$ where $x_{k, j}$ are the grid points and the computation of this quantity requires to save $\left|u\left(t, x_{k, j}\right)\right|$ for all points $x_{k, j}$ and for each time and for each trajectory. Thus, a lot of memory storage is necessary. In the following we often show the evolution of $\mathbb{E}\left(\left|u\left(t, x_{c}\right)\right|\right)$ which is cheaper to compute.

Also, we see that $\max _{x \in D} \mathbb{E}(|u(t, x)|)$ monotonically decreases. On the contrary, $\mathbb{E}\left(\max _{x \in D}|u(t, x)|\right)$ increases first on a small interval of time and then decreases for multiplicative noise and monotonically increases for additive noise. A possible explanation is that the noise has two effects: it injects energy and induces a damping. At the beginning, the injection of energy dominates because the damping mechanism is not settled. Then, after some time, the situation changes and the damping dominates in the multiplicative case. However, in the additive case, the damping is too weak and cannot counterbalance the injection of energy.

The injection of energy cannot be seen on $\mathbb{E}\left(\left|u\left(t, x_{c}\right)\right|\right)$, or on $\max _{x \in D} \mathbb{E}(|u(t, x)|)$, because it is injected at points which are random. When a point is fixed, the energy is injected there for very few trajectories so that it has no influence on the average. This explains why we obtain decreasing curves which only reflect the damping effect.


Figure 9: Evolutions of $\mathbb{E}[\max |u(t, x)|], \max \mathbb{E}|u(t, x)|$ and $<\left|u\left(t, x_{c}\right)\right|>$ for NLS with multiplicative (left) and additive (right) noise , $\left(\sigma=\frac{1}{2}, \epsilon=0.03,0.05\right)$.

In $[15,16,28,23]$, the decrease of $\max _{x \in D} \mathbb{E}(|u(t, x)|)$ is referred as "soliton diffusion" and it is shown that for intermediate time it behaves like $t^{-\gamma}$ where $\gamma$ does not depend on the noise level. In our two dimensional simulations, we have not been able to fit the observed decrease with $t^{-\gamma}$.

### 3.2 Stationary solution in the critical case

We now consider the critical case $\sigma=1$. Due to instability, in the deterministic case the solution is stationary with a good precision only on a quarter period, $T=\pi / 2$. The solution amplitude is numerically constant with a relative precision of $10^{-2}$ on that interval, see figure 10. Afterwards instability effects dominate and the amplitude increases. Since, in this Section, we do not want to mix noise effects and instability, our simulations will be performed on this time interval $[0, \pi / 2]$.


Figure 10: Initial Surface (left) and surface solution of deterministic NLS at $T=\pi / 2$ (right), $(\sigma=1, \epsilon=0)$.

The computational parameters are the following: the space domain is $\Omega=$ $] 0,10[\times] 0,10[$, with a grid $140 \times 140$ and the number of time iterations is 314 with $\delta t=5.10^{-3}$, corresponding to the final time limit close to $T$.

We first investigate the additive and multiplicative noise effect on a single trajectory. Figures 11 and 12 show the profile at $T=\pi / 2$ with two different noise levels. The behavior is very similar to the subcritical case.


Figure 11: Surfaces solutions of stochastic NLS at $T=\pi / 2$ for multiplicative noise (left) and additive noise (right) ( $\sigma=1, \epsilon=0.025$ ).



Figure 12: Surfaces solutions of stochastic NLS at $T=\pi / 2$ for multiplicative noise (left) and additive noise (right) $(\sigma=1, \epsilon=0.05)$.

In figure 13, we show the section across the $x$ axis of the averaged amplitude $<|u|>$ after a quarter period. The shape of the solitary wave is again well conserved, even with a very high noise level such as $\epsilon=0.05$. The paths in this case are really chaotic, see figure 12, but the averaged profile is a smooth curve.

The damping effect of the multiplicative noise is confirmed and it is clearly amplified when the level of noise is increased. On the contrary, the additive noise does not seem to have a significant effect here.


Figure 13: Sections of $\langle | u \mid>$ at $T=\pi / 2$ for NLS with multiplicative noise ( $\sigma=1$, $\epsilon=0.05,0.025,0.01$ ) on the left and additive noise ( $\sigma=1, \epsilon=0.05$ ) on the right.

In figure 14 , we show the evolution of $\mathbb{E}\left(\max _{x \in D}|u(t, x)|\right)$, the expectation of the maximum amplitude, for various levels of multiplicative noise and compare it to $\mathbb{E}\left(\left|u\left(t, x_{c}\right)\right|\right)$ for $\epsilon=0.025$ - recall that $\mathbb{E}\left(\left|u\left(t, x_{c}\right)\right|\right)$ is a very good approximation of $\max _{x \in D} \mathbb{E}(|u(t, x)|)$. We see that again $\mathbb{E}\left(\left|u\left(t, x_{c}\right)\right|\right)$ monotonically decreases and $\mathbb{E}\left(\max _{x \in D}|u(t, x)|\right)$ increases first on a small interval of time. Thus the mechanism described above seems to work also in the critical case.


Figure 14: Evolution of the approximation of $\mathbb{E}\left[\max _{x \in D}|u(t, x)|\right]$ (left, $\epsilon=$ $0.05,0.025,0.01$ ) and $\mathbb{E}\left[\max _{x \in D}|u(t, x)|\right]$ and $\mathbb{E}\left|u\left(t, x_{c}\right)\right|$ (right, $\epsilon=0.025$ ) for NLS with multiplicative noise $(\sigma=1)$.

In figure 14, we see that, for an additive noise, no damping can be detected on the evolution of $\mathbb{E}\left(\left|u\left(t, x_{c}\right)\right|\right)$. It may be too weak and a more precise simulation should be performed to see if it still exists.


Figure 15: Evolution of the approximation of $\mathbb{E}\left[\max _{x \in D}|u(t, x)|\right]$ (left) and $\mathbb{E}\left|u\left(t, x_{c}\right)\right|$ (right) for NLS with additive noise, $(\sigma=1, \epsilon=0.05)$.

### 3.3 Comparison of the damping effects with a diffusion

We have seen that a noise has a tendency to damp the solution. In the probabilistic vocabulary, the solution of a stochastic equation is also called a diffusion. This is related to the fact that the probability density evolves according to a parabolic equation. Thus this meaning of the word diffusion is totally different to what a diffusive term in an equation means. If we add such a diffusion to the NLS equation, we obtain the so-called complex Ginzburg-Landau equation (CGL). We intend now
to see if the damping due to the multiplicative noise is comparable to the damping due to a diffusive term. In other words, we compare the solutions of the NLS equation in the multiplicative case and the CGL equation,

$$
\begin{equation*}
\frac{\partial u}{\partial t}-(\mu+i) \Delta_{d} u+(\nu-i)|u|^{2 \sigma} u=0 \tag{10}
\end{equation*}
$$

where $\mu$ and $\nu$ are small nonnegative parameters.


Figure 16: Comparison of the evolution of the sections of the solution for CGL ( $\mu=\nu=0.055$, left column) and NLS with multiplicative noise $(\epsilon=0.05)$ : section of $|\langle u\rangle|$ (center column) and section of $\langle | u \mid>$ (right column), for $t=0, t=$ $2, t=4, t=6, t=8, t=9(\sigma=1)$.

We compute solutions of (10) starting from the same Cauchy data as the one taken in stochastic simulations of NLS. We have chosen the various parameters, $\mu$, $\nu, \epsilon$, so that the solution are as close as possible. The profiles of the CGL solution and of one path of the stochastic NLS with multiplicative noise at different times are shown in figure 16. The evolutions are very similar and the two effects could easily be confused. The superposition of the CGL and stochastic profiles in figure 17 is really amazing. We insist however that the two perturbations of NLS are mathematically completely different even if it seems difficult to see the difference on the solution behavior.


Figure 17: Sections of $\langle u\rangle$ at $t=0$ and $t=6$ for NLS with multiplicative noise $(\epsilon=0.05)$ compared with CGL $(\mu=\nu=0.055)$.

Nevertheless, a slight difference can be seen on the evolution of the maximum amplitude (see figure 18): in the case of the multiplicative noise, an inflection point can be observed in the $<\left|u\left(t, x_{c}\right)\right|>$ evolution, whereas the evolution for the CGL equation mimics a dissipative profile. This difference is related to the fact that the stochastic NLS equation is conservative - the $L^{2}$ norm is conserved - whereas CGL equation is dissipative - the $L^{2}$ norm decreases.


Figure 18: Comparison of the evolution of the maximum of the solution for CGL ( $\mu=\nu=0.055$ ) and $<\left|u\left(t, x_{c}\right)\right|>$ for NLS with multiplicative noise $(\epsilon=0.05)$, ( $\left.\sigma=\frac{1}{2}, \epsilon=0 / 0.05 \mu=\nu=0,0.055, K=0\right)$.

## 4 Noise effect on the blow-up

### 4.1 The numerical study of singular solutions

As already mentioned, the computation of singular solution is delicate and requires a careful treatment. In [3] and [4] - see also [7], [8] for the Korteweg-de Vries equation sharp criteria for refinement are derived. Let us first recall that it is absolutely necessary to refine the grid when computing a singular solution for the deterministic NLS equation. Indeed, the $H_{0}^{1}$ norm increases strongly whereas the $L^{2}$ norm remains invariant. This is in contradiction with the well known inverse inequality

$$
\begin{equation*}
\|u\|_{H_{0}^{1}} \leq \frac{C}{h}\|u\|_{L^{2}} \tag{11}
\end{equation*}
$$

valid for a discrete function $u$. Thus, if the grid is uniform, it is impossible to simulate blow-up.

Figure 20 shows the computed solution with and without refinement in the case of an initial data corresponding to a singular solution. Due to the inverse inequality, the maximum norm cannot reach high values and oscillates on the fixed grid. On the contrary, with refinement, the computed profile shows a singularity.

In the articles cited above, the refinement strategy is the following. The time step is divided by 2 when the energy conservation fails and the spatial refinement occurs when the inverse inequality is close to become false. This gives the following algorithm:
if $\left\|\nabla u^{n}\right\|_{2} \geq c_{1} \frac{C}{h}\left\|u^{n}\right\|_{2}, \quad$ then add points in the grid,

$$
\text { if } \quad \frac{\left|H\left(u^{n+1}\right)-H\left(u^{n}\right)\right|}{\left|H\left(u^{n}\right)\right|} \geq c_{2} \quad \text { then divide } \delta t \text { by } 2
$$

where $c_{1}$ is a positive constant smaller than $1, C$ is the constant in (11), and $c_{2}$ is a positive constant close to 0 . These have to be chosen in order to optimize the refinement algorithm. If $c_{1}$ and $c_{2}$ are small, the refinements are too frequent and yields prohibitive computational costs. In the worst case, if the time step is refined too often, the simulation cannot reach the blow-up time.

Moreover, a global space refinement would also need very long computational time. We observe that the solutions we are interested in remain localized near the center of the square and in order to improve our computations, we chose to refine locally in space. Indeed, it is no use having a refined grid in spatial areas where the solution is not singular. Since the singularity will always occur at the center of the domain, we chose a refinement procedure which adds points only around the center. Our refinement procedure consists in adding $K$ points from the center to the left and $K$ points to the right in $x$ and in $y$ directions. The refined grid has the shape of a centered cross. Figure 19 shows on the left the grid after the first refinement and on the right the grid after the second one. All lines intersections in this figure are nodes of computation. Another choice would be to add points only on a small centered square, this method has the advantage to refine only where the singularity appears and the refined grid has fewer points. However, the code would be much more complex to implement and the matrix $M$ of our scheme (see Section 2.3) would loose its symmetry.

The refinement strategy described above cannot be applied with our scheme. Indeed contrary to [3] and [4], the energy is exactly conserved in our case and it cannot be used to decide when to refine. If the energy changes, this means that our fixed point algorithm does not converge and it is in general already too late to refine in time. Based on this observation, we have decided to refine in time when iterations in the fixed point is larger then a prescribed value. This criterium of time refinement gives good results in the deterministic case for NLS. Another advantage is that the fixed point and conjugated gradient are efficient resulting in a quite fast computation. Furthermore, this criterium is also available in the stochastic case or for the complex Ginzburg-Landau. In these two cases, no invariant quantity such as the energy exists. Concerning space refinement, we keep the criterium based on the inverse inequality.

It has to be emphasized that the matrix conditioning becomes worse and worse with the number of space refinement and the preconditioning is less and less efficient.

Another point is that, when the spatial grid is refined, it is necessary to choose values for the solution at the new nodes. A first try was to use linear interpolation. However, this produces a significant break in the evolution of the mass and energy. We have used interpolation with second order polynomials in order to cure this problem.


Figure 19: The grid $10 \times 10$ after one refinement with $K=2$ (left) and after the second one (right).

The second solution shown in figure 20 has been computed with this strategy with $K=20$. We see that our code is able to compute singular solution in a very efficient way. It is also important to make sure that the code is able to compute high amplitude solutions which finally decrease after a strong focusing phase. This may happen in the critical case for the complex Ginzburg-Landau equation. Indeed, it is known that the solutions are global (see [17]) but, for $\mu$ and $\nu$ small, they are very close to the NLS solutions. Consequently, for an initial data with negative energy, we expect to see numerically a solution very close to the blowing up solution of NLS, but which stays global in time.

Tests have been made in the critical case $\sigma=1$ with a Gaussian initial condition

$$
\begin{equation*}
u_{0}(x, y)=q e^{-\left((x-7)^{2}+(y-7)^{2}\right)} \tag{12}
\end{equation*}
$$

with $q=3$ so that it has a negative energy. We have taken $\mu=\nu$. The program is supposed to stop when the amplitude of the solution is 5000 times higher than the initial amplitude. The initial number of point in each direction is 140 and we prescribed $K=20$. The domain is the square $[0,14] \times[0,14]$. When $\mu=\nu=10^{-2}$ or $\mu=\nu=10^{-3}$, we indeed obtain a solution which first focuses. Then the diffusion dominates and the amplitudes decreases. In the second case, we could believe from the figure on the left that the solution is singular but the zoom on the right shows that it is not not the case. For $\mu=\nu=10^{-4}$ the amplitude of the solution goes over the limit of $5000 q$, and no stopping effect of the blow up was numerically established. More severe refinement criteria would show that the solution is global. This shows that one has to be very careful before concluding that a solution is singular! In our situation, we can only conclude that there is a threshold between $\mu=\nu=10^{-3}$ and $10^{-4}$ and below this threshold no global solution could be numerically seen although we know it exists.


Figure 20: Comparison of the evolution of the maximum of a blowing-up solution for critical NLS with refinement $(K=20)$ and without refinement $(K=0)$.


Figure 21: Amplitude profile of CGL solutions with negative initial energy for different $\mu$ and $\nu(\mu=\nu=0.0001,0.001,0.01, \sigma=1, q=3, \epsilon=0, K=20)$.

We now turn our attention to the stochastic case. We believe that the deterministic criteria are still good to capture a singular solution in the presence of noise. Moreover, as shown in [15], refinement is also necessary to get a correct discretization of a white noise. A noise discretized on a grid with a fixed mesh size cannot be white. Its correlation length is of order of the mesh size. Since blow-up is a phenomenon where all frequencies are important, a space correlated noise cannot have a strong effect on this mechanism. If we want to understand the influence of a space
time white noise on blow-up, it is necessary to have arbitrarily small space and time step.

We encountered new difficulties in the stochastic case. First, we had to choose a larger constant $c_{1}$. Indeed, the $H^{1}$ norm increases due to the presence of noise and, if $c_{1}$ is too small, this yields unnecessary spatial refinements.

Another problem appeared. As mentioned previously, the condition number of the matrix is worse and worse with the number of refinements. In the presence of noise the number of iterations in the conjugate gradient algorithm can reach very high values, as opposed to the deterministic case. The reason is that, for deterministic evolution problems, the solution is rather smooth in time and the conjugate gradient is initialized with a vector close to the solution so that the convergence is very fast. However, this is no more the case in the stochastic case where the solution is not very smooth in time so that $u^{n+1}$ is often very different from $u^{n}$ and the convergence of the conjugate gradient may be very long. We have chosen to refine in time also in this case, when the number of iterations in the conjugate gradient is too large. This might be bad and lead to very long computations. However, we found that it was a good solution and could always perform our simulations in a reasonable time.

### 4.2 Numerical simulations

All the simulations are done according to the algorithm described above on the square $[0,14] \times[0,14]$ with a critical nonlinearity. We will start our study of blow-up with the Gaussian initial condition (12), where $q$ is such that $H\left(u_{0}\right)$ is slightly negative or slightly positive but we know that the deterministic solution is singular. We will also use the deterministic stationary wave as initial condition, due to instability the deterministic numerical solution is also singular.

For $q=3$, the Gaussian initial data has negative energy. Figure 22 on the left displays a path of the solution for two noise levels, $\epsilon=0.1$ and 0.05 . The blow-up is prevented with the high noise level whereas it still occurs for $\epsilon=0.05$. However, we believe that this is a numerical artefact and that in fact the stochastic solution is not singular. Recalling the deterministic simulation on the complex GinzburgLandau equation, we know that this is possible. An indication of that is that if we do more and more refinement, i.e if we take $c_{1}$ smaller and smaller, the blow-up is delayed, which means that our simulations have not converged. However, even with very severe refinement criteria, we have not been able to establish that the stochastic solution is global. Note that we tried several random draws and each time we observed the same behavior.

We tried to see for which level level of noise we are able to establish that the stochastic solution does not develop singularities. In figure 23, we see that up to $\epsilon=0.08$ the blow-up is always prevented. With this noise level, the solution starts to focus very strongly but the refinement algorithm works well, the noise is very close to a space time white noise around the maximum and the blow-up does not occur. Below this level, we have not been able to obtain this behavior.



Figure 22: Profile of the solution amplitude of NLS with multiplicative noise ( $\epsilon=$ $0.05,0.1$ ) compared to the deterministic blow-up (left) and profile of the solution amplitude of NLS with multiplicative noise $(\epsilon=0.05)$ for 3 different constants $c_{1}$ (right) $(\sigma=1$, Gaussian initial data $(q=3), K=20)$.


Figure 23: Profile of the solution amplitude of NLS with multiplicative noise with various noise level.

We then choose the initial data (12) with $q=2.8$ that gives a blowing up solution with a positive energy. In this case, the noise influence is easier to observe since the deterministic blow-up is weaker. Our experiments have shown that collapse is stopped when $\epsilon$ is larger than $2.10^{-2}$. Indeed for $\epsilon=3.10^{-2}$, which is quite small, the blow-up is early stopped. In fact, there was not even one refinement in this case. For $\epsilon=2 \cdot 5 \cdot 10^{-2}$, the blow-up is stopped after a high peak of amplitude (see Figure
24). In this latter case, the refinement method is necessary to observe the global solution. Even for $\epsilon=2.0 .10^{-2}$, the solution amplitude becomes very large but the blow-up is still prevented. A focus on the solution near the singularity confirms that the decreasing of the amplitude is not due to a numerical instability. We indeed see in Figure 25 (right) that the computation is good and that there is a real damping effect that occurs in a very short time scale. Under the critical level $\epsilon=2.10^{-2}$, no global solution could be seen numerically.


Figure 24: Profile of solution amplitude of NLS with multiplicative noise for different $\epsilon(\sigma=1$, Gaussian initial data with positive energy $(q=2.8), K=0)$.


Figure 25: Profile of solution amplitude of NLS with multiplicative noise ( $\epsilon=0.02$ ) compared to the deterministic blow-up (left) and zoom around maximum intensity for $\epsilon=0.02$ (right). ( $\sigma=1$, Gaussian initial data with positive energy ( $q=2.8$ ), $K=20$ ).

Finally, we consider the stationary wave described in Section 3 as initial condition. The solution is not stable and numerically blows up after some time, see figure

26 (left). In this case, the blow-up is very weak and easily prevented by the multiplicative noise, even if $\epsilon$ is very small, see figures 26 and 27. Besides for $\epsilon \geq 6.10^{-4}$, no refinement procedure is necessary since the stationary wave is really early prevented. Nevertheless, for $\epsilon=5.10^{-4}$, a severe focusing happens and the local space refinement procedure is necessary to see the damping effects of the noise on the blow-up. For smaller noise level, $\epsilon<5.10^{-4}$, no global solution could be observed. As in the previous cases, we cannot really conclude whether there is still a global solution or not because our computation reaches its limit. However, we firmly believe that even if we cannot see it in the simulations for very small $\epsilon$, the solution is always global with multiplicative white noise for any value of the noise level $\epsilon$.



Figure 26: Evolution of the solution amplitude of NLS with multiplicative noise for different $\epsilon(\sigma=1$, stationnary state, $K=0)$.


Figure 27: Evolution of the solution amplitude of NLS with multiplicative noise for small $\epsilon$ compared to the deterministic solution ( $\sigma=1$, stationary state, $K=0$ ) (left) and zoom of the solution amplitude for the critical value of $\epsilon=5.10^{-4}$ (right).


Figure 28: Final section of the solution for different $\epsilon$ (critical Schrödinger unstable stationnary state, $\sigma=1, K=0)$.

It is surprising that a very small noise can drastically change the solution behavior although it is difficult to detect. We can see on figure 29 the evolution of the solution with the noise level $\epsilon=6.10^{-4}$. The noise is not visible on the profile but it is strong enough to prevent the blow-up. A closer look at the profile is shown in figure 28 . We see that, contrary to the case of larger values of $\epsilon$, it is very difficult to detect the noise.

We conclude that with a small noise it is possible to have a propagation for a much longer time compared to the deterministic case. However, due to the damping effect of the noise, the wave disappears progressively. If we consider that the propagation is destroyed if the amplitude has been divided by two, we can compute the life time of the wave as a function of the noise level. The corresponding curve is shown in figure 30 . We can see that, above a very small limit, the smaller $\epsilon$ is, the longer the life time of the wave is. Table 1 shows that the $L^{2}$ norm is very weakly dissipated. Thus, the blow-up is really prevented by the noise and not by the numerical dissipation of the scheme.

| Time | 0 | 2 | 4 | 6 | 8 | 10 | 12 | 14 | 16 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $L^{2}$ norm | 11.7 | 11.68 | 11.66 | 11.64 | 11.6 | 11.57 | 11.54 | 11.5 | 11.48 |

Table 1: Evolution of the $L^{2}$ norm for $\epsilon=6.10^{-4}$.


Figure 29: Evolution of the sections of the stationary unstable solutions in the critical case with multiplicative noise $(\epsilon=0.006)$, from $T=0$ to $T=17$.


Figure 30: The stationary wave life time with respect to $\epsilon$.
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