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Abstract

A class of stochastic processes, called “weak Dirichlet processes”, is introduced and

its properties are investigated in detail. This class is much larger than the class

of Dirichlet processes. It is closed under C1-transformations and under absolutely

continuous change of measure. If a weak Dirichlet process has finite energy, as

defined by Graversen and Rao, its Doob-Meyer type decomposition is unique. The

developed methods have been applied to a study of generalized martingale convo-

lutions.
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1 Introduction

The quadratic variation of a stochastic process as well as the mutual covari-
ation of two stochastic processes have been well-known for a long time to
be at the core of the theory of stochastic integration, was it only because
the quadratic variation appears explicitely in Ito’s formula for semimartin-
gales. And indeed, every attempt to generalize Ito’s calculus to a wider class
of integrators (for instance Dirichlet processes) or to functions less regular
than C2 functions has to deal with quadratic variations or covariations of the
processes that appear. In this aspect, the most enlightening work is perhaps
Föllmer’s paper ([7]).

On the other hand, it was proven by Graversen and Rao ([9]) that the
existence of a Doob-Meyer type decompositon for a process X is narrowly
linked to the fact that X has a finite energy, which is a somewhat weaker
assumption than the existence of a quadratic variation for X. The most
well-known class of processes with finite energy (beyond the class of semi-
martingales) is the class of Dirichlet processes. A larger class has been
recently introduced by Errami and Russo ([5]) under the name “weak Dirich-
let processes”. The present paper explores some desirable properties of such
processes. Although our definition of a quadratic variation is different from
Errami and Russo’s one -it is in a way more classical- at any rate both coin-
cide as far as semimartingales are concerned. The other noticeable difference
is that throughout the paper we deal with non continuous processes.

In part 2., we give an as explicit as possible link between quadratic vari-
ation, energy, Dirichlet processes, weak Dirichlet processes, and “natural”
(that is, “Doob-Meyer type”) decomposition.

Part 3. is devoted to prove that any C1 function of a weak Dirichlet
process is again a weak Dirichlet process. We are able to give an explicit
Ito-type formula for C2 transformations, but we could only find an explicit
formula for the martingale part in the general case.

Part 4. which is closest to Errami and Russo’s work mentionned above,

deals with processes X that may be written Xt =

∫ t

0
G(t, s)dLs where L is a

quasileft continuous -but not necessarily continuous- square-integrable mar-
tingale and G is a deterministic function. We give two sets of hypotheses
under which X is a weak Dirichlet process, and also give its natural de-
composition. This section is illustrated through 3 examples, last one giving
additionnaly a formula of Fubini type.

At last, we joined as an appendix some counter-examples related to
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quadratic variation or to regularity of paths of processes. Although such
examples may be well-known, we could not find any in the litterature, and we
hope that they can enlight some of the technical problems we are confronted
with here and there in the paper.

2 Basic notations and results about processes with

finite energy and weak Dirichlet processes

In what follows, we are given a probability space (Ω,G,P).
We also fix a positive real number T . Unless otherwise stated, every

process or filtration will be indexed by t ∈ [0, T ]. A filtration (Ft)t≤T is
denoted by F . All filtrations are assumed to be right-continuous and defined
on (Ω,G,P) with FT ⊂ G.

We are also given a refining sequence Dn of subdivisions of [0, T ] whose
mesh goes to 0 when n → ∞. For every n, Dn = {0 = tn0 , tn1 , . . . , tnN(n) = T}.

We work with processes with a.s. right-continuous trajectories with left
limits (such a process is called càdlàg), null in 0 and, unless otherwise stated,
admitting a finite energy in the sense defined below following Graversen and
Rao ([9]):

Definition 2.1 We say that X is a process of finite energy if

sup
n

E





∑

tn
i
∈Dn

(Xtn
i
− Xtn

i−1
)2



 < +∞. (1)

This “sup” will be denoted En(X).

Of course, if X has a finite energy, |Xt|2 is integrable for every t ≤ T
and also

∑

s≤T ∆X2
s is integrable.

We recall Graversen and Rao’s main result in [9]:

Theorem 2.1 If X is a process with finite energy, then we can write X
as a sum X = M + A, where M is a square-integrable martingale and A
is a predictable process such that there exists a subsequence (Dnj

) of (Dn)
satisfying

E







∑

t
nj

i
∈Dnj

,t
nj

i
≤t

(A
t
nj

i

− A
t
nj

i−1

)(N
t
nj

i

− N
t
nj

i−1

)






−→ 0 (2)
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as j → ∞ for all square integrable martingale N .
If, moreover, X = M ′ + A′ is any other such decomposition, the process

A − A′ is a continuous martingale.
At last, if we write

Mn
t =

∑

tn
i
∈Dn,tn

i
≤t

[

Xtn
i
− E[Xtn

i
/Ftn

i−1
]
]

, (3)

then for all t ∈ ⋃

n Dn, Mt is the weak limit in σ(L2,L2) of the sequence,
(M

nj

t ).

Such a decomposition of X is a Doob-Meyer type decomposition: the
predictable process A with the property of convergence (2) is a “natural”
process. In this section we will discuss the case when the decomposition
X = M +A in Theorem 2.1 is unique. Such Doob-Meyer decomposition will
be called the natural decomposition of X.

We will use the notion of weak Dirichlet process introduced by Errami
and Russo ([5]) in a slighty different context.

Definition 2.2 We say that X is a weak Dirichlet process if it admits a
decomposition X = M + A, where M is a local martingale and A is a
predictable process such as [A,N ] = 0 for all continuous local martingale N .

In the above definition and in the sequel we use the notion of mutual
covariation and quadratic variation in the following sense taken from [2].

Definition 2.3 (i) Processes X and Y admit a quadratic (mutual) covaria-
tion along (Dn) if there exists a càdlàg process denoted [X,Y ] with for every
t ≤ T

[X,Y ]t = [X,Y ]ct +
∑

s≤t

∆Xs∆Ys

and

Sn(X,Y )t :=
∑

tn
i
∈Dn,tn

i
≤t

(Xtn
i+1

− Xtn
i
)(Ytn

i+1
− Ytn

i
)

P−−→ [X,Y ]t as n → ∞.

(4)
(ii) The process X admits a quadratic variation along (Dn) if there exists

a càdlàg process denoted [X,X] with for every t ≤ T

[X,X]t = [X,X]ct +
∑

s≤t

∆X2
s
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and

Sn(X,X)t :=
∑

tn
i
∈Dn,tn

i
≤t

(Xtn
i+1

− Xtn
i
)2

P−−→ [X,X]t as n → ∞. (5)

Remark 2.1 (i) The decomposition X = M+A of a weak Dirichlet process
is unique.

To see this suppose that we have decompositions X = M +A = M ′ +A′

with A and A′ predictable and verifying [A,N ] = [A,N ′] = 0 for every
continuous local martingale N . Then A−A′ is a predictable local martingale,
hence a continuous local martingale. Then

[A − A′]T = [A − A′, A]T − [A − A′, A′]T = 0
and we deduce that A = A′.
(ii) A weak Dirichlet process X need not admit a quadratic variation.

We know only that for every continuous martingale N there exists the co-
variation [X,N ].

(iii) Of course, in general, a decomposition X = M+A with a martingale
M and a predictable process A, does not imply that [A,N ] = 0 for every
continuous martingale N , when [A,N ] exists. For example, take A as a
continuous martingale and N = A.

The class of weak Dirichlet processses is much larger than the class of
Dirichlet processes. We recall:

Definition 2.4 A Dirichlet process is the sum of a local martingale and a
continuous process whose quadratic variation is identically zero.

Remark 2.2 Note that a Dirichlet process admits a quadratic variation,
which is equal to the quadratic variation of its martingale part. Our defi-
nition of a quadratic variation, which follows Föllmer’s one in [7] is weaker
than the definition in [8], and slightly different from Russo and Vallois’ one
in [14]. However the three of them coincide as far as semimartingales are
concerned, and a Dirichlet process according to the definition in [8] is also
Dirichlet according to the two other ones.

The following notion of pre-quadratic variation is weaker than the quadratic
variation one; however the two notions coincide under stronger assumptions,
as will be seen below.
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Definition 2.5 A process X (not necessarily càdlàg) admits a pre-quadratic
variation along (Dn) if there exists an increasing process denoted S(X,X)
with for every t ≤ T

Sn(X,X)t :=
∑

tn
i
∈Dn,tn

i
≤t

(Xtn
i+1

− Xtn
i
)2

P−−→S(X,X)t as n → ∞. (6)

Remark 2.3 We can find examples of continuous processes X such that
S(X,X) is defined but not continuous (see example in Annex), hence X
does not admit a quadratic variation.

For every t ≤ T denoting πt any subdivision of [0, t], we consider the
sum

Sπt(X,X) :=
∑

ti∈πt,i>0

(Xti − Xti−1
)2

Proposition 2.1 If a càdlàg process X admits a pre-quadratic variation S
with the following property (S):

S(X,X) is right continuous and for every t ≤ T , Sπt(X,X)
P−−→S(X,X)t

as the mesh of πt tends to 0.
Then, S(X,X) is the quadratic variation of X along any sequence (Dn)

of subdivisions of [0, T ], whose mesh tends to 0.

This result is proved in ([10]), Lemme (3.11).

Remark 2.4 (i) The class of Dirichlet processes is larger than the space
H2 of semimartingales. Every continuous function admitting a quadratic
variation equal to zero is a deterministic Dirichlet process.

(ii) Every continuous function is a deterministic weak Dirichlet process:
Actually, let us consider a bounded continuous martingale N nul in 0,

we have

E(|
∑

tn
i
∈Dn

(f(tni+1) − f(tni ))(Ntn
i+1

− Ntn
i
)|2) ≤ suptn

i
(f(tni+1) − f(tni ))2E(NT )2.

and, from continuity of f this last term tends to 0 when n → ∞.

We give in Section 4 nondeterministic examples of weak Dirichlet pro-
cesses, which are not ordinary Dirichlet processes.
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Remark 2.5 The family of processes with finite energy is clearly stable
under addition, however we do not know if this stability holds for the family
of processes admitting a quadratic variation. Of course this is true for the
family of Dirichlet processes.

Theorem 2.2 Assume X is a process with finite energy. The following
three conditions are equivalent:

(i) X is a weak Dirichlet process,

(ii) for every continuous local martingale N , the quadratic covariation [X,N ]
is well-defined,

(iii) for every locally square integrable martingale N , the quadratic covari-
ation [X,N ] is well-defined.

In this case the decomposition X = M +A is unique and it is the natural
decomposition expressed in Theorem 2.1.

Proof: (i) ⇒ (iii) Let us write X = M + A as in Definition 2.2 and
consider the decomposition N = N c + Nd, where N c is the continuous and
Nd purely discontinuous part of N . By the definition of a weak Dirichlet
process the covariation [X,N c] is well-defined. For proving the existence of
[X,Nd] we use the following lemma.

Lemma 2.1 Assume that X has a finite energy, and that N is a locally
square integrable martingale which is the compensated sum of its jumps.
Then X and N admit a covariation such that

[X,N ]t =
∑

s≤t

∆Xs∆Ns. (7)

Proof of Lemma 2.1: By using a localizing sequence of stopping times,
one can assume that N is a square integrable martingale. One can find a
sequence (Np)p of martingales with finite variation and only a finite number
of jumps, such that Np → N in H2.

We have then, for fixed p,

∑

tn
i
∈Dn,tn

i
≤t

(Xtn
i+1

− Xtn
i
)(Np

tn
i+1

− Np
tn
i
)

P−−→
∑

s≤t

∆Xs∆Np
s . (8)

as n → ∞.
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On the other hand,

E

∣

∣

∣

∣

∣

∣

∑

tn
i
∈Dn,tn

i
≤t

(Xtn
i+1

− Xtn
i
)(Np

tn
i+1

− Np
tn
i
) −

∑

tn
i
∈Dn,tn

i
≤t

(Xtn
i+1

− Xtn
i
)(Ntn

i+1
− Ntn

i
)

∣

∣

∣

∣

∣

∣

≤ E|
(

∑

tn
i
∈Dn,tn

i
≤t

(Xtn
i+1

− Xtn
i
)2

)1/2

×
(

∑

tn
i
∈Dn,tn

i
≤t

((Ntn
i+1

− Np
tn
i+1

) − (Ntn
i
− Np

tn
i
))2

)1/2
|

≤ (En(X))1/2E
(

[N − Np,N − Np]t
)1/2

which goes to 0 as p → ∞ since [N − Np,N − Np]t
P−−→0.

At last,

E
∣

∣

∣

∑

s≤t

∆Xs(∆Ns − ∆Np
s )

∣

∣

∣ ≤ E
(

(
∑

s≤t

∆X2
s )1/2(

∑

s≤t

(∆Ns − ∆Np
s )2)1/2

≤ (En(X))1/2E [[N − Np,N − Np]t]
1/2

which goes to zero as p goes to infinity, hence
∑

s≤t ∆Xs∆Np
s converges in

L1 to
∑

s≤t ∆Xs∆Ns.
These three convergences give the lemma.

(iii) ⇒ (ii) is obvious.

(ii) ⇒ (i) Let X = M + A be a decomposition from Theorem 2.1 and
let N be a continuous local martingale. Define Tp = inf{t : |Nt| ≥ p} then
(Tp) is a localizing sequence of stopping times. We will prove that for every
p, [A,NTp ] = 0, which implies that also [A,N ] = 0.

By hypothesis we have the convergence Sn(X,NTp)t
P−−→ [X,NTp ]t.

Hence we deduce that also Sn(A,NTp)t
P−−→ [A,NTp ]t. We will show that

in fact
Sn(A,NTp)T → [A,NTp ]T in L1. (9)

To see this, it is sufficient to check uniform integrability of the sequence

{Sn(A,NTp)T }. Writing |Sn(X,NTp)T | ≤ Sn(X,X)
1/2
T Sn(NTp ,NTp)

1/2
T ,

and using Hölder inequality, we get:

E|Sn(X,NTp)T |4/3 ≤ E[Sn(X,X)T ]E[Sn(NTp ,NTp)2T ].
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Similarly we prove that also
E|Sn(M,NTp)T |4/3 < +∞.
As a consequence, we deduce uniform integrability of {(Sn(A,NTp)T }

and (9) holds true. Therefore, in particular

E[Sn(A,NTp)T ] → E[A,NTp ]T

and due to (2 )
E[A,NTp ]T = 0. (10)

Note that the process [A,NTp ] has a finite variation ; moreover, since
N is continuous, [A,NTp ] is also a continuous process. Therefore, to get
[A,NTp ] = 0 it is sufficient to prove that [A,NTp ] is a local martingale

Let us consider a bounded stopping time τ ≤ T , the same arguments as
above give the convergence:

E[Sn(A,NTp∧τ )T ] → E[A,NTp∧τ ]T
and (2 ) gives

E[A,NTp ]τ = E[A,NTp∧τ ]T = 0.

Hence, it follows easily that the stopped process [A,N ]Tp is a martingale
and [A,NTp ] = 0. Since P (Tp = T ) ↑ 1, the proof of the last implication is
completed.

Finally, note that the uniqueness of the decomposition in Theorem 2.1
is an easy consequence of the fact that X is a weak Dirichlet process.

We get immediately the following

Corollary 2.1 Let us consider a weak Dirichlet process X
(i) If Q is a probability measure absolutely continuous with respect to P,

then X is a Q weak Dirichlet process.
(ii) For an a > 0 we define X̂ =

∑

s≤. ∆Xs1∆|Xs|>a, then X − X̂ is a
weak Dirichlet process.

Now, we will consider processes with finite energy X admitting addition-
ally a quadratic variation [X,X]. Then of course E[X,X]T < ∞.

Theorem 2.3 Assume X is a weak Dirichlet process with finite energy,
admitting a quadratic variation process.

(i) In the natural decomposition X = M + A, M is a square integrable
martingale and A has an integrable quadratic variation.
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(ii) The natural decomposition is minimal in the following sense. If X =
M ′ + A′ is another decomposition with a local martingale M ′ and a
predictable process A′

then [A′A′] is well defined and:

[A′, A′] = [M − M ′,M − M ′] + [A,A].

Proof: (i) To begin with, we notice that

E[
∑

s≤T

∆A2
s] < ∞;

actually, for every predictable stopping time S, ∆AS = E[∆XS |FS−],
hence E[

∑

s≤T

∆A2
s] ≤ E[

∑

s≤T

∆X2
s ] < ∞. It follows that E[

∑

s≤T

∆M2
s ] < ∞

and M is a locally square integrable martingale.
Let us consider the decomposition M = M c + Md where M c is the con-

tinuous part of M and Md its purely discontinuous part. Writing [Md, A] =
[Md,X] − [Md,Md], we get the existence of [Md, A]. Using the property of
decomposition X = M +A, we have [M,A] = [Md, A]. From Lemma 2.1 we
deduce:

[M,A] =
∑

s≤·

∆Ms∆Xs −
∑

s≤·

∆M2
s =

∑

s≤·

∆Ms∆As.

Now, by the definition of quadratic variation of X and M one gets the
existence of [A,A]:

[A,A] = [X,X] − 2[M,A] − [M,M ].

Finally,

E([M,M ]T + [A,A]T ) ≤ E[X,X]T + 2E[
∑

s≤T

∆M2
s ]1/2E[

∑

s≤T

∆A2
s]1/2 < ∞.

(ii) Since A′ = M + A − M ′, by linearity [A′, A′] is well defined and we
can write:

[A′, A′] = [M+A−M ′,M+A−M ′] = [M−M ′,M−M ′]+[A,A]−2[A,M−M ′].
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But, M − M ′ is a continuous local martingale and as A is taken from
the natural decomposition of X, we get: [A,M −M ′] = 0, hence the desired
result.

3 Stability of weak Dirichlet processes under C
1

transformations

Assume X is a process of finite energy. Let us denote by µ the jump

measure of X. Then
∑

s≤.

∆X2
s can be written

∫ .

0

∫

IR−{0}
x2µ(ds, dx). Since

E
∑

s≤T

∆X2
s < ∞, X admits a Lévy system ν which is the predictable com-

pensator of µ; then the predictable increasing process

∫ .

0

∫

IR−{0}
x2ν(ds, dx)

is well defined and

E
∑

s≤T

∆X2
s = E[

∫ T

0

∫

IR−{0}
x2µ(ds, dx)] = E[

∫ T

0

∫

IR−{0}
x2ν(ds, dx)] < ∞.

We begin with C2 stability:

Theorem 3.1 Let X = M + A be a weak Dirichlet process of finite energy
and F a C2-real valued function with bounded derivatives f and f ′. Then
the process (F (Xt)t≥0) is a weak Dirichlet process of finite energy and the
decomposition F (X) = Y + Γ holds with the martingale part

Yt = F (0) +

∫ t

0
f(Xs−)dMs

+

∫ t

0

∫

IR

(

F (Xs− + x) − F (Xs−) − xf(Xs−)
)

(µ − ν)(ds, dx)

and the predictable part

Γt =

∫ t

0
f(Xs−)dAs − 1/2

∑

s≤t

f ′(Xs−)(∆As)
2 + 1/2

∫ t

0
f ′(Xs)d[M,M ]cs

+
∫ t
0

∫

IR

(

F (Xs− + x) − F (Xs−) − xf(Xs−)
)

ν(ds, dx),
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where (S)

∫ .

0
f(Xs−)dAs is well defined as a limit in probability of Riemann

sums. More precisely for every t

∑

tn
i
∈Dn,tn

i
≤t

(f(Xtn
i
)(Atn

i+1
−Atn

i
)+1/2f ′(Xtn

i
)(Atn

i+1
−Atn

i
)2)

P−−→ (S)

∫ t

0
f(Xs−)dAs.

Proof: Fix t > 0. We use arguments from the paper [7] by Föllmer. For
ǫ > 0 we define J(1) = {s ≤ t; |∆Xs| > ǫ}. In the following, the elements of
Dn are, for short, written ti instead of tni . Then

∑

ti∈Dn,ti≤t(F (Xti+1
)−F (Xti)) =

∑

1(F (Xti+1
)−F (Xti))+

∑

2(F (Xti+1
)−

F (Xti)),
where

∑

1

denotes the sum (depending on ω ∈ Ω) of ti ∈ Dn, ti ≤ t such

that (ti, ti+1] ∩ J(1) 6= ∅ and
∑

2

the sum on the other ti’s.

Then by Taylor’s formula

∑

2

(F (Xti+1
) − F (Xti)) =

∑

2

f(Xti)(Xti+1
− Xti)

+1/2
∑

2

f ′(Xti)(Xti+1
− Xti)

2 +
∑

2

r2(Xti ,Xti+1
),

where r2(Xti ,Xti+1
) = Cǫ

i (Xti+1
− Xti)

2 with max2 |Cǫ
i | ≤ ||f ′|| and

lim
ǫ↓0

lim sup
n→∞

P (max
2

|Cǫ
i | > δ) = 0, δ > 0. (11)

Hence

∑

ti∈Dn,ti≤t

(F (Xti+1
) − F (Xti)) =

∑

ti∈Dn,ti≤t

f(Xti)(Xti+1
− Xti)

+1/2
∑

ti∈Dn,ti≤t

f ′(Xti)(Xti+1
− Xti)

2 +
∑

2

r2(Xti ,Xti+1
)

−
∑

1

{F (Xti+1
) − F (Xti) − f(Xti)(Xti+1

− Xti) − 1/2f ′(Xti)(Xti+1
− Xti)

2}

=
∑

ti∈Dn,ti≤t

f(Xti)(Mti+1
− Mti) +

∑

ti∈Dn,ti≤t

f(Xti)(Ati+1
− Ati)

+1/2
∑

ti∈Dn,ti≤t

f ′(Xti)(Ati+1
− Ati)

2 + 1/2
∑

ti∈Dn,ti≤t

f ′(Xti)(Mti+1
− Mti)

2

+
∑

ti∈Dn,ti≤t

f ′(Xti)(Mti+1
− Mti)(Ati+1

− Ati) +
∑

2

r2(Xti ,Xti+1
)
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−
∑

1

{F (Xti+1
) − F (Xti) − f(Xti)(Xti+1

− Xti) − 1/2f ′(Xti)(Xti+1
− Xti)

2}

In
1 + In

2 + In
3 + In

4 + In
5 + In,ǫ

6 + In,ǫ
7 .

Now, note that by the definition of a stochastic integral we have
In
1

P−−→ ∫ t
0 f(Xs−)dMs.

The following simple lemma will be very useful in order to estimate the
other terms.

Lemma 3.1 Assume that càdlàg processes X and Y admit a quadratic co-
variation [X,Y ] and that the sequence {V ar(Sn(X,Y ))T } is bounded in
probability.

To càdlàg processes Z and U we associate the sequences {Zn} and {Un}
of processes, where Zn and Un are the respective discretizations of Z and U
along Dn; precisely Zn

t = Ztn
i
, Un

t = Utn
i

when t ∈ [tni , tni+1[. Then, for every
continuous real function f, g and every t, holds the convergence:

∫ t

0
f(Zn

s−)g(∆Un
s )dSn(X,Y )s

P−−→
∫ t

0
f(Zs−)g(∆Us)d[X,Y ]s,

where these integrals are Stieltjes integrals with respect to the processes
Sn(X,Y ) or [X,Y ].

Proof of Lemma 3.1 From the proof of [2, Lemma 1.3] one can deduce
that

∫ .
0 f(Zn

s−)g(∆Un
s )dSn(X,Y )s

P−−→ ∫ .
0 f(Zs−)g(∆Un

s )d[X,Y ]s
in the (so-called J1) Skorokhod topology (see e.g. [11]). Since for every

t
f(Zn

t−)g(∆Un
t )∆Sn(X,Y )t

P−−→f(Zt−)g(∆Ut)∆[X,Y ]t,
the desired result follows from properties of the Skorokhod topology J1.

It is clear by Lemma 3.1 that we have the convergences;

In
4

P−−→1/2

∫ t

0
f ′(Xs−)d[M,M ]s,

In
5

P−−→
∫ t

0
f ′(Xs−)d[Md, A]s,

where Md denotes purely discontinuous part of M .
Since X is a process with finite energy, by (11)

13



limǫ↓0 lim supn→∞ P (|In,ǫ
6 | > δ) = 0, δ > 0.

We observe also that P -almost surely there exists the limit

lim
ǫ↓0

lim
n→∞

In,ǫ
7 =

∑

s≤t

{F (Xs) − F (Xs−) − f(Xs−)∆Xs − 1/2f ′(Xs−)∆X2
s }

=
∑

s≤t

{F (Xs) − F (Xs−) − f(Xs−)∆Xs}

−1/2
∑

s≤t

{f ′(Xs−)∆M2
s +

∑

s≤t

f ′(Xs−)∆A2
s + 2

∑

s≤t

f ′(Xs−)∆Md
s ∆As}.

On the other hand it is obvious that P -almost surely
∑

ti∈Dn,ti≤t(F (Xti+1
) − F (Xti)) → F (Xt) − F (0)

and putting together all convergences, we deduce that {In
2 + In

3 } is con-
verging in probability and the limit we denote as (S)

∫ t
0 f(Xs−)dAs. Observe

also that
∫ t
0 f ′(Xs−)d[M,M ]cs =

∫ t
0 f ′(Xs−)d[M,M ]s −

∑

s≤t f ′(Xs−)∆M2
s

and
∫ t

0
f ′(Xs−)d[Md, A]s =

∑

s≤t

f(Xs−)∆Ms∆As.

As a consequence we obtain the formula

F (Xt) = F (0) +

∫ t

0
f(Xs−)dMs + (S)

∫ t

0
f(Xs−)dAs

+1/2

∫ t

0
f ′(Xs−)d[M,M ]cs − 1/2

∑

s≤t

f ′(Xs−)∆A2
s

+
∑

s≤t

{F (Xs) − F (Xs−) − ∆Xsf(Xs−)}.

Now, writing
∑

s≤t

{F (Xs) − F (Xs−) − ∆Xsf(Xs−)}

=

∫ t

0

∫

IR−{0}
(F (Xs− + x) − F (Xs−) − xf(Xs−))µ(ds, dx)

and using the basic inequalities

|F (y + x) − F (y) − xf(y)| ≤ ‖f ′‖x2

and
|F (y + x) − F (y) − xf(y)| ≤ 2‖f‖|x|,

14



we get the decomposition
∑

s≤.

{F (Xs) − F (Xs−) − ∆Xsf(Xs−)}

=

∫ .

0

∫

IR−{0}
(F (Xs− + x) − F (Xs−) − xf(Xs−))(µ − ν)(ds, dx)

+

∫ .

0

∫

IR−{0}
(F (Xs− + x) − F (Xs−) − xf(Xs−))ν(ds, dx)

where
∫ .

0

∫

IR−{0}
(F (Xs− + x) − F (Xs−) − xf(Xs−)(µ − ν)(ds, dx)

is a square integrable purely discontinuous martingale, which we will denote
by L and

∫ .

0

∫

IR−{0}
(F (Xs− + x) − F (Xs−) − xf(Xs−))ν(ds, dx)

is an increasing predictable square integrable process.
Then we get the decomposition F (X.) = F (0) + Y. + Γ., as written in

the statement of Theorem 3.1.
It remains to prove that, for every continuous local martingale N , holds

the equality: [Γ, N ] = 0.
First note that

∑

ti∈Dn,ti≤t

(Γti+1
− Γti)(Nti+1

− Nti)

=
∑

ti∈Dn,ti≤t

∫ ti+1

ti

(f(Xs−) − f(Xti))dMs(Nti+1
− Nti)

−
∑

ti∈Dn,ti≤t

(Lti+1
− Lti)(Nti+1

− Nti)

+
∑

ti∈Dn,ti≤t

f(Xti)(Ati+1
− Ati)(Nti+1

− Nti)

+1/2
∑

ti∈Dn,ti≤t

f ′(Xti)(Ati+1
− Ati)

2(Nti+1
− Nti)

+1/2
∑

ti∈Dn,ti≤t

f ′(Xti)(Mti+1
− Mti)

2(Nti+1
− Nti)

+
∑

ti∈Dn,ti≤t

f ′(Xti)(Mti+1
− Mti)(Ati+1

− Ati)(Nti+1
− Nti)

15



+
∑

2

r2(Xti ,Xti+1
)(Nti+1

− Nti)

−
∑

1

{F (Xti+1
) − F (Xti) − f(Xti)(Xti+1

− Xti)

−1/2f ′(Xti)(Xti+1
− Xti)

2}(Nti+1
− Nti)

= In
1 + In

2 + In
3 + In

4 + In
5 + In

6 + In,ǫ
7 + In,ǫ

8

Clearly,

|In
1 | ≤ (

∑

ti∈Dn,ti≤t

(

∫ ti+1

ti
(f(Xs−)−f(Xti))dMs)2)1/2(

∑

ti∈Dn,ti≤t

(Nti+1
−Nti)

2)1/2,

where by the definition of the stochastic integral

E
∑

ti∈Dn,ti≤t

(

∫ ti+1

ti

(f(Xs−) − f(Xti))dMs)2

= E
∑

ti∈Dn,ti≤t

∫ ti+1

ti

(f(Xs−) − f(Xti))
2d[M,M ]s → 0.

On the other hand by Lemma 3.1

In
2

P−−→ [L,N ]t = 0,

In
3

P−−→
∫ t

0
f(Xs−)d[A,N ]s = 0,

In
4

P−−→1/2

∫ t

0
f ′(Xs−)∆Asd[A,N ]s = 0,

In
5

P−−→1/2

∫ t

0
f ′(Xs−)∆Nsd[M,M ]s = 0,

and

In
6

P−−→
∫ t

0
f ′(Xs−)∆Msd[A,N ]s = 0.

Finally, for every ǫ > 0

In,ǫ
6

P−−→0 and In,ǫ
7 → 0, P − a.s.

and the proof of Theorem 3.1 is completed.
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Corollary 3.1 Let X = M + A be a weak Dirichlet process of finite en-
ergy admitting a quadratic variation and F be a C2-real valued function
with bounded derivatives f and f ′. Then the process (F (Xt)t≥0) is a weak
Dirichlet process of finite energy admitting a qudratic variation and the de-
composition F (X) = Y + Γ holds with the martingale part

Yt = F (0) +

∫ t

0
f(Xs−)dMs

+

∫ t

0

∫

IR

(

F (Xs− + x) − F (Xs−) − xf(Xs−)
)

(µ − ν)(ds, dx)

and the predictable part

Γt =

∫ t

0
f(Xs−)dAs + 1/2

∫ t

0
f ′(Xs)d[X,X]cs

+
∫ t
0

∫

IR

(

F (Xs− + x) − F (Xs−) − xf(Xs−)
)

ν(ds, dx).

Proof: By Theorem 2.3(i), A admits integrable quadratic variation [A,A]
and due to Lemma 3.1

1/2
∑

ti∈Dn,ti≤t

f(Xti)(Ati+1
− Ati)

2 P−−→1/2

∫ t

0
f(Xs−)d[A,A]s.

Since [X,X]c = [M,M ]c + [A,A]c, it is clear that

1/2

∫ t

0
f(Xs−)d[A,A]s − 1/2

∑

s≤t

f(Xs−)∆A2
s + 1/2

∫ t

0
f(Xs−)d[M,M ]s

= 1/2

∫ t

0
f(Xs−)d([A,A]cs + [M,M ]c) = 1/2

∫ t

0
f(Xs−)d[X,X]cs

and the decomposition F (Xt) = F (0)+Yt +Γt in the statement of Corollary
3.1 is a consequence of Theorem 3.1.

Finally, by the Theorem from [7, page 144] we obtain that also F (X)
admits a quadratic variation, which completes the proof.

Theorem 3.2 Let X = M + A be a weak Dirichlet process of finite energy
and F a C1-real valued function with bounded derivative f .

Then the process (F (Xt)t≥0) is a weak Dirichlet process of finite energy
and the decomposition F (X) = Y + Γ holds with the martingale part

Yt = F (0) +

∫ t

0
f(Xs−)dMs

+

∫ t

0

∫

IR

(

F (Xs− + x) − F (Xs−) − xf(Xs−)
)

(µ − ν)(ds, dx)

17



Remark 3.1 This theorem has formally almost the same statement as The-
orem 3.1. However, we have not here any explicit formula for Γ. The deli-
cate point here is the behaviour of the sum

∑

s≤t

(F (Xs) − F (Xs−) − ∆Xsf(Xs−))

which is not necessarily absolutely convergent and which does not define
a process with finite variation.

Proof of Theorem 3.2: We consider a sequence (F p)p∈IN of C2 real func-
tions such that ‖F − F p‖ + ‖f − fp‖ → 0, when p → ∞. Using Theorem
3.1 we can write

F p(Xt) = F p(0) + Y p
t + Γp

t

where

Y p
t =

∫ t

0
fp(Xs−)dMs + Lp

t

with

Lp
t =

∫ t

0

∫

IR−{0}

(

F p(Xs− + x) − F p(Xs−) − xfp(Xs−)
)

(µ − ν)(ds, dx).

The sequence {∫ .
0 fp(Xs−)dMs + Lp

. }p∈IN is a Cauchy sequence in the space
H2 of square integrable martingales, hence the limiting martingale exists
and has the form

∫ .
0 f(Xs−)dMs + L.:

Actually, for p, q integers

‖Y p − Y q‖H2 ≤ E(

∫ T

0
(fp(Xs−) − f q(Xs−))2d[M,M ]s)

+E[

∫ T

0

∫

IR−{0}

(

F p(Xs− + x) − F p(Xs−) − xfp(Xs−)

−F q(Xs− + x) + F q(Xs−) + xf q(Xs−)
)2

ν(ds, dx)]

≤ ‖F p − F q‖2E[[M,M ]] + 2‖fp − f q‖2E[[M,M ]].

Now we write:

Γp
t = F p(Xt) − F p(0) −

∫ t

0
fp(Xs−)dMs − Lp

t .

Clearly the sequence of predictable processes (Γp) converges uniformly
in probability and its limit (i.e. the process Γ) has to be also predictable.
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It remains to prove that [Γ,N ] = 0 for every continuous local martingale
N .

Fix t. In the sequel use the notations from the proof of Theorem 3.1.
By Taylor’s formula

∑

2

(F (Xti+1
) − F (Xti)) =

∑

2

f(Xti)(Xti+1
− Xti) +

∑

2

r1(Xti ,Xti+1
),

where r1(Xti ,Xti+1
) = Cǫ

i (Xti+1
− Xti) satisfy |Cǫ

i | ≤ ||f || and

lim
ǫ↓0

lim sup
n→∞

P (max
2

|Cǫ
i | > δ) = 0, δ > 0.

Therefore,

∑

ti∈Dn,ti≤t

(Γti+1
− Γti)(Nti+1

− Nti)

=
∑

ti∈Dn,ti≤t

∫ ti+1

ti
f(Xti) − f(Xs−)dMs(Nti+1

− Nti)

−
∑

ti∈Dn,ti≤t

(Lti+1
− Lti)(Nti+1

− Nti)

+
∑

ti∈Dn,ti≤t

f(Xti)(Ati+1
− Ati)(Nti+1

− Nti)

+
∑

2

r1(Xti ,Xti+1
)(Nti+1

− Nti)

−
∑

1

{F (Xti+1
) − F (Xti) − f(Xti)(Xti+1

− Xti)(Nti+1
− Nti)}

= In
1 + In

2 + In
3 + In,ǫ

4 + In,ǫ
5 .

Clearly, first three sums tend to 0 analogously to the proof of Theorem 3.1.
Next,

lim
ǫ↓0

lim sup
n→∞

P (|In,ǫ
4 | > δ) = 0, quadδ > 0

and for every ǫ > 0

In,ǫ
5 → 0, P − a.s.

which, completes the proof of Theorem 3.2.

19



Corollary 3.2 Let X = M + A be a weak Dirichlet process of finite energy
admitting a quadratic variation process and F a C1-real valued function with
bounded derivative f . Then the process (F (Xt)t≥0) is a weak Dirichlet pro-
cess of finite energy admitting a quadratic variation and the decomposition
F (X) = Y + Γ holds with the martingale part

Yt = F (0) +

∫ t

0
f(Xs−)dMs

+

∫ t

0

∫

IR

(

F (Xs− + x) − F (Xs−) − xf(Xs−)
)

(µ − ν)(ds, dx)

The quadratic variation process of F (Xt)t is given by

[F (X), F (X)]t =

∫ t

0
(f(Xs))

2d[M,M ]cs+

∫ t

0
(f(Xs))

2d[A,A]cs+
∑

0≤s≤t

(F (Xs)−F (Xs−))2.

Proof: Follows easily from Theorem 3.2, [7, Theorem, page 144] and the
equality [X,X]c = [M,M ]c + [A,A]c.

We are able to prove a version of Theorem 3.2 for weak Dirichlet pro-
cesses also with infinite energy. However, in this case we have restricted our
attention to processes with a continuous predictable part.

Theorem 3.3 Let X = M + A be a weak Dirichlet process with continuous
predictable part A and F a C1 real-valued function with bounded derivative
f .

Then the process (F (Xt)t≥0) is a weak Dirichlet process and the decom-
position F (X) = Y + Γ holds with the martingale part

Yt = F (0) +

∫ t

0
f(Xs−)dMs

+

∫ t

0

∫

IR

(

F (Xs− + x) − F (Xs−) − xf(Xs−)
)

(µ − ν)(ds, dx)

Proof: We consider a sequence (F p)p∈IN of C2 real functions such that
locally on compact sets ‖F −F p‖+ ‖f − fp‖ → 0, when p → ∞. Let Ap be
a sequence of continuous processes with finite variation such that

sup
t≤T

|Ap
t − At| P−−→0.
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Using classical Itô’s formula for the semimartingale Xp = M + Ap we
can write

F p(Xp
t ) = F p(0) + Y p

t + Γp
t

where

Y p
t =

∫ t

0
fp(Xp

s−)dMs + Lp
t

with

Lp
t =

∫ t

0

∫

IR−{0}

(

F p(Xp
s− + x) − F p(Xp

s−) − xfp(Xp
s−)

)

(µ − ν)(ds, dx).

Similarly to the proof of Theorem 3.2, we check that

sup
t≤T

|Y p − Yt| P−−→0.

On the other hand it is clear that

sup
t≤T

|F p(Xp
t ) − F (Xt)| P−−→0,

which implies that Γ as a uniform limit of predictable processes is also
predictable. Finally, by the same arguments as in the proof of Theorem 3.2
we prove that [Γ, N ] = 0 for every continuous local martingale N .

4 Weak Dirichlet processes and generalized mar-

tingale convolutions

In this section we deal with processes X such that

Xt =

∫ t

0
G(t, s)dLs (12)

where L is a quasileft continuous square integrable martingale, and G a real
valued deterministic function of (s, t).

Let us consider the following hypotheses on G.

(H0): (t, s) → G(t, s) is continuous on {(s, t) : 0 < s ≤ t ≤ T}.
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(H1): For all s, t → G(t, s) has a bounded energy on ]s, T ] that is

V 2
2 (G)((s, T ], s) = sup

n

∑

ti∈Dn,ti≥s

(G(ti+1, s) − G(ti, s))2 < ∞.

(H2) : E[

∫ T

0
V 2

2 (G)(]s, T ])d[L,L]s] < ∞

(H3) : E[

∫ T

0
Γ2(s)d[L,L]s] < ∞

where Γ2(s) = supt≤T G2(t, s).

Remark 4.1 Errami and Russo ([5]) use, instead of (H0) a slightly more
restrictive assumption, namely: (H0+): (t, s) → G(t, s) is continuous on
{(s, t) : 0 ≤ s ≤ t ≤ T}.

Note that (H0+), implies (H3). Actually Γ2 is continuous and bounded.
If t → G(t, s) admits a quadratic variation on (s, T ] along (Dn), then

(H1) is satisfied.

We shall extend G to the square [0, T ]2 by setting G(t, s) = 0 if s > t.

Theorem 4.1 If X meets (12) and if G satisfies (H0), (H1), (H2), (H3),
then

(i) X is a continuous in probability process with finite energy and has an
optional modification,

(ii) Let us assume that X has a.s. càdlàg trajectories, then X is a weak
Dirichlet process with natural decomposition X = M + A, such that if
Mn is defined as in (3), then for every t ≤ T ,

|Mn
t − Mt| → 0 in L2.

Proof: The proof will be given in several steps.

Lemma 4.1 X is a continuous in probability process with finite energy.
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Proof of Lemma 4.1: First of all, from (H2) and (H3), for every t ≤ T
Xt is an Ft-measurable square integrable random variable.

Let us write

Xti+1
− Xti =

∫ ti

0
(G(Ti+1, s) − G(ti, s))dLs +

∫ ti+1

ti
G(ti+1, s)dLs.

Since L is a square integrable martingale, we get:

E(
∑

ti∈Dn

(Xti+1
− Xti)

2)

≤ 2E(
∑

ti∈Dn

(

∫ ti

0
(G(ti+1, s) − G(ti, s))dLs)

2) + 2E(
∑

ti∈Dn

(

∫ ti+1

ti
G(ti+1, s)dLs)

2)

≤ 2E(
∑

ti∈Dn

∫ ti

0
(G(ti+1, s − G(ti, s))2d[L,L]s) + 2E(

∑

ti∈Dn

∫ ti+1

ti
(G(ti+1, s))2d[L,L]s

= 2E(In
1 ) + 2E(In

2 ).

By simple calculations

In
1 =

∑

ti∈Dn

i
∑

k=1

∫ tk

tk−1

(G(ti+1, s) − G(ti, s))2d[L,L]s

=
∑

tk∈Dn

∫ tk

tk−1

∑

i>k

(G(ti+1, s) − G(ti, s))2d[L,L]s

≤
∑

tk∈Dn

∫ tk

tk−1

V 2
2 (G)((s, T ], s)d[L,L]s,

and

In
2 ≤

∑

ti∈Dn

∫ ti+1

ti

(Γ2(s)d[L,L]s

≤
∫ T

0
Γ2(s)d[L,L]s.

Therefore

sup
n

E(
∑

ti∈Dn

(Xti+1
− Xti)

2 ≤ 2E

∫ T

0
V 2

2 (G)((s, T ], s)d[L,L]s + 2E

∫ T

0
(Γ(s))2d[L,L]s

< ∞.

This proves that X has a finite energy.
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Now, let us take s, t such that 0 ≤ s < t ≤ T . We get:

E[(Xt−Xs)
2] ≤ 2E

∫ s

0
(G(t, u)−G(s, u))2d[L,L]u+2E

∫ t

s
(G(t, u))2d[L,L]u.

Since L is continuous in probability, so is [L,L]. Under (H3),

2E

∫ t

s
(G(t, u))2d[L,L]u → 0, as t → s,

then by continuity of t → G(t, s) and dominated convergence,

E

∫ s

0
(G(t, u) − G(s, u))2d[L,L]u → 0.

The continuity in probability of the process X follows.
At last, since the process X is Ft-adapted and continuous in probability,

it admits an optional modification that we shall denote again by X: see for
example [12] pp 230–231, where Théorème 5 bis is given for a progressively
measurable modification, but the sequence of approximating processes in-
troduced in the proof is càdlàg hence optional (see also below the proof of
the existence of a predictable modification of the process A).

Therefore Lemma 4.1 is proven.

Lemma 4.2 Let us consider the decomposition:
Xt = An

t + Mn
t ,

where as in (3),

Mn
t =

∑

tn
i
∈Dn,tn

i
≤t

[

Xtn
i
− E[Xtn

i
/Ftn

i−1
]
]

.

Then X admits a modification with a decomposition Xt = At +Mt, where M

is the square integrable martingale Mt =

∫ t

0
G(s, s)dLs, and A a predictable

process, such that:

(i) for every t ≤ T ,

|Mn
t − Mt| → 0 in L2,

(ii) for every t ≤ T , |An
t − At| → 0 in L2,
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(iii) for every continuous local martingale N , [A,N ] = 0.

Proof of Lemma 4.2: For every ti, ti+1 we have

E[Xti+1
− Xti |Fti ] =

∫ ti

0
(G(ti+1, s) − G(ti, s))dLs

hence for t ∈ [0, T ]

Mn
t =

∑

ti+1≤t

∫ ti+1

ti

G(ti+1, s)dLs =

∫ ρn(t)

0
Gn(s)dLs,

where Gn(s) = G(ti+1, s) for s ∈ (ti, ti+1] and ρn(t) = max{ti : ti ≤ t}. Note
that ρn(t) → t as n → ∞.

Define Mt =

∫ t

0
G(s, s)dLs. By (H2) and (H3), for every ε > 0

E[(Mε)2] = E

∫ ε

0
G2(s, s)d[L,L]s ≤ E

∫ ε

0
Γ2(s)d[L,L]s

and this last expression tends to 0 when ε tends to 0.
Similarly, when ε → 0

sup
n

E[(Mn
ε )2 = sup

n
E

∫ ε

0
(Gn(s))2d[L,L]s → 0.

Now, let us fix ε > 0 and belonging to Dn. Since (t, s) → G(t, s) on
{(s, t) : ε ≤ s < t ≤ T} is continuous, then it is uniformly continuous and
therefore:

sup
ε≤s≤T

|Gn(s) − G(s, s)| → 0.

Hence

E[(Mn
t − Mn

ε − Mt + Mε)
2] ≤ 2E(

∫ ρn(t)

ε
(Gn(s) − G(s, s))dLs)2

+2E(

∫ t

ρn(t)
G(s, s)dLs)2

≤ 8E

∫ 1

ε
(Gn(s) − G(s, s))2d[L,L]s

+2E

∫ t

ρn(t)
G2(s, s)d[L,L]s.
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The first term tends to 0 when n → ∞ because Gn converges uniformly to
G on [ε, T ]. Now, the continuity in probability of L implies the continuity in
probability of M on [0, T ], hence the second term tends to 0 when n → ∞.

Note that for every n

An
t =

∑

tn
i
∈Dn,tn

i
≤t

E[Xtn
i
− Xtn

i−1
/Ftn

i−1
]

and A = X −M . An is a predictable process and we have Xρn(t) = An
ρn(t) +

Mn
ρn(t).

As X is continuous in probability, for every t ≤ T , Xρn(t) → Xt in L2;
moreover, Mn

t = Mn
ρn(t) and An

t = An
ρn(t): we deduce that An

t → At in L2

for every t.
It follows that A is also adapted and continuous in probability.
Our decomposition X = M + A coincides with the Graversen-Rao de-

composition of Theorem 2.1. But in Theorem 2.1, it is assumed that X
is càdlàg; here it is not the case, it is necessary to check that A admits a
predictable modification.

Actually, since A is continuous in probability on the interval [0, 1], one
can find a subsequence {n(k)}k≥1 such that for every t ∈ [0, 1], Ān(k) → At

a.s. when k → ∞, whith Ān
t =

∑

i 1(tn
i
,tn

i+1
](t)Atn

i
and An

0 = A0. Since every

Ān is a step process adapted and left continuous, it is predictable, and the

process A′ defined by A′
t = lim supk Ā

n(k)
t is also predictable. But for every

t, A′
t = At a.s. So, we shall suppose now that A = A′, and X = A′ + M .

Proof of (iii): Let N be a continuous local martingale. Using localization
arguments, we will assume that N is a square integrable martingale. For
every t we can write:

∑

ti∈Dn,ti≤t

(Nti+1
− Nti)(Ati+1

− Ati)

=
∑

ti∈Dn,ti≤t

(Nti+1
− Nti)

∫ ti

0
(G(ti+1, s) − G(ti, s))dLs

+
∑

ti∈Dn,ti≤t

(Nti+1
− Nti)

∫ ti+1

ti
(G(ti+1, s) − G(s, s))dLs

= In
1 + In

2

Since N is a martingale, using the B-D-G inequality and Schwarz’s inequality
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we get:

E|In
1 | ≤ cE





∑

ti∈Dn

(Nti+1
− Nti)

2
(

∫ ti

0
(G(ti+1, s) − G(ti, s))dLs

)2





1/2

≤ cE



 max
ti∈Dn

|Nti+1
− Nti |

∑

ti∈Dn

(

∫ ti

0
(G(ti+1, s) − G(ti, s))dLs

)2





1/2

≤ c(E( max
ti∈Dn

|Nti+1
− Nti |2))1/2



E
∑

ti∈Dn

(

∫ ti

0
(G(ti+1, s) − G(ti, s))dLs

)2





1/2

.

Because of the continuity of N ,
E[maxti∈Dn |Nti+1

− Nti |2] → 0;
the second term is estimated as before by

(E

∫ T

0
V 2

2 (G)((s, T ], s)d[L,L]s)1/2,

which is finite.
Now, by Schwarz’s inequality

E|In
2 | ≤ (E

∑

ti∈Dn

(Nti+1
− Nti)

2)1/2



E
∑

ti∈Dn

(

∫ ti+1

ti

(G(ti+1, s) − G(s, s))dLs

)2





1/2

≤ (E([N,N ]T ))1/2
(

E

∫ T

0
(Gn(s) − G(s, s))2d[L,L]s

)1/2

where Gn is defined as above.

Since E

∫ T

0
(Gn(s) − G(s, s))2d[L,L]s → 0, we conclude that for every t

∑

ti∈Dn,ti≤t

(Nti+1
− Nti)(Ati+1

− Ati) → 0

in L1, and the covariation process [N,A] is null for every continuous mar-
tingale N .

The proof of Theorem 4.1 is complete.

Unhappily we are not able to prove that X admits a modification with
càdlàg trajectories. However, in this direction, we have the following lemma.

Lemma 4.3 : A is continuous (hence X is càdlàg) if the following addi-
tional condition is filled:
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(Hc): There exist δ > 0, p > 1 and a function a(u) meeting

E
[

(

∫ T

0
a(u)d[L,L]u)p

]

< ∞,

such that for every s, t, u holds

(

G(t, u) − G(s, u)
)2

≤ a(u)|t − s|
1

p
+δ

.

Proof : Let us take s, t such that 0 ≤ s ≤ t ≤ T . We have with a
constant c changing from line to line:

E(At − As)
2p ≤ E(

∫ t

0
(G(t, u) − G(u, u))dLu −

∫ s

0
(G(s, u) − G(u, u))dLu)2p

≤ cE(

∫ s

0
(G(t, u) − G(s, u))2d[L,L]u)p

+E(

∫ t

s
(G(t, u) − G(u, u)2d[L,L]u)p

≤ c(t − s)1+pδE(

∫ t

0
a(u)d[L,L]u)p

≤ c(t − s)1+pδ.

Hence we get the continuity of A by Kolmogorov’s Lemma.

An analogous result under Holder condition was already given in the
paper ([1] ), Lemmas 2C and 2D.

We shall suppose by now that the processes given by (12 ) have a. s.
càdlàg trajectories.

We are now interested in investigating conditions on G in order to make
X a Dirichlet process or a weak Dirichlet process admitting a quadratic
variation. For that let us consider the following hypotheses:

(H4): For all s, t → G(t, s) has a bounded variation on (s, τ ], for every
τ ≤ T .

(We denote this variation |G|((s, τ ], s) < ∞).

(H5) : E

∫ T

0
|G|((s, T ], s)d[L,L]s < ∞

(H6): For all u, v, t → G(t, u) and t → G(t, v) have a finite mutual quadratic
covariation with the property (S) on (max(u, v), T ].
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(We denote this covariation [G(., u), G(., v)]τ ). Moreover we suppose
that the convergence involved to define the covariation, is uniform in u, v.

Of course (H6) implies that t → G(t, s) admits a quadratic variation on
(s, T ] for all s with the property (S) and that (H1) is satisfied.

Theorem 4.2 (i) Let us assume (H0), (H3), (H4), (H5). Then X is a Dirich-
let process. (i.e. A is continuous and [A,A] ≡ 0).

(ii) Let us assume (H0), (H2), (H3), (H6). Then X is a weak Dirichlet pro-
cess. Moreover if we assume that the process B defined by

Bt =

∫ t

0
[G(., s), G(., s)]td[L,L]s + 2

∫ t

0
(

∫ v

0
[G(., u), G(., v)]tdLu)dLv

(13)
is a càdlàg process, then X and A admit a quadratic variation such
that: [A,A]t = Bt and

[X,X] = [A,A] + [M,M ]. (14)

Remark 4.2 (i) If t → G(t, s) is C1 for every s, denoting G1(t, s) its
derivative and assuming that (t, s) → G1(t, s) is continuous on [0, 1]2,

we get At =

∫ t

0
(

∫ u

0
G1(u, s)dLs)du by applying Fubini’s theorem for

stochastic integrals, so X is a semimartingale. This result is due to
Protter ([13]).

(ii) In case of continuous martingale L, part 2) is due to Errami and Russo
([5] ) and ([6] ).

Proof : (i) First of all, we notice that our hypotheses imply that (H1) and
(H2) are satisfied for any sequence (Dn) of subdivisions with mesh tending
to 0. Since we can write

Ati+1
−Ati =

∫ ti

0
(G(ti+1, s)−G(ti, s))dLs +

∫ ti+1

ti
(G(ti+1, s)−G(s, s))dLs,

for every ε > 0 we get:

E
∑

ti∈Dn

(Ati+1
− Ati)

2
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≤ E
∑

ti∈Dn

∫ ti

0
(G(ti+1, s) − G(ti, s))2d[L,L]s

+
∑

ti∈Dn

∫ ti+1

ti

(G(ti+1, s) − G(s, s))2d[L,L]s

≤ max
ti∈Dn,ε≤s≤T

|G(ti+1, s) − G(ti, s)|E
∑

ti∈Dn

∫ ti

ε
|G(ti+1, s) − G(ti, s)|d[L,L]s

+E
∑

ti∈Dn

∫ ti∧ε

0
(G(ti+1, s) − G(ti, s))2d[L,L]s

+E

∫ T

0
(Gn(s) − G(s, s))2d[L,L]s

≤ max
ti∈Dn,ε≤s≤T

|G(ti+1, s) − G(ti, s)|E
∫ 1

ε
|G|((s, 1], s)d[L,L]s

+E

∫ ε

0
V 2

2 (G)((s, T ], s)d[L,L]s + E

∫ T

0
(Gn(s) − G(s, s))2d[L,L]s

Using the following properties:

max
ti∈Dn,ε≤s≤T

|G(ti+1, s) − G(ti, s)| → 0, when n → ∞,

E

∫ T

ε
|G|((s, T ], s)d[L,L]s < ∞,

E

∫ ε

0
V 2

2 (G)((s, T ], s)d[L,L]s → 0, when ε →, 0

and

E

∫ T

0
(Gn(s) − G(s, s))2d[L,L]s → 0, when n → ∞,

we deduce that [A,A] ≡ 0. By the inequality

max
ti∈Dn

|Ati+1
− Ati |2 ≤

∑

ti∈Dn

(Ati+1
− Ati)

2,

we get that A is continuous.

(ii) Taking into account Proposition 2.1 we have only to prove the prop-
erty S for the process defined by the right hand side of formula (13). Let us
notice first that formula (13) is well-defined, as we take as integrant of dLs

for the last term the predictable projection of the optional process

(

∫ s

0
[G(., u), G(., s)]tdLu)s≤t.
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See for example Dellacherie -Meyer ([4]), Chap.VI for details.
Taking into account that

E

∫ T

0
(Gn(s) − G(s, s))2d[L,L]s → 0 when n → ∞,

we have:

[A,A]t = lim
n

∑

ti∈Dn,ti≤t

(Ati+1
− Ati)

2

= lim
n

∑

ti∈Dn,ti≤t

(

∫ ti

0
(G(ti+1, s) − G(ti, s))dLs)

2

= lim
n

2
∑

ti∈Dn,ti≤t

∫ ti

0
(

∫ s

0
(G(ti+1, u) − G(ti, u))dLu)−(G(ti+1, s) − G(ti, s))dLs

+ lim
n

∑

ti∈Dn,ti≤t

∫ ti

0
(G(ti+1, s) − G(ti, s))2d[L,L]s

= 2 lim
n

In
1 (t) + lim

n
In
2 (t).

Then

In
2 (t) =

∑

k

∫ tk

tk−1

∑

i>k,ti≤t

(G(ti+1, s) − G(ti, s))2d[L,L]s

This sequence converges to

∫ t

0
[G(., s)]td[L,L]s by dominated conver-

gence.
On the other hand, In

1 (t) can be written

In
1 (t) =

∑

k

∫ tk

tk−1

(

∫ s

0

∑

i>k,ti≤t

(G(ti+1, u) − G(ti, u))(G(ti+1, s) − G(ti, s))dLu)−dLs

=

∫ ρn(t)

0
(

∫ s

0
[Gn(., u), Gn(., s)]tdLu)−dLs.

For any optional process Y , let us write Y P its predictable projection. Then
noticing that

(

∫ s

0
[Gn(., u), Gn(., s)]tdLu)− = (

∫ s

0
[Gn(., u), Gn(., s)]tdLu)P

and from classical properties of predictable projections, we get for t ∈ Dn

E(In
1 (t) −

∫ t

0
(

∫ s

0
[G(., u), G(., s)]tdLu)dLs)

2
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= E[

∫ t

0
[(

∫ s

0
([Gn(., u), Gn(., s)]t − [G(., u), G(., s)]t)dLu)P ]2d < L,L >s]

≤ E[

∫ t

0
[(

∫ s

0
([Gn(., u), Gn(., s)]t − [G(., u), G(., s)]t)dLu)2]P d < L,L >s]

= E[

∫ t

0
(

∫ s

0
([Gn(., u), Gn(., s)]t − [G(., u), G(., s)]t)dLu)2d < L,L >s]

We show now that for any t ∈ ⋃

n Dn

∫ t

0
(

∫ s

0
([Gn(., u), Gn(., s)]t−[G(., u), G(., s)]t)dLu)2d < L >s

P−−→0, when n → ∞.

Note that

E(

∫ s

0
([Gn(., u), Gn(., s)]t − [G(., u), G(., s)]t)dLu)2

= E(

∫ s

0
([Gn(., u), Gn(., s)]t − [G(., u), G(., s)]t)

2d < L,L >u).

But for every u, s, t, [Gn(., u), Gn(., s)]t−[G(., u), G(., s)]t → 0 when n → ∞,
and we have the estimation

|[Gn(., u), Gn(., s)]t − [G(., u), G(., s)]t |
≤ 1/2([Gn(., u)]t + [Gn(., s)]t + [G(., u)]t + G(., s)]t).

¿From (H6) this last term is bounded, hence by dominated convergence

E(

∫ s

0
([Gn(., u), Gn(., s)]t − [G(., u), G(., s)]t)dLu)2 → 0

for every s, t. So, we can get easily (18) by localisation of L.
We are finished as soon as we remark that using the continuity of process

< L,L >, for every t

E(In
1 (t) − In

1 (ρn(t)) −
∫ t

ρn(t)
(

∫ s

0
[G(., u), G(., s)]dLu)dLs)

2

= E(

∫ t

ρn(t)
(

∫ s

0
[G(., u), G(., s)]dLu)dLs)

2

= E

∫ t

ρn(t)
(

∫ s

0
[G(., u), G(., s)]dLu)2d < L,L >s

converges to 0 when n → ∞.

Example 1: Fractional normal processes of index H > 1/2
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We consider the case where L is a normal martingale (i.e. a square
integrable martingale with predictable quadratic variation < L,L >t= t),
and G(t, s) given for t ≥ s by:

G(t, s) = cs1/2−H
∫ t

s
uH−1/2(u − s)H−3/2du (15)

with c constant. Of course, when L is a standard Brownian motion, X is
the classical fractional Brownian motion.

Let us check that (H3),(H4) and (H5) are satisfied.

|G|((s, T ], s) = cs1/2−H
∫ T

s
uH−1/2(u − s)H−3/2du

≤ cs1/2−H
∫ T

s
(u − s)H−3/2du

= cs1/2−H 1

H − 1/2
(1 − s)H−1/2du

≤ c

H − 1/2
s1/2−H

and
∫ T

0
|G|((s, T ], s)ds ≤ c

(H − 1/2)(3/2 − H)
,

hence finally

∫ T

0
|G2|((s, T ], s)ds ≤ c

(H − 1/2)(2 − 2H)
.

This means that, for every normal martingale L, the process X defined by

Xt =

∫ t

0
G(t, s)dLs is a Dirichlet process. Since G(s, s) = 0, its martingale

part is null. In particular X is continuous, even if L is not.

Example 2: Weak Dirichlet process driven by a Brownian motion
For this example we take L = B a standard Brownian motion and

G(t, s) = β(t)f(s) for t ≥ s, where t → β(t) is a fixed Brownian trajectory
such that its quadratic variation is [β(.)]t = t, and f is a real continuous
function on [0, T ].

Here we can apply part 2) of Theorem 4.2. Actually:

[G(; , u), G(., v)]t = lim
ti+1≤t,ti≥max{u,v}

∑

i

(β(ti+1) − β(ti))
2f(u)f(v)
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and this term converges uniformly in u, v to (t − max{u, v})f(u)f(v).
Therefore we get the decomposition X = M + A, with

Mt =

∫ t

0
β(s)f(s)dBs (16)

and the formula (13) gives the quadratic variation of A

[A,A]t =

∫ t

0
(t − s)f2(s)ds + 2

∫ t

0

∫ s

0
(t − s)f(u)f(s)dBudBs (17)

which can be written

[A,A]t =

∫ t

0
(

∫ s

0
f(u)dBu)2ds.

In particular the process (

∫ t

0

∫ s

0
(t − s)f(u)f(s)dBudBs)t has a finite varia-

tion.

Since E([A,A]t) =

∫ t

0
(t − s)f2(s)ds 6= 0, X is not a Dirichlet process;

however, Theorems 4.1 and 4.2 ensure that X is a weak Dirichlet process
admitting quadratic variation.

Actually, this example 2 is a particular case of the following:

Example 3
Let us consider G(t, s) under the form
G(t, s) =

∫ t
s f(u, s)dβu

where for every s < t, u → f(u, s) has a bounded variation on (s, t],
and (u, s) → f(u, s) is continuous on {(u, s) : 0 ≤ u ≤ s ≤ T}. We de-
note dfu(u, s) the measure associated to the variation process. We assume
also that β is a deterministic real continuous on [0, T ] function admitting a
quadratic variation along (Dn), and β0 = 0.

Xt = At and we shall prove the Fubini type formula :

At =

∫ t

0
(

∫ t

s
f(u, s)dβu)dLs =

∫ t

0
(

∫ u

0
f(u, s)dLs)dβu. (18)

Indeed, A admits a quadratic variation along (Dn) given by

[A,A]t =

∫ t

0
(

∫ s

0
f(u, s)dLu)2d[β, β]s.
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Actually, taking into account that [β, f(., s)] = 0, we get

∫ t

s
f(u, s)dβu = βtf(t, s) − βsf(s, s) −

∫ t

s
βudfu(u, s).

Then

At = βt

∫ t

0
f(t, s)dLs −

∫ t

0
βsf(s, s)dLs −

∫ t

0
(

∫ t

s
βudfu(u, s))dLs.

¿From Theorem 4.2 (i) the process Y defined by Yt =

∫ t

0
f(t, s)dLs is a

Dirichlet process and [β, Y ] = 0, then by integration by parts, we get;

βtYt =

∫ t

0
Ysdβs +

∫ t

0
βsdYs

And by using the sequence (Dn)

∫ t
0 βsdY s = limDn

∑

ti∈Dn,ti≤t βti(Yti+1
− Yti)

= limDn

∑

ti∈Dn,ti≤t βti

∫ ti+1

ti f(ti+1, s)dLs

+ limDn

∑

ti∈Dn,ti≤t βti

∫ ti
0 (f(ti+1, s) − f(ti, s))dLs

=
∫ t
0 βsf(s, s)dLs +

∫ t
0 (

∫ t
s βudfu(u, s))dLs,

then we deduce the formula (18).

5 Appendix

5.1 A process with finite energy but without quadratic vari-

ation along the dyadics.

Let Dk be the k-th dyadic subdivision of [0, 1], that is tkj =
j

2k
,0 ≤ j ≤ 2k.

We are willing to build a deterministic function x such that Sk = 1 if
k is even and greater than 2, and Sk = 2 for k odd. Such a funcion has
obviously finite energy along the sequence (Dk)k (and indeed its energy is
equal to 2, although is would be equal to 1 along the sequence (D2k)k),
but has no quadratic variation since the sequence (Sk) has 2 accumulation
points.

Let us begin with defining x0 = x1 = 0 and x1/2 = 1, so that S1 = 2.
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At the second step, we define x1/4 = x3/4 = 1/2, so that S2 = 1
In order to make our construction clear, we go into details for the third

step.
We want to define xj/8 for odd j in order that S3 = 2. The idea is to

compute xj/8 such that

(

x j

8

− x j−1

8

)2
+

(

x j+1

8

− x j

8

)2
= 2 ×

(

x j+1

8

− x j−1

8

)2
.

Actually, this amounts to find a solution y to an equation like

(a − y)2 + (b − y)2 = 2 × (a − b)2. (19)

As equation (19) has two solutions, namely ((1 +
√

3)a + (1 −
√

3)b)/2
and ((1−

√
3)a+ (1+

√
3)b)/2, we have 2 possible choices for each xj/8 with

odd j in order that S3 = 2.
This process is then iterated as follows :
1. Assume that we have constructed x j

22k−1

, 0 ≤ j ≤ 22k−1, such that

S2k−1 = 2 for some k. Then we put x 2j+1

22k

= (x 2j

22k

+ x 2j+2

22k

)/2 (so that it is

the middle of its neighbours). Then it is readily checked that S2k = 1.
2. Now we have to choose the x 2j+1

22k+1

’s. We will proceed as was done

above for k = 1. Namely, we can always choose y = x 2j+1

22k+1

so that it solves

equation (19) with a = x 2j

22k+1

and b = x 2j+2

22k+1

, and the result follows the

same lines as for k = 1.

It remains to check that we can build a real continuous function x on
[0, 1] with the specified values on the dyadics.

Let xn be the piecewise linear function joining the points constructed
at rank n. We will show that the sequence (xn) satisfies a uniform Cauchy
criterion, which will give the claim.

First note that it is obvious (again from the solution of equation (19)
that any two neighbours at rank 2k or 2k + 1 are far from each other at
most ((1 +

√
3/4)k. In other words, we have always

|xn
i+1

2n
− xn

i
2n
| ≤

(1 +
√

3

4

)n
2 . (20)

Now, fix ε > 0. For positive n and p and for t ∈ [0, 1], let tni be the
closest to t point in Dn, and tn+p

j the closest to t point in Dn+p. Without

loss of generality we will assume that tni ≤ tn+p
j ≤ tni+1. We have then
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|xn
t − xn+p

t | ≤ |xn
t − xn

tn
i
| + |xn

tn
i
− xn+p

tn
i

|
+|xn+p

tn
i

− xn+p

tn+p

j

| + |xn+p

tn+p

j

− xn+p
t |. (21)

¿From (20) and the definition of xn it is obvious that the first and last
terms in the right-hand side of (21) can be made as small as wanted (say
less than ε/3), uniformly in t and p, for n large enough. Moreover, as
Dn ⊂ Dn+p, the second term is identically zero.

Hence it remains to uniformly estimate |xn+p
tn
i

−xn+p

tn+p

j

| (note that in prin-

ciple, at most 2p points of Dn+p may lay between tni and tn+p
j , so that there

is no trivial uniform in p majorization of such a sequence).
Let us put tin = k/2n

We assume for instance that l := xk/2n ≤ h : x(k+1)/2n and that n is
odd. Then clearly l ≤ x(2k+1)/2n+1 ≤ h (since x(2k+1)/2n+1 = (l + h)/2),

and if we choose x(4k+1)/2n+2 = ((1 +
√

3)l + (1 −
√

3)(l + h)/2)/2 and

x(4k+3)/2n+2 = ((1 +
√

3)(h + l)/2 + (1 −
√

3)h)/2, we can see that both

values lay in [l − (
√

3 − 1)(h − l)/4, h]. Keeping (20) in mind, we conclude
that for every point s in Dn+2 ∩ [k/2n, (k + 1)/2n], and for every p ≥ 2,

l − (
√

3 − 1)/4
(1 +

√
3

4

)n
2 ≤ xn+p

s ≤ h.

If we iterate this procedure, it is straightforward now that for every point
s in Dn+2m ∩ [k/2n, (k + 1)/2n], and for every p ≥ 2m,

l −
√

3 − 1

4

(1 +
√

3

4

)n
2

m−1
∑

i=0

(1 +
√

3

4

)i
≤ xn+p

s ≤ h

and eventually, for every point s in
⋃

m Dn+2m ∩ [k/2n, (k + 1)/2n], and
for every p ≥ 0,

l −
√

3 − 1

4

(1 +
√

3

4

)n
2 4

3 −
√

3
≤ xn+p

s ≤ h.

At last, il follows that the third term in the right-hand of (21) can be
made as small as wanted, say less than ε/3, for n big enough,uniformly in t
and p, and finally we checked the uniform Cauchy criterion for the sequence
of functions (xn). Hence this sequence converges to a continuous function
x, such that by construction, for every k

37



∑

i∈D2k

(xi+1 − xi)
2 = 1

and

∑

i∈D2k+1

(xi+1 − xi)
2 = 2.

This function has finite energy, but no quadratic variation along the
dyadics.

5.2 A continuous function with discontinuous pre-quadratic

variation

We consider the function introduced in [3], Example 1, that is the piecewise
affine function X such that Xt = 0 at each t = 1 − 21−2p, Xt = 1/p1/2 for
t = 1 − 2−2p, and X is affine between these points. If we define moreover
X1 = 0, X is a continuous fonction on [0, 1].

It is clear that X is a fonction of finite variation, hence of zero quadratic
variation on every [0, t] with t < 1.

On the other hand, it was proven in [3] that X has an infinite quadratic
variation on [0, 1] along S := {1 − 2−2k, k ≥ 1}.

For n > 0, we define now a subdivision πn of [0, 1] as follows :

πn =
⋃

j≤22n−1

{j2−2n} ∪
⋃

k≥n

{1 − 2−2k}.

It is straightforward that for every n X has an infinite quadratic variation
along πn, although its quadratic variation along πn ∩ [0, t] goes to zero as
n → ∞ for every t < 1.

Note that if we modify our example in order that Xt = 1/p for t =
1 − 2−2p, p > 0, everything else remaining unchanged, the pre-quadratic
variation of X on [0, t] is equal to zero if t < 1, but finite and non zero for
t = 1.

5.3 A continuous in probability process may admit no càdlàg

modification.

Let X be the piecewise affine function such that Xt = 0 at each t = 1−21−2p,
Xt = 1 for t = 1 − 2−2p, and X is affine between these points. If we define
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moreover Xt = 0 outside [0, 1), we get a discontinuity of the second kind at
1.

Now define the process Y as follows : Yt = Xt−T 1t≥T , where T is a
random variable uniformly distributed on [0, 1], then Y is continuous in
probability, but every path of Y has almost surely a discontinuity of the
second kind between times 1 and 2.

Note that this result remains true even if we ask our process to have a
quadratic variation along a sequence (πn).
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tique, in Séminaire de Probabilités XV, Lecture Notes in Maths 850,
Springer, Berlin, 1981.

[11] J. Jacod, A. Shiryaev, Limit Theorems for Stochastic Processes,
Springer, Berlin 1987.

[12] M. Métivier, Notions fondamentales de la théorie des probabilités,
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