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#### Abstract

In this article, we prove that the Kolmogorov operator associated to the Burgers equation driven by a space-time white noise is $m$-dissipative. This implies several properties on the Kolmogorov equation. This result is obtained thanks to the introduction of a modified Kolmogorov operator. New a priori estimates on the solutions of the Burgers equation and on the invariant measure are obtained. These are crucial in our argument.
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## 1 Introduction

We are here concerned with the following stochastic Burgers equation in the interval $[0,1]$ with Dirichlet boundary conditions,

$$
\left\{\begin{array}{l}
d X(t, \xi)=\left(\partial_{x}^{2} X(t, \xi)+\partial_{x}\left(X^{2}(t, \xi)\right)\right) d t+d W(t, \xi), t>0, \xi \in(0,1)  \tag{1.1}\\
X(t, 0)=X(t, 1)=0, t>0 \\
X(0, \xi)=x(\xi), \xi \in(0,1)
\end{array}\right.
$$

The unknown $X$ is a real valued process depending on $\xi \in[0,1]$ and $t \geq 0$ and $d W / d t$ is a space-time white noise on $[0,1] \times[0, \infty)$. This equation has been studied by several authors ( see [2], [4], [8], [9], [17], [19]) and it is known that there exists a unique solution with paths in $C\left([0, T] ; L^{2}(0,1)\right)$.

In this article, we want to study (1.1) through the corresponding Kolmogorov equations whose solution is formally given by the transition semigroup associated to (1.1). Numerous articles are devoted to this type of problem ([11], [21], [22], [23]). The aim is to have a better understanding of
infinite dimensional Kolmogorov operators. In this way, we hope to be able to prove existence and uniqueness results for the transition semigroup in cases when we are not able to solve directly the stochastic equation. In [7] for instance, the existence of a transition semigroup is proved for the three dimensional Navier-Stokes equations by a direct study of the Kolmogorov equation. Other examples of the application of this method are for instance the direct construction of the transition semigroup for the stochastic quantization equations ([18]) or for the porous medium equation ([10]). Also if the Burgers equation above is perturbed by a term as a nonlinearity of the form $f(X(t, \xi))$ where $f$ is only assumed to be Borelian and bounded, then it is hopeless to solve the equation pathwise but our results below can be used to prove that there exists a unique solution to the Kolmogorov equation. Then, a transition semigroup in $L^{2}(H, \nu)$ can be constructed. Also, one can try to solve the stochastic differential equation (1.1) in the sense of the martingale using use the theory of Dirichlet forms developped in [16], [21] and generalized in [23].

Also, even if we are able to solve directly the stochastic equations, further properties can be derived from the Kolmogorov operator. This is the case for log-Sobolev inequalities. Up to now, we are not able to prove a log-Sobolev inequality for the stochastic Burgers equation. However, we think that the tools developed in this article will be useful for that purpose. Another application is to solve Hamilton-Jacobi equation associated to control problem for the stochastic Burgers equation (1.1).

We rewrite (1.1) as an abstract differential equation in the Hilbert space $H=L^{2}(0,1)$,

$$
\begin{cases}d X & =(A X+b(X)) d t+d W(t)  \tag{1.2}\\ X(0) & =x\end{cases}
$$

where

- $A=\partial_{\xi}^{2}, \quad D(A)=H^{2}(0,1) \cap H_{0}^{1}(0,1)$,
- $b(x)=\partial_{\xi}\left(x^{2}\right), \quad D(b)=H_{0}^{1}(0,1)$,
- $W$ is a cylindrical process on $H$, associated to a stochastic basis $\left(\Omega, \mathcal{F}, \mathbb{P},\left(\mathcal{F}_{t}\right)_{t \geq 0}\right)$.

The unique solution to equation (1.2) is denoted by $X(t, x)$. The corresponding transition semigroup $P_{t}$ is then given by,

$$
\begin{equation*}
P_{t} \varphi(x)=\mathbb{E}[\varphi(X(t, x))], \quad t \geq 0, x \in H, \varphi \in B_{b}(H), \tag{1.3}
\end{equation*}
$$

where $B_{b}(H)$ is the Banach space of all Borel bounded mappings $\varphi: H \rightarrow \mathbb{R}$ endowed with the sup norm

$$
\|\varphi\|_{0}=\sup _{x \in H}|\varphi(x)|
$$

and $\mathbb{E}$ means expectation.
We know that there exists a unique invariant measure $\nu$ for $P_{t}$, see [8], [9]. The existence follows from Krylov-Boboliubov criterium and an a priori estimates on the solutions. The estimates given
in section 2.3 can also be used. The uniqueness follows from the Doob theorem. Strong Feller property is a consequence of the results of section 3 - see Remark 3.5 below, irreducibility can be obtained by an approximate controllability argument.

As is well known, $P_{t}$ can be uniquely extended to a contraction Markov semigroup in $L^{2}(H, \nu)$, still denoted by $P_{t}$. We shall denote by $N_{2}$ its infinitesimal generator. The main result of this paper is that $N_{2}$ is the closure in $L^{2}(H, \nu)$ of the Kolmogorov operator $N_{0}$ defined by

$$
\begin{equation*}
N_{0} \varphi(x)=\frac{1}{2} \operatorname{Tr}\left[D^{2} \varphi(x)\right]-(A x+b(x), D \varphi(x)), \quad x \in H, \varphi \in \mathcal{E}_{A}(H) \tag{1.4}
\end{equation*}
$$

where $\mathcal{E}_{A}(H)$ (the algebra of all exponential functions) is the linear span of all functions (more precisely the linear span of real and imaginary parts of all functions)

$$
\varphi_{h}(x)=e^{i(h, x)}, \quad x \in H, h \in D(A)
$$

In other words we show that $N_{2}$ is an extension of $N_{0}$ and that $\mathcal{E}_{A}(H)$ is a core for $N_{2}$. This can be expressed by saying that $N_{0}$ is essentially $m$-dissipative. This result generalizes a previous one, see [6], proved for a coloured noise.

As in [6], the main tool for proving this result is a suitable bound for the differential of the transition semigroup $D P_{t} \varphi(x)$. There, this estimate was a direct consequence of estimates on the derivative $X_{x}(t, x)$ of the process $X(t, x)$ and on exponential moments of $X(t, x)$. In the case of a white noise, we were not able to obtain such bounds. For that purpose, we use here a similar method as in [7] by introducing a Kolmogorov operator with a suitable potential term

$$
\begin{equation*}
\tilde{N} \varphi(x)=N_{0} \varphi(x)-K|x|_{L^{4}}^{4} \varphi(x), \quad x \in H, \varphi \in \mathcal{E}_{A}(H) \tag{1.5}
\end{equation*}
$$

where $K$ is sufficiently large, and the corresponding semigroup $S_{t}$ given by the Feynman-Kac formula,

$$
\begin{equation*}
S_{t} \varphi(x)=\mathbb{E}\left(e^{-K \int_{0}^{t}|X(s, x)|_{L^{4}}^{4} d s} \varphi(X(t, x))\right), \quad \varphi \in B_{b}(H), t \geq 0, x \in H \tag{1.6}
\end{equation*}
$$

Thanks to the exponential factor, we are able to find an estimate for $\left|D S_{t} \varphi(x)\right|$ thanks to estimates on the derivative $X_{x}(t, x)$. Moreover, using a generalization of the Bismut-Elworthy formula (see [3], [13], [15]), we get smoothing properties for the Feynman-Kac semigroup $\left(S_{t}\right)_{t \geq 0}$. Then, using the identity

$$
\begin{equation*}
P_{t} \varphi=S_{t} \varphi+K \int_{0}^{t} S_{t-s}\left(|\cdot|_{L^{4}}^{4} P_{s} \varphi\right) d s \tag{1.7}
\end{equation*}
$$

we obtain estimates for $D P_{t} \varphi(x)$. In this argument, we face a strong difficulty in the estimation of the moments of the solutions and of the invariant measure. We introduce a new tool to do these estimates. We use a modified Ornstein-Uhlenbeck process as in [5], but the parameter is random here. This is a very powerful tool which, we think, can be used in other situations. It can also be used, for instance, to estimate the Hausdorff dimension of the random attractor of the
stochastic Burgers equation or of the stochastic Navier-Stokes equations, see Remark 2.4 below. Note that another proof of the finiteness of moments of the solutions is given in [19], it is based on the Hopf-Cole transform and is really specific to the Burgers equation.

We end this section by giving some notations which we will use in what follows. We denote by $|\cdot|$ the norm of $L^{2}(0,1)$. For $p \geq 1,|\cdot|_{L^{p}}$ is the norm of $L^{p}(0,1)$.

The linear operator $A$ is selfadjoint and it possesses a complete orthonormal system $\left\{e_{k}\right\}$ in $H$ of eigenfunctions given by

$$
e_{k}(\xi)=\sqrt{\frac{2}{\pi}} \sin k \xi, \quad \xi \in[0,1], k \in \mathbb{N}
$$

and

$$
A e_{k}=-\pi^{2} k^{2} e_{k}, \quad k \in \mathbb{N} .
$$

For any $\alpha \in \mathbb{R},(-A)^{\alpha}$ is the power of the operator $-A$, which can easily be defined through the eigenbasis above, and $|\cdot|_{\alpha}$ is the norm of $D\left((-A)^{\alpha / 2}\right)$ which is equivalent to the norm of $H^{\alpha}(0,1)$. We have $|\cdot|_{0}=|\cdot|=|\cdot|_{L^{2}}$.

The cylindrical Wiener process $W(t), t \in \mathbb{R}$ in $H$ can be formally written as

$$
W(t)=\sum_{k=1}^{\infty} \beta_{k}(t) e_{k}, \quad t \geq 0
$$

where $\left\{\beta_{k}\right\}$ is a sequence of mutually independent standard Brownian motions in some probability space $(\Omega, \mathcal{F}, \mathbb{P})$.

We shall often use the classical interpolatory estimate,

$$
\begin{equation*}
|x|_{\beta} \leq|x|_{\alpha}^{\frac{\gamma-\beta}{\gamma-\alpha}}|x|_{\gamma}^{\frac{\beta-\alpha}{\gamma-\alpha}}, \quad \alpha<\beta<\gamma \tag{1.8}
\end{equation*}
$$

and the Agmon estimate

$$
\begin{equation*}
|x|_{L^{\infty}} \leq|x|_{L^{2}}^{\frac{1}{2}}|x|_{H^{1}}^{\frac{1}{2}} . \tag{1.9}
\end{equation*}
$$

Finally, we recall that the semigroup $e^{t A}$ acts on $L^{p}(0,1)$ for all $p \geq 1$ and that the following estimate holds (by the Poincaré inequality),

$$
\begin{equation*}
\left|e^{t A} x\right|_{L^{p}} \leq e^{-\lambda_{p} t}|x|_{L^{p}}, \quad t \geq 0, x \in L^{p} \tag{1.10}
\end{equation*}
$$

where

$$
\lambda_{p}=\frac{2(p-1)}{p} \pi^{2}, \quad p \in(1, \infty)
$$

## 2 Estimate of moments of $X(t, x)$

### 2.1 Estimate of a modified Ornstein-Uhlenbeck process

Here we introduce a modified Ornstein-Uhlenbeck process replacing $A$ with $A-\alpha$ with $\alpha \geq 0$. We set, for any $\alpha \geq 0$,

$$
\begin{equation*}
z_{\alpha}(t)=\int_{0}^{t} e^{(t-s)(A-\alpha)} d W(s), \quad t \geq 0 \tag{2.1}
\end{equation*}
$$

it is the mild solution of the equation

$$
d z_{\alpha}(t)=(A-\alpha) z_{\alpha}(t) d t+d W(t), \quad z_{\alpha}(0)=0
$$

This type of modified Ornstein-Uhlenbeck process was introduced in [5] in order to study the existence of random attractors for the stochastic Navier-Stokes equation. In this present work, we use it in a different way and need more precise estimates on the dependance of $z_{\alpha}$ with respect to $\alpha$. We use the following result.

Proposition 2.1 Let $p \geq 1, \varepsilon \in(0,1 / 4), \delta \in(0,1)$. Then there exists a random variable $K_{\varepsilon, \delta, p}$ such that for all $\alpha>0$ and $t \geq 0$ we have

$$
\left|z_{\alpha}(t)\right|_{L^{p}} \leq \alpha^{-\frac{1}{4}+\varepsilon}\left(1+t^{\delta}\right) K_{\varepsilon, \delta, p}
$$

and

$$
\mathbb{E}\left(K_{\varepsilon, \delta, p}^{k}\right)<+\infty, \quad \text { for all } k \geq 1
$$

Proof. Using the identity

$$
e^{-(t-s) \alpha}=1-\alpha \int_{s}^{t} e^{-(t-\tau) \alpha} d \tau
$$

we can write

$$
\begin{aligned}
z_{\alpha}(t) & =\int_{0}^{t} e^{(t-s) A} d W(s)-\alpha \int_{0}^{t} e^{(t-s) A} \int_{s}^{t} e^{-(t-\tau) \alpha} d \tau d W(s) \\
& =\int_{0}^{t} e^{(t-s) A} d W(s)-\alpha \int_{0}^{t} e^{(t-\tau)(A-\alpha)} \int_{0}^{\tau} e^{(\tau-s) A} d W(s) d \tau
\end{aligned}
$$

We now use the factorization method (see [11], section 5.3) writing for $\beta \in(0,1)$,

$$
\int_{0}^{t} e^{(t-s) A} d W(s)=\frac{\sin \pi \beta}{\pi} \int_{0}^{t}(t-\sigma)^{\beta-1} e^{(t-\sigma) A} Y(\sigma) d \sigma
$$

where

$$
Y(\sigma)=\int_{0}^{\sigma}(\sigma-s)^{-\beta} e^{(\sigma-s) A} d W(s)
$$

It follows that

$$
\begin{aligned}
z_{\alpha}(t)= & \frac{\sin \pi \beta}{\pi}\left[\int_{0}^{t}(t-\sigma)^{\beta-1} e^{(t-\sigma) A} Y(\sigma) d \sigma\right. \\
& \left.-\alpha \int_{0}^{t} e^{(t-\tau)(A-\alpha)} \int_{0}^{\tau}(\tau-\sigma)^{\beta-1} e^{(\tau-\sigma) A} Y(\sigma) d \sigma d \tau\right] \\
= & \frac{\sin \pi \beta}{\pi} \int_{0}^{t} e^{(t-\sigma) A} Y(\sigma)\left[(t-\sigma)^{\beta-1}-\alpha \int_{\sigma}^{t}(\tau-\sigma)^{\beta-1} e^{-\alpha(t-\tau)} d \tau\right] d \sigma
\end{aligned}
$$

We are going to estimate the factor inside brackets

$$
L:=(t-\sigma)^{\beta-1}-\alpha \int_{\sigma}^{t}(\tau-\sigma)^{\beta-1} e^{-\alpha(t-\tau)} d \tau
$$

We have, using the change of variable $\tau-\sigma=(t-\sigma) \rho$,

$$
\begin{aligned}
& L=\alpha \int_{\sigma}^{t}\left((t-\sigma)^{\beta-1}-(\tau-\sigma)^{\beta-1}\right) e^{-\alpha(t-\tau)} d \tau+(t-\sigma)^{\beta-1} e^{-\alpha(t-\sigma)} \\
& =\alpha(t-\sigma)^{\beta} \int_{0}^{1}\left(1-\rho^{\beta-1}\right) e^{-\alpha(1-\rho)(t-\sigma)} d \rho+(t-\sigma)^{\beta-1} e^{-\alpha(t-\sigma)}
\end{aligned}
$$

For any $s \geq 0$ we can write

$$
\begin{aligned}
\int_{0}^{1}\left(1-\rho^{\beta-1}\right) e^{-(1-\rho) s} d \rho & \leq e^{-s / 2} \int_{0}^{1 / 2}\left(1-\rho^{\beta-1}\right) d \rho+c(\beta) \int_{1 / 2}^{1}(1-\rho) e^{-(1-\rho) s} d \rho \\
& \leq c(\beta) s^{-2}
\end{aligned}
$$

We deduce that the following estimate holds for $\gamma \in(0,1)$

$$
\begin{equation*}
|L| \leq c(\gamma, \beta) \alpha^{-\gamma}(t-\sigma)^{\beta-1-\gamma}+(t-\sigma)^{\beta-1} e^{-\alpha(t-\sigma)} . \tag{2.2}
\end{equation*}
$$

It follows, by (1.10), that for all $p \geq 1$

$$
\begin{aligned}
& \left|z_{\alpha}(t)\right|_{L^{p}} \\
& \leq c(\gamma, \beta) \int_{0}^{t}\left|e^{(t-\sigma) A} Y(\sigma)\right|_{L^{p}}\left(\alpha^{-\gamma}(t-\sigma)^{\beta-1-\gamma}+(t-\sigma)^{\beta-1} e^{-\alpha(t-\sigma)}\right) d \sigma \\
& \leq c(\gamma, \beta) \int_{0}^{t} e^{-\lambda_{p}(t-\sigma)}|Y(\sigma)|_{L^{p}}\left[\alpha^{-\gamma}(t-\sigma)^{\beta-1-\gamma}+(t-\sigma)^{\beta-1} e^{-\alpha(t-\sigma)}\right] d \sigma .
\end{aligned}
$$

Consequently, thanks to the Hölder inequality we obtain

$$
\begin{aligned}
\left|z_{\alpha}(t)\right|_{L^{p}} \leq & c(\gamma, \beta)\left(\int_{0}^{t} e^{-\lambda_{p}(t-\sigma)}|Y(\sigma)|_{L^{p}}^{2 m} d \sigma\right)^{\frac{1}{2 m}} \\
& \times\left[\alpha^{-\gamma}\left(\int_{0}^{t} e^{-\lambda_{p}(t-\sigma)}(t-\sigma)^{\frac{2 m}{2 m-1}(\beta-1-\gamma)} d \sigma\right)^{\frac{2 m-1}{2 m}}\right. \\
& \left.+\left(\int_{0}^{t} e^{-\lambda_{p}(t-\sigma)}(t-\sigma)^{\frac{2 m}{2 m-1}(\beta-1)} e^{-(t-\sigma) \frac{2 m \alpha}{2 m-1}} d \sigma\right)^{\frac{2 m-1}{2 m}}\right]
\end{aligned}
$$

Note that

$$
\int_{0}^{t} e^{-\lambda_{p}(t-\sigma)}(t-\sigma)^{\frac{2 m}{2 m-1}(\beta-1-\gamma)} d \sigma \leq \int_{0}^{+\infty} e^{-\lambda_{p} u} u^{\frac{2 m}{2 m-1}(\beta-1-\gamma)} d u<+\infty
$$

provided $\frac{2 m}{2 m-1}(\beta-1-\gamma)>-1$, that is

$$
\begin{equation*}
\beta>\gamma+\frac{1}{2 m} . \tag{2.3}
\end{equation*}
$$

Moreover

$$
\begin{aligned}
& \int_{0}^{t} e^{-\lambda_{p}(t-\sigma)}(t-\sigma)^{\frac{2 m}{2 m-1}(\beta-1)} e^{-(t-\sigma) \frac{2 m \alpha}{2 m-1}} d \sigma \leq \int_{0}^{+\infty} u^{\frac{2 m}{2 m-1}(\beta-1)} e^{-u \frac{2 m \alpha}{2 m-1}} d u \\
& =\alpha^{-1-\frac{2 m}{2 m-1}(\beta-1)} \int_{0}^{+\infty} u^{\frac{2 m}{2 m-1}(\beta-1)} e^{-\frac{2 m u}{2 m-1}} d u \leq c \alpha^{\frac{1-2 \beta m}{2 m-1}},
\end{aligned}
$$

provided $\frac{2 m}{2 m-1}(\beta-1)>-1$, that is

$$
\begin{equation*}
\beta>\frac{1}{2 m} . \tag{2.4}
\end{equation*}
$$

In conclusion, choosing $\beta \in(1 / 2 m, 1), 0<\gamma<\beta-1 / 2 m$, we have proved that

$$
\begin{equation*}
\left|z_{\alpha}(t)\right|_{L^{p}} \leq c(\gamma, \beta, m)\left(\alpha^{-\gamma}+\alpha^{-\beta+\frac{1}{2 m}}\right)\left(\int_{0}^{t} e^{-\lambda_{p}(t-\sigma)}|Y(\sigma)|_{L^{p}}^{2 m} d \sigma\right)^{\frac{1}{2 m}} \tag{2.5}
\end{equation*}
$$

Let us now estimate the moments of $Y$. We have

$$
Y(\sigma, \xi)=\sum_{k=1}^{\infty} \int_{0}^{\sigma}(\sigma-s)^{-\beta} e^{-\pi^{2} k^{2}(\sigma-s)} e_{k}(\xi) d \beta_{k}(s), \quad \sigma \in \mathbb{R}, \xi \in[0,1]
$$

so that

$$
\mathbb{E}\left(|Y(\sigma, \xi)|^{2}\right)=\sum_{k=1}^{\infty} \int_{0}^{\sigma} s^{-2 \beta} e^{-2 \pi^{2} k^{2} s} e_{k}^{2}(\xi) d s \leq c \sum_{k=1}^{\infty} \frac{1}{k^{2-4 \beta}}<+\infty,
$$

provided $\beta<\frac{1}{4}$. By Gaussianity of $Y$, it follows that

$$
\mathbb{E}\left(|Y(\sigma)|_{L^{p}}^{p}\right) \leq c_{p}\left(\sum_{k=1}^{\infty} \int_{0}^{\sigma} e^{-2 \pi^{2} k^{2} s} s^{-2 \beta} d s\right)^{\frac{p}{2}} \leq c_{p}\left(\sum_{k=1}^{\infty} k^{-2+4 \beta}\right)^{\frac{p}{2}},
$$

where $c_{p}$ is a finite constant
Using once again the fact that $Y$ is Gaussian, yields

$$
\begin{equation*}
\mathbb{E}\left(|Y(\sigma)|_{L^{p}}^{k}\right) \leq c(p, k) \tag{2.6}
\end{equation*}
$$

for all $p, k \geq 1$.
Now, by the Hölder inequality it follows that

$$
\begin{aligned}
& \int_{0}^{t} e^{-\lambda(t-\sigma)}|Y(\sigma)|_{L^{p}}^{2 m} d \sigma \\
& \leq\left(\int_{0}^{+\infty}\left(1+\sigma^{2}\right)^{-1}|Y(\sigma)|_{L^{p}}^{4 m} d \sigma\right)^{\frac{1}{2}}\left(\int_{0}^{t} e^{-2 \lambda(t-\sigma)}\left(1+\sigma^{2}\right) d \sigma\right)^{\frac{1}{2}} \\
& \leq c(1+t)\left(\int_{0}^{+\infty}\left(1+\sigma^{2}\right)^{-1}|Y(\sigma)|_{L^{p}}^{4 m} d \sigma\right)^{\frac{1}{2}}
\end{aligned}
$$

Finally by (2.5), we obtain

$$
\left|z_{\alpha}(t)\right|_{L^{p}} \leq c(\gamma, \beta, m)\left(\alpha^{-\gamma}+\alpha^{-\beta+\frac{1}{2 m}}\right)(1+t)^{\frac{1}{2 m}}\left(\int_{0}^{+\infty}\left(1+\sigma^{2}\right)^{-1}|Y(\sigma)|_{L^{p}}^{4 m} d \sigma\right)^{\frac{1}{4 m}}
$$

To prove the result we choose $\gamma, \beta, m$ such that

$$
\gamma \in(0,1), \quad \frac{1}{2 m}<\min \{\delta, \varepsilon / 2\}, \quad \frac{1}{4}-\varepsilon / 2<\gamma+\varepsilon / 2<\beta<\frac{1}{4}
$$

Notice that, with this choice, (2.3), (2.4) hold and we have

$$
\left|z_{\alpha}(t)\right|_{L^{p}} \leq \alpha^{-\frac{1}{4}+\varepsilon}\left(1+t^{\delta}\right) K_{\varepsilon, \delta, p}
$$

with

$$
K_{\varepsilon, \delta, p}=c(\varepsilon, \delta)\left(\int_{0}^{+\infty}\left(1+\sigma^{2}\right)^{-1}|Y(\sigma)|_{L^{p}}^{4 m} d \sigma\right)^{\frac{1}{4 m}}, \quad t \geq 0
$$

In view of (2.6), we have

$$
\mathbb{E}\left(K_{\varepsilon, \delta, p}^{k}\right)<\infty
$$

for all $k$. The proof is complete.

### 2.2 Estimate of the solution $X(t, x)$

Proposition 2.2 For all $p, k \geq 1$ there exist $c_{1}(p, k), c_{2}(p, k)$ such that for all $x \in L^{p}(0,1)$ and all $T \geq 0$ we have

$$
\mathbb{E}\left(\sup _{t \in[0, T]}|X(t, x)|_{L^{p}}^{k}\right) \leq c_{1}(p, k) e^{c_{2}(p, k) T}\left(1+|x|_{L^{p}}^{k}\right) .
$$

Proof. We set $Y(t)=X(t, x)-z_{\alpha}(t), t \geq 0$, so that $Y$ fulfills

$$
\frac{d}{d t} Y(t)=A Y(t)+b\left(Y(t)+z_{\alpha}(t)\right)+\alpha z_{\alpha}(t)
$$

Multiplying both sides by $p|Y(t)|^{p-2} Y(t)$, integrating in $[0,1]$ and then integrating by parts, yields

$$
\begin{aligned}
& \frac{d}{d t}|Y(t)|_{L^{p}}^{p}+p(p-1) \int_{0}^{1}|Y(t)|^{p-2}\left|\partial_{\xi} Y(t)\right|^{2} d \xi \\
& =p \int_{0}^{1}|Y(t)|^{p-2} Y(t) \partial_{\xi}\left[\left(Y(t)+z_{\alpha}(t)\right)^{2}\right] d \xi+p \alpha \int_{0}^{1}|Y(t)|^{p-2} Y(t) z_{\alpha}(t) d \xi \\
& =-p(p-1) \int_{0}^{1}|Y(t)|^{p-2} \partial_{\xi} Y(t)\left(Y^{2}(t)+2 Y(t) z_{\alpha}(t)+z_{\alpha}^{2}(t)\right) d \xi \\
& +p \alpha \int_{0}^{1}|Y(t)|^{p-2} Y(t) z_{\alpha}(t) d \xi \\
& =-2 p(p-1) \int_{0}^{1}|Y(t)|^{p-2} Y(t) \partial_{\xi} Y(t) z_{\alpha}(t) d \xi \\
& -p(p-1) \int_{0}^{1}|Y(t)|^{p-2} \partial_{\xi} Y(t) z_{\alpha}^{2}(t) d \xi+p \alpha \int_{0}^{1}|Y(t)|^{p-2} Y(t) z_{\alpha}(t) d \xi \\
& :=I_{1}+I_{2}+I_{3},
\end{aligned}
$$

since $\int_{0}^{1}|Y(t)|^{p} Y(t) \partial_{\xi} Y(t) d \xi=0$.
Let us estimate $I_{1}$. By Hölder inequality we have

$$
\int_{0}^{1}|Y(t)|^{p-2} Y(t) \partial_{\xi} Y(t) z_{\alpha}(t) d \xi \leq\left.\left.\left||Y(t)|^{\frac{p}{2}}\right|_{L^{4}}| | Y(t)\right|^{\frac{p}{2}-1} \partial_{\xi} Y(t)\right|_{L^{2}}\left|z_{\alpha}(t)\right|_{L^{4}}
$$

We then use Sobolev embedding theorem and the interpolatory inequality (1.8) to obtain

$$
\left||Y(t)|^{\frac{p}{2}}\right|_{L^{4}} \leq\left.\left. c| | Y(t)\right|^{\frac{p}{2}}\right|_{H^{\frac{1}{4}}} \leq\left.\left.\left.\left. c| | Y(t)\right|^{\frac{p}{2}}\right|_{L^{2}} ^{\frac{3}{4}}| | Y(t)\right|^{\frac{p}{2}}\right|_{H^{1}} ^{\frac{1}{4}} .
$$

Moreover $\left||Y(t)|^{\frac{p}{2}}\right|_{L^{2}}=|Y(t)|_{L^{p}}^{\frac{p}{2}}$ and, thanks to Poincaré inequality,

$$
\left||Y(t)|^{\frac{p}{2}}\right|_{H^{1}} \leq\left.\left. c\left|\partial_{\xi}\right| Y(t)\right|^{\frac{p}{2}}\right|_{L^{2}}=\left.\left.c| | Y(t)\right|^{\frac{p}{2}-1} \partial_{\xi} Y(t)\right|_{L^{2}} .
$$

It follows

$$
|I|_{1} \leq\left.\left. c|Y(t)|_{L^{p}}^{\frac{3 p}{8}}| | Y(t)\right|^{\frac{p}{2}-1} \partial_{\xi} Y(t)\right|_{L^{2}} ^{\frac{5}{4}}\left|z_{\alpha}\right|_{L^{4}} .
$$

Now, using the estimate

$$
\begin{equation*}
a b \leq \frac{3}{8} a^{\frac{8}{3}}+\frac{5}{8} b^{\frac{8}{5}}, \quad a, b \geq 0 \tag{2.7}
\end{equation*}
$$

we find that

$$
\begin{equation*}
\left|I_{1}\right| \leq\left.\left.\frac{p(p-1)}{4}| | Y(t)\right|^{\frac{p}{2}-1} \partial_{\xi} Y(t)\right|_{L^{2}} ^{2}+c\left|z_{\alpha}\right|_{L^{4}}^{\frac{8}{3}}|Y(t)|_{L^{p}}^{p} . \tag{2.8}
\end{equation*}
$$

Concerning $I_{2}$ we have, by Hölder inequality,

$$
\left|I_{2}\right| \leq\left.\left. c| | Y(t)\right|^{\frac{p}{2}-1} \partial_{\xi} Y(t)\right|_{L^{2}}\left|z_{\alpha}\right|_{L^{4}}^{2}\left|Y(t)^{\frac{p}{2}}\right|_{L^{\infty}} .
$$

But, by (1.9),

$$
\left|Y(t)^{\frac{p}{2}}\right|_{L^{\infty}} \leq\left|Y(t)^{\frac{p}{2}}\right|_{L^{2}}^{1 / 2}\left|Y(t)^{\frac{p}{2}}\right|_{H^{1}}^{1 / 2} \leq\left.\left. c|Y(t)|_{L^{p}}^{\frac{p}{4}}| | Y(t)\right|^{\frac{p}{2}-1} \partial_{\xi} Y(t)\right|_{L^{2}} ^{\frac{1}{2}} .
$$

Consequently

$$
\left|I_{2}\right| \leq\left.\left. c|Y(t)|_{L^{p}}^{\frac{p}{4}}| | Y(t)\right|^{\frac{p}{2}-1} \partial_{\xi} Y(t)\right|_{L^{2}} ^{\frac{3}{2}}\left|z_{\alpha}(t)\right|_{L^{4}}^{2} .
$$

Now, using the estimate

$$
a b \leq \frac{3}{4} a^{\frac{4}{3}}+\frac{1}{4} b^{4}, \quad a, b \geq 0,
$$

we find that

$$
\begin{equation*}
\left|I_{2}\right| \leq\left.\left.\frac{p(p-1)}{4}| | Y(t)\right|^{\frac{p}{2}-1} \partial_{\xi} Y(t)\right|_{L^{2}} ^{2}+c\left|z_{\alpha}(t)\right|_{L^{4}}^{8}|Y(t)|_{L^{p}}^{p} . \tag{2.9}
\end{equation*}
$$

Finally, for $I_{3}$ we have

$$
\begin{equation*}
\left|I_{3}\right| \leq \alpha|Y(t)|_{L^{p}}^{p-1}\left|z_{\alpha}(t)\right|_{L^{p}} \leq\left|z_{\alpha}(t)\right|_{L^{p}}\left(|Y(t)|_{L^{p}}^{p}+c \alpha^{p}\right) . \tag{2.10}
\end{equation*}
$$

By (2.8), (2.9) and (2.10) it follows that

$$
\begin{align*}
& \frac{d}{d t}|Y(t)|_{L^{p}}^{p}+\frac{1}{2} p(p-1) \int_{0}^{1}|Y(t)|^{p-2}\left|\partial_{\xi} Y(t)\right|^{2} d \xi  \tag{2.11}\\
& \leq c\left(\left|z_{\alpha}(t)\right|_{L^{4}}^{\frac{8}{3}}+\left|z_{\alpha}(t)\right|_{L^{4}}^{8}+\left|z_{\alpha}(t)\right|_{L^{p}}\right)|Y(t)|_{L^{p}}^{p}+c \alpha^{p}\left|z_{\alpha}(t)\right|_{L^{p}}^{p}
\end{align*}
$$

We assume from now on for simplicity that $p \geq 4$. Then we have

$$
\frac{d}{d t}|Y(t)|_{L^{p}}^{p} \leq\left(\left|z_{\alpha}(t)\right|_{L^{p}}^{8}+1\right)|Y(t)|_{L^{p}}^{p}+c \alpha^{p}\left|z_{\alpha}(t)\right|_{L^{p}} .
$$

Now, in view of Proposition 2.1, we can choose $\alpha$ such that

$$
\sup _{t \in[0, T]}\left|z_{\alpha}(t)\right|_{L^{p}}^{8} \leq 1
$$

For instance we can take

$$
\alpha=\left((1+T)^{1 / 2} K_{\frac{1}{8}, \frac{1}{2}, p}\right)^{8}+1 .
$$

Consequently,

$$
\frac{d}{d t}|Y(t)|_{L^{p}}^{p} \leq 2 c|Y(t)|_{L^{p}}^{p}+c \alpha^{p}
$$

and

$$
|Y(t)|_{L^{p}}^{p} \leq e^{2 c t}\left(|x|_{L^{p}}^{p}+c \alpha^{p}\right) .
$$

Therefore, we have

$$
\sup _{t \in[0, T]}|Y(t)|_{L^{p}}^{p} \leq e^{2 c T}\left(|x|_{L^{p}}^{p}+c(1+T)^{4 p} K_{\frac{1}{8}, \frac{1}{2}, p}^{8 p}\right) .
$$

Since

$$
\sup _{t \in[0, T]}\left|z_{\alpha}(t)\right|_{L^{p}} \leq \alpha^{-\frac{1}{8}}(1+T) K_{\frac{1}{8}, \frac{1}{2}, p},
$$

we have

$$
\sup _{t \in[0, T]}|X(t, x)|_{L^{p}}^{p} \leq e^{c(p) T}\left(|x|_{L^{p}}+K_{p}\right)
$$

where $K_{p}$ is a random variable having all moment finite. The result follows.

### 2.3 Estimate of moments of $\nu$

We recall that $\nu$ represents the invariant measure of $X(t, x)$.
Proposition 2.3 For all $p, k \geq 1$ we have

$$
\begin{equation*}
\int_{H}|x|_{L^{p}}^{k} \nu(d x)<+\infty . \tag{2.12}
\end{equation*}
$$

Proof. We first notice that, by the Poincaré inequality, we have

$$
\left(\frac{p}{2}\right)^{2} \int_{0}^{1}|y|^{p-2}\left|\partial_{\xi} y\right|^{2} d \xi=\left.\left.\int_{0}^{1}\left|\partial_{\xi}\right| y\right|^{\frac{p}{2}}\right|^{2} d \xi \geq \pi^{2}|y|_{L^{p}}^{p}
$$

Consequently by (2.11)

$$
\frac{d}{d t}|Y(t)|_{L^{p}}^{p}+\frac{2(p-1) \pi^{2}}{p}|Y(t)|_{L^{p}}^{p} \leq c\left(\left|z_{\alpha}(t)\right|_{L^{4}}^{\frac{8}{3}}+\left|z_{\alpha}(t)\right|_{L^{4}}^{8}+\left|z_{\alpha}(t)\right|_{L^{p}}\right)|Y(t)|_{L^{p}}^{p}+c \alpha^{p}\left|z_{\alpha}(t)\right|_{L^{p}}
$$

We assume for simplicity that $p \geq 4$ so that

$$
c\left(\left|z_{\alpha}(t)\right|_{L^{4}}^{\frac{8}{3}}+\left|z_{\alpha}(t)\right|_{L^{p}}^{8}+\left|z_{\alpha}(t)\right|_{L^{4}}\right) \leq c\left|z_{\alpha}(t)\right|_{L^{p}}^{8}+\frac{(p-1) \pi^{2}}{2 p} .
$$

We choose

$$
\alpha=\left(\frac{2 p c}{(p-1) \pi^{2}} K_{\frac{1}{8}, 1, p}\right)^{8}+1
$$

then for all $t \in[0,1]$

$$
c\left(\left|z_{\alpha}(t)\right|_{L^{4}}^{\frac{8}{3}}+\left|z_{\alpha}(t)\right|_{L^{4}}^{8}+\left|z_{\alpha}(t)\right|_{L^{p}}\right) \leq \frac{(p-1) \pi^{2}}{p} .
$$

Therefore

$$
\frac{d}{d t}|Y(t)|_{L^{p}}^{p}+\frac{(p-1) \pi^{2}}{p}|Y(t)|_{L^{p}}^{p} \leq c \alpha^{p}=\overline{K_{1}}(\omega),
$$

where $\overline{K_{1}}$ is a random variable having all moments finite. We deduce that

$$
|Y(1)|_{L^{p}}^{p} \leq e^{-\frac{(p-1) \pi^{2}}{p}}\left(|x|_{L^{p}}^{p}+\overline{K_{1}}(\omega)\right) .
$$

We use the following inequality for $\varepsilon>0, k \geq 1$,

$$
\begin{equation*}
|a+b|^{k} \leq(1+\varepsilon) a^{k}+c(\varepsilon, k) b^{k}, \quad a, b \in \mathbb{R} \tag{2.13}
\end{equation*}
$$

We get

$$
\begin{aligned}
|X(1, x)|_{L^{p}}^{p} & \leq e^{-\frac{(p-1) \pi^{2}}{2 p}}|Y(1)|_{L^{p}}^{p}+\left.\left.c(p)\right|_{\alpha}(1)\right|_{L^{p}} ^{p} \\
& \leq e^{-\frac{(p-1) \pi^{2}}{2 p}}\left(|x|_{L^{p}}^{p}+\overline{K_{1}}(\omega)\right)+c(p) K_{\frac{1}{8}, 1, p}
\end{aligned}
$$

(we have $\alpha \geq 1$ ). Using again (2.13) we find that

$$
\left.|X(1, x)|_{L^{p}}^{k} \leq e^{-\frac{(p-1) \pi^{2}}{4 p}}|x|_{L^{p}}^{k}+\overline{K_{2}}(\omega)\right)
$$

where $\overline{K_{2}}$ is a random variable having all moments finite. Integrating with respect to $\omega$, then with respect to $\nu$ and using invariance of $\nu$ yields

$$
\int_{H}|x|_{L^{p}}^{k} \nu(d x) \leq \frac{1}{1-e^{-\frac{(p-1) \pi^{2}}{4 p}}} \mathbb{E}\left(\overline{K_{2}}\right) .
$$

Remark 2.4 Using the results of [5], it is not difficult to show that the stochastic Burgers equation considered here posseses a random attractor. The proof is similar to the proof given in this article for the stochastic Navier-Stokes equations. An unsolved problem is to prove that this random attractor has finite Hausdorff dimension. In fact using the result of [14] and the techniques used in the proof of Proposition 2.3, we can apply the result of [14] and prove that the Hausdorff dimension of the random attractor of the stochastic Burgers equation has finite Hausdorff dimension. Moreover, this dimension can be majorized in terms of the global Lyapunov exponents. The same argument can be used for the stochastic Navier-Stokes equations.

## 3 Estimate of $D P_{t} \varphi(x)$

We shall proceed in three steps to bound $D P_{t} \varphi(x)$. In section 3.1 we estimate $\eta^{h}(t, x)$, the derivative of $X(t, x)$ in the direction $h \in H$. In section 3.2, we use this estimate to bound $D S_{t} \varphi(x)$, where the semigroup $S_{t}$ is defined in (1.6). Finally in section 3.3, we obtain the required estimate for $D P_{t} \varphi(x)$ using the identity (1.7).

We shall present only formal proofs. They could be justified using a suitable approximation of the Burgers equation - for instance by Galerkin approximations as was done in [7].

### 3.1 Estimate of $\eta^{h}(t, x)$

Let us first notice that $\eta^{h}(t, x)$ fulfills the equation

$$
\left\{\begin{array}{l}
\frac{d}{d t} \eta^{h}(t, x)=A \eta^{h}(t, x)+b^{\prime}(X(t, x)) \eta^{h}(t, x),  \tag{3.1}\\
\eta^{h}(0), x=h
\end{array}\right.
$$

where

$$
b^{\prime}(X(t, x)) \eta^{h}(t, x)=2 \partial_{\xi}\left(X(t, x) \eta^{h}(t, x)\right) .
$$

Proposition 3.1 For any $\alpha \in[-1,0]$ there exists $c=c(\alpha)>0$ such that

$$
\begin{equation*}
e^{-c \int_{0}^{t}|X(s, x)|_{L^{4}}^{\frac{8}{3}} d s}\left|\eta^{h}(t, x)\right|_{\alpha}^{2}+\int_{0}^{t} e^{-c \int_{s}^{t}|X(\tau, x)|_{L^{4}}^{\frac{8}{3}} d \tau}\left|\eta^{h}(s, x)\right|_{1+\alpha}^{2} d s \leq|h|_{\alpha}^{2}, \tag{3.2}
\end{equation*}
$$

for all $t \geq 0, x, h \in H$.
Proof. We divide the proof in two parts.
Case 1. $\alpha \in[-3 / 4,0]$.

Multiplying both sides of the first identity in (3.1) by $(-A)^{\alpha} \eta^{h}(t, x)$, integrating in $[0,1]$, then integrating by parts and using the Hölder inequality, yields

$$
\begin{aligned}
\frac{1}{2} \frac{d}{d t}\left|\eta^{h}(t, x)\right|_{\alpha}^{2}+\left|\eta^{h}(t, x)\right|_{1+\alpha}^{2} & =2 \int_{0}^{1} \partial_{\xi}\left(X(t, x) \eta^{h}(t, x)\right)(-A)^{\alpha} \eta^{h}(t, x) d \xi \\
& =-2 \int_{0}^{1} X(t, x) \eta^{h}(t, x) \partial_{\xi}\left[(-A)^{\alpha} \eta^{h}(t, x)\right] d \xi \\
& \leq 2|X(t, x)|_{L^{4}}\left|\eta^{h}(t, x)\right|_{L^{4}}\left|\eta^{h}(t, x)\right|_{1+2 \alpha}
\end{aligned}
$$

Since $H^{\frac{1}{4}}(0,1) \subset L^{4}(0,1)$, we have, using the interpolatory estimate (1.8)

$$
\left|\eta^{h}(t, x)\right|_{L^{4}} \leq c\left|\eta^{h}(t, x)\right|_{\frac{1}{4}} \leq c\left|\eta^{h}(t, x)\right|_{\alpha}^{\frac{3}{4}+\alpha}\left|\eta^{h}(t, x)\right|_{1+\alpha}^{\frac{1}{4}-\alpha}
$$

and

$$
\left|\eta^{h}(t, x)\right|_{1+2 \alpha} \leq c\left|\eta^{h}(t, x)\right|_{\alpha}^{-\alpha}\left|\eta^{h}(t, x)\right|_{1+\alpha}^{1+\alpha},
$$

since $\alpha \in[-3 / 4,0]$. Therefore, it results

$$
\begin{align*}
\frac{d}{d t}\left|\eta^{h}(t, x)\right|_{\alpha}^{2}+\left|\eta^{h}(t, x)\right|_{1+\alpha}^{2} & \leq c|X(t, x)|_{L^{4}}\left|\eta^{h}(t, x)\right|_{\alpha}^{\frac{3}{4}}\left|\eta^{h}(t, x)\right|_{1+\alpha}^{\frac{5}{4}}  \tag{3.3}\\
& \leq c|X(t, x)|_{L^{4}}^{\frac{8}{3}}\left|\eta^{h}(t, x)\right|_{\alpha}^{2}+\frac{1}{2}\left|\eta^{h}(t, x)\right|_{1+\alpha}^{2}
\end{align*}
$$

where we have used (2.6). Therefore, (3.2) follows by integration in time.
Case 2. $\alpha \in[-1,-1 / 4]$.
Using once again the embedding $H^{\frac{1}{4}}(0,1) \subset L^{4}(0,1)$, we have that

$$
\begin{aligned}
\frac{1}{2} \frac{d}{d t}\left|\eta^{h}(t, x)\right|_{\alpha}^{2}+\left|\eta^{h}(t, x)\right|_{1+\alpha}^{2} & =-2 \int_{0}^{1} X(t, x) \eta^{h}(t, x) \partial_{\xi}\left[(-A)^{\alpha} \eta^{h}(t, x)\right] d \xi \\
& \leq 2|X(t, x)|_{L^{4}}\left|\eta^{h}(t, x)\right|_{L^{2}}\left|\partial_{\xi}(-A)^{\alpha} \eta^{h}(t, x)\right|_{L^{4}} \\
& \leq c|X(t, x)|_{L^{4}}\left|\eta^{h}(t, x)\right|_{L^{2}}\left|\partial_{\xi}(-A)^{\alpha} \eta^{h}(t, x)\right|_{\frac{1}{4}} \\
& \leq c|X(t, x)|_{L^{4}}\left|\eta^{h}(t, x)\right|_{L^{2}}\left|\eta^{h}(t, x)\right|_{\frac{5}{4}+2 \alpha}
\end{aligned}
$$

Now the interpolatory estimate (1.8) yields

$$
\left|\eta^{h}(t, x)\right|_{L^{2}} \leq\left|\eta^{h}(t, x)\right|_{\alpha}^{1+\alpha}\left|\eta^{h}(t, x)\right|_{1+\alpha}^{-\alpha},
$$

and

$$
\left|\eta^{h}(t, x)\right|_{\frac{5}{4}+2 \alpha} \leq\left|\eta^{h}(t, x)\right|_{\alpha}^{-\alpha-\frac{1}{4}}\left|\eta^{h}(t, x)\right|_{1+\alpha}^{\frac{5}{4}+\alpha},
$$

since $\alpha \leq-\frac{1}{4}$. It follows that, using once again (2.7),

$$
\begin{aligned}
\frac{d}{d t}\left|\eta^{h}(t, x)\right|_{\alpha}^{2}+\left|\eta^{h}(t, x)\right|_{1+\alpha}^{2} & \leq c|X(t, x)|_{L^{4}}\left|\eta^{h}(t, x)\right|_{\alpha}^{\frac{3}{4}}\left|\eta^{h}(t, x)\right|_{1+\alpha}^{\frac{5}{4}} \\
& \leq c|X(t, x)|_{L^{4}}^{\frac{8}{3}}\left|\eta^{h}(t, x)\right|_{\alpha}^{2}+\frac{1}{2}\left|\eta^{h}(t, x)\right|_{1+\alpha}^{2}
\end{aligned}
$$

and (3.2) follows.

### 3.2 Estimate of $D S_{t} \varphi(x)$

We shall use the following notation

$$
\|\varphi\|_{0, L^{4}, k}:=\sup _{x \in L^{4}} \frac{|\varphi(x)|}{1+|x|_{L^{4}}^{k}} .
$$

We know from [13] that for any $\varphi \in C_{b}(H), S_{t}^{m} \varphi$ is differentiable in any direction $h \in H$ and its derivative $D S_{t} \varphi(x) \cdot h$ is given by

$$
\begin{align*}
& D S_{t} \varphi(x) \cdot h \\
& =\frac{1}{t} \mathbb{E}\left(e^{-K \int_{0}^{t}|X(s, x)|_{L^{4}}^{4} d s} \varphi(X(t, x)) \int_{0}^{t}\left(\eta^{h}(s, x), d W(s)\right)\right)  \tag{3.4}\\
& -4 K \mathbb{E}\left(e^{-K \int_{0}^{t}|X(s, x)|_{L^{4}}^{4} d s} \varphi(X(t, x)) \int_{0}^{t}\left(1-\frac{s}{t}\right)\left(X^{3}(s, x), \eta^{h}(s, x)\right) d s\right) .
\end{align*}
$$

Lemma 3.2 Assume that $\varphi$ is borelian and $\|\varphi\|_{0, L^{4}, k}<+\infty$. Then we have

$$
\begin{equation*}
\left.\left|D S_{t} \varphi(x)\right|_{\frac{3}{4}} \leq c e^{c t}\left(1+t^{-7 / 8}\right) \right\rvert\,\left(|x|_{L^{4}}+1\right)^{k}\|\varphi\|_{0, L^{4}, k}, \quad x \in H, t \geq 0 . \tag{3.5}
\end{equation*}
$$

Proof. By approximation, we may assume that $\varphi \in C_{b}(H)$ and use (3.4). Hence, we can write by

Hölder inequality

$$
\begin{aligned}
& \left|D S_{t} \varphi(x) \cdot h\right| \leq \frac{1}{t}\|\varphi\|_{0, L^{4}, k}\left(\mathbb{E}\left(e^{-K \int_{0}^{t}|X(s, x)|_{L^{4}}^{4} d s}\left(1+|X(t, x)|_{L^{4}}^{k}\right)^{2}\right)\right)^{1 / 2} \\
& \times\left[\left(\mathbb{E}\left(e^{-K \int_{0}^{t}|X(s, x)|_{L^{4}}^{4} d s}\left(\int_{0}^{t}\left(\eta^{h}(s, x), d W(s)\right)\right)^{2}\right)\right)^{1 / 2}\right. \\
& +4 K\|\varphi\|_{0, L^{4}, k}\left(\mathbb{E}\left(e^{-K \int_{0}^{t}|X(s, x)|_{L^{4}}^{4} d s}\left(1+|X(t, x)|_{L^{4}}^{k}\right)^{2}\right)\right)^{1 / 2} \\
& \left.\times\left(\mathbb{E}\left(e^{-K \int_{0}^{t}|X(s, x)|_{L^{4}}^{4} d s}\left(\int_{0}^{t}\left(X^{3}(s, x), \eta^{h}(s, x)\right) d s\right)^{2}\right)\right)^{1 / 2}\right] \\
& =I_{1}+I_{2}
\end{aligned}
$$

Let us estimate $I_{1}$. Concerning the first factor we have, by Proposition 2.2

$$
\mathbb{E}\left(e^{-K \int_{0}^{t}|X(s, x)|_{L^{4}}^{4} d s}\left(1+|X(t, x)|_{L^{4}}^{k}\right)^{2}\right) \leq c e^{c t}\left(1+|x|_{L^{4}}^{k}\right)^{2} .
$$

Concerning the second factor of $I_{1}$, we use Itô formula as in the proof of Lemma 4.1 in [7] and get

$$
\begin{aligned}
& \mathbb{E}\left(e^{-K \int_{0}^{t}|X(s, x)|_{L^{4}}^{4} d s}\left(\int_{0}^{t}\left(\eta^{h}(s, x), d W(s)\right)\right)^{2}\right) \\
& \leq \mathbb{E}\left(\int_{0}^{t} e^{-K \int_{0}^{s}|X(\tau, x)|_{L^{4}}^{4} d \tau}\left|\eta^{h}(s, x)\right|^{2} d s\right)
\end{aligned}
$$

Then, using (1.8) and $K a^{8 / 3} \leq K a^{4}+c$, we obtain

$$
\begin{aligned}
& \mathbb{E}\left(e^{-K \int_{0}^{t}|X(s, x)|_{L^{4}}^{4} d s}\left(\int_{0}^{t}\left(\eta^{h}(s, x), d W(s)\right)\right)^{2}\right) \\
& \leq c \mathbb{E}\left(\int_{0}^{t} e^{c s-K \int_{0}^{s}|X(\tau, x)|_{L^{4}}^{\frac{8}{3}} d \tau}\left|\eta^{h}(s, x)\right|_{-3 / 4}^{1 / 2}\left|\eta^{h}(s, x)\right|_{1 / 4}^{3 / 2} d s\right) \\
& \leq c e^{c t} \mathbb{E}\left(\int_{0}^{t} e^{c s-K \int_{0}^{s}|X(\tau, x)|_{L^{4}}^{\frac{8}{3}} d \tau}\left|\eta^{h}(s, x)\right|_{-3 / 4}^{2} d s\right)^{1 / 4} \\
& \times \mathbb{E}\left(\int_{0}^{t} e^{c s-K \int_{0}^{s}|X(\tau, x)|_{L^{4}}^{\frac{8}{3}} d \tau}\left|\eta^{h}(s, x)\right|_{1 / 4}^{2} d s\right)^{3 / 4} \\
& \leq c e^{c t} t^{1 / 4}|h|_{-3 / 4}^{2}
\end{aligned}
$$

by Proposition 3.1. Consequently,

$$
\left|I_{1}\right| \leq c e^{c t} t^{-7 / 8}\|\varphi\|_{0, k}\left(1+\left.|x|\right|_{L^{4}} ^{k}\right)|h|_{-3 / 4} .
$$

Let us estimate $I_{2}$. We write

$$
\begin{aligned}
& \mathbb{E}\left(e^{-K \int_{0}^{t}|X(s, x)|_{L^{4}}^{4} d s}\left(\int_{0}^{t}\left(X^{3}(s, x), \eta^{h}(s, x)\right) d s\right)^{2}\right) \\
& \left.\leq \mathbb{E}\left(\left.e^{-K \int_{0}^{t}|X(s, x)|_{L^{4}}^{4} d s}\left(\int_{0}^{t}|X(s, x)|_{L^{4}}^{4} d s\right)^{3 / 2}\left(\int_{0}^{t} \mid \eta^{h}(s, x)\right)\right|_{L^{4}} ^{4} d s\right)^{1 / 2}\right) \\
& \left.\leq c \mathbb{E}\left(\left.e^{-K \int_{0}^{t}|X(s, x)|_{L^{4}}^{4} d s}\left(\int_{0}^{t} \mid \eta^{h}(s, x)\right)\right|_{\frac{1}{4}} ^{4} d s\right)^{1 / 2}\right) \\
& \leq c e^{c t}|h|_{-3 / 4}^{2}
\end{aligned}
$$

thanks again to Proposition 3.1.
Finally, we obtain that

$$
\left|D S_{t} \varphi(x) \cdot h\right| \leq\left. c e^{c t}\left(1+t^{-7 / 8}\right)\left|\left(|x|_{L^{4}}+1\right)^{k}\|\varphi\|_{0, L^{4}, k}\right| h\right|_{-3 / 4}
$$

and the conclusion follows.

Lemma 3.3 Assume that $\varphi \in C_{b}^{1}(H)$ and that $|D \varphi(x)|_{1} \leq c_{\varphi}$ for all $x \in H$. Then

$$
\begin{equation*}
\left|D S_{t} \varphi(x)\right|_{1} \leq c_{\varphi}+c\|\varphi\|_{0}\left(|x|_{L^{6}}+1\right)^{3} e^{c t} . \tag{3.6}
\end{equation*}
$$

Proof. We have in fact, by Propositions 2.2 and 3.1, that

$$
\begin{aligned}
& D S_{t} \varphi(x) \cdot h=\mathbb{E}\left(e^{-K \int_{0}^{t}|X(s, x)|_{L^{4}}^{4} d s} D \varphi(X(t, x)) \cdot \eta^{h}(t, x)\right) \\
& -4 K \mathbb{E}\left(e^{-K \int_{0}^{t}|X(s, x)|_{L^{4}}^{4} d s} \int_{0}^{t}\left(X^{3}(s, x), \eta^{h}(s, x)\right) d s \varphi(X(t, x))\right. \\
& \leq c_{\varphi} \mathbb{E}\left(e^{-K \int_{0}^{t}|X(s, x)|_{L^{4}}^{4} d s}\left|\eta^{h}(t, x)\right|_{-1}\right) \\
& +c\|\varphi\|_{0} \mathbb{E}\left(\sup _{t \in[0, T]}|X(t, x)|_{L^{6}}^{3} \int_{0}^{t} e^{-K \int_{0}^{s}|X(\tau, x)|_{L^{4}}^{4} d \tau}\left|\eta^{h}(s, x)\right| d s\right) \\
& \leq\left(c_{\varphi}|h|_{-1}+c\|\varphi\|_{0}\left(|x|_{L^{6}}+1\right)^{3}|h|_{-1}\right) e^{c t} .
\end{aligned}
$$

### 3.3 Estimate of $D P_{t} \varphi(x)$

Lemma 3.4 Assume that $\varphi \in C_{b}^{1}(H)$ and that $|D \varphi(x)|_{\frac{3}{4}} \leq c_{\varphi}$ for all $x \in H$. Then we have

$$
\begin{equation*}
\left|D P_{t} \varphi(x)\right|_{3 / 4} \leq c_{\varphi}+c\|\varphi\|_{0} e^{c t}\left(|x|_{L^{6}}+1\right)^{4} . \tag{3.7}
\end{equation*}
$$

Proof. Let $h \in H$. First, we write that

$$
D P_{t} \varphi(x) \cdot h=D S_{t} \varphi(x) \cdot h+\int_{0}^{t} D S_{t-s}\left(|\cdot|_{L^{4}}^{4} P_{s} \varphi\right)(x) d s
$$

We estimate the first term using Lemma 3.3. Since

$$
\left\||\cdot|_{L^{4}}^{4} P_{s} \varphi\right\|_{0, L^{4}, 4}=\sup _{x \in H} \frac{|x|_{L^{4}}^{4}\left|P_{s} \varphi(x)\right|}{1+|x|_{L^{4}}^{4}} \leq\|\varphi\|_{0}
$$

we obtain by Lemmas 3.2 that

$$
\begin{aligned}
\left|D P_{t} \varphi(x) \cdot h\right| \leq & \left(c_{\varphi}+c\|\varphi\|_{0}\left(|x|_{L^{6}}+1\right)^{3} e^{c t}\right)|h|_{-1} \\
& +\left.c\|\varphi\|_{0} \int_{0}^{t}\left(1+(t-s)^{-7 / 8}\right)\left|\left(|x|_{L^{4}}+1\right)^{4} e^{c(t-s)} d s\right| h\right|_{-3 / 4}
\end{aligned}
$$

Therefore

$$
\left|D P_{t} \varphi(x)\right|_{3 / 4} \leq c_{\varphi}+c\|\varphi\|_{0} e^{c t}\left[\left(|x|_{L^{6}}+1\right)^{3}+\left(|x|_{L^{4}}+1\right)^{4}\right] .
$$

and (3.7) follows.
Remark 3.5 Using the same argument as above, we easily prove that if $\varphi$ is in $\mathcal{B}_{b}(H)$ then $P_{t} \varphi$ is in $C^{1}(H)$ for $t>0$ and $\left|D P_{t} \varphi(x)\right|_{3 / 4} \leq c\|\varphi\|_{0} e^{c t}\left(|x|_{L^{4}}+1\right)^{4}\left(1+t^{-7 / 8}\right)$. This clearly implies the strong Feller property of $P_{t}$.

We are now going to improve estimate (3.7).
Proposition 3.6 Assume that $\varphi$ is bounded and $|D \varphi(x)|_{1} \leq c_{\varphi}$. Then we have

$$
\begin{equation*}
\left|D P_{t} \varphi(x)\right|_{1} \leq\left(c_{\varphi}+c\|\varphi\|_{0}\right)\left(|x|_{L^{6}}+1\right)^{8} e^{c t} . \tag{3.8}
\end{equation*}
$$

Proof. Since

$$
\begin{aligned}
& D S_{t-s}\left(|x|_{L^{4}}^{4} \varphi(x)\right) \cdot h \\
& =4 \mathbb{E}\left(e^{-K \int_{0}^{t-s}|X(\tau, x)|_{L^{4}}^{4} d \tau}\left(X^{3}(t-s, x), \eta^{h}(t-s, x)\right) \varphi(X(t-s, x))\right) \\
& +\mathbb{E}\left(e^{-K \int_{0}^{t-s}|X(\tau, x)|{ }_{L^{4}}^{4} d \tau}|X(t-s, x)|_{L^{4}}^{4} D \varphi\left(X(t-s, x) \cdot \eta^{h}(t-s, x)\right)\right. \\
& -4 K \mathbb{E}\left(e^{-K \int_{0}^{t-s}|X(\tau, x)|_{L^{4}}^{4} d \tau} \int_{0}^{t-s}\left(X^{3}(\tau, x), \eta^{h}(\tau, x)\right) d \tau|X(t-s, x)|_{L^{4}}^{4} \varphi(X(t-s, x))\right),
\end{aligned}
$$

it follows that

$$
\begin{aligned}
& D P_{t} \varphi(x) \cdot h=D S_{t} \varphi(x) \cdot h \\
& +4 \int_{0}^{t} \mathbb{E}\left(e^{-K \int_{0}^{t-s}|X(\tau, x)|_{L^{4}}^{4} d \tau}\left(X^{3}(t-s, x), \eta^{h}(t-s, x)\right) P_{s} \varphi(X(t-s, x))\right) d s \\
& +\int_{0}^{t} \mathbb{E}\left(e^{-K \int_{0}^{t-s}|X(\tau, x)|_{L^{4}}^{4} d \tau}|X(t-s, x)|_{L^{4}}^{4} D P_{s} \varphi\left(X(t-s, x) \cdot \eta^{h}(t-s, x)\right) d s\right. \\
& -4 K \int_{0}^{t} \mathbb{E}\left(e^{-K \int_{0}^{t-s}|X(\tau, x)|_{L^{4}}^{4} d \tau} \int_{0}^{t-s}\left(X^{3}(\tau, x), \eta^{h}(\tau, x)\right) d \tau|X(t-s, x)|_{L^{4}}^{4} P_{s} \varphi(X(t-s, x))\right) d s \\
& =J_{1}+J_{2}+J_{3}+J_{4} .
\end{aligned}
$$

By (3.6) we have

$$
\left|D S_{t} \varphi(x)\right|_{1} \leq c_{\varphi}+c\|\varphi\|_{0}\left(|x|_{L^{6}}+1\right)^{3} e^{c t} .
$$

Concerning $J_{2}$ we have

$$
\begin{aligned}
& \left|J_{2}\right| \leq 4\|\varphi\|_{0} \mathbb{E}\left(\sup _{t \in[0, T]}|X(t, x)|_{L^{6}}^{3} \int_{0}^{t} e^{-K \int_{0}^{t-s}|X(\tau, x)|_{L^{4}}^{4} d \tau}\left|\eta^{h}(t-s, x)\right| d s\right) \\
& \leq\|\varphi\|_{0}\left(|x|_{L^{6}}+1\right)^{3}\left(\mathbb{E}\left(\int_{0}^{t} e^{-K \int_{0}^{t-s}|X(\tau, x)|_{L^{4}}^{4} d \tau}\left|\eta^{h}(t-s, x)\right|^{2} d s\right)^{2}\right)^{1 / 2} \\
& \leq c\|\varphi\|_{0}\left(|x|_{L^{6}}+1\right)^{3}|h|_{-1} e^{c t},
\end{aligned}
$$

by Propositions 2.2 and 3.1 with $\alpha=-1$.
Concerning $J_{3}$ we have, taking into account Lemma 3.4 and that $|\cdot|_{-\frac{3}{4}} \leq c|\cdot|_{0}$,
$|J|_{3}$

$$
\begin{aligned}
& \leq \mathbb{E}\left(\int_{0}^{t} e^{-\left.K \int_{0}^{t-s}|X(\tau, x)|\right|_{L^{4}} ^{4} d \tau}|X(t-s, x)|_{L^{4}}^{4}\left(c_{\varphi}+c\|\varphi\|_{0}\left(|X(t-s, x)|_{L^{6}}+1\right)^{4}\right)\left|\eta^{h}(t-s, x)\right|_{-\frac{3}{4}} e^{c(t-s)} d s\right) \\
& \leq c \mathbb{E}\left(\int_{0}^{t} e^{-K \int_{0}^{t-s}|X(\tau, x)|_{L^{4}}^{4} d \tau}|X(t-s, x)|_{L^{4}}^{4}\left(c_{\varphi}+c\|\varphi\|_{0}\left(|X(t-s, x)|_{L^{6}}+1\right)^{4}\right)\left|\eta^{h}(t-s, x)\right|_{0} e^{c(t-s)} d s\right) \\
& \leq\left(c_{\varphi}+c\|\varphi\|_{0}\right)\left(|x|_{L^{6}}+1\right)^{8}|h|_{-1} e^{c t},
\end{aligned}
$$

by Proposition 3.1.
The last term is treated as the second and can by majorized by

$$
\left|J_{4}\right| \leq c\|\varphi\|_{0}\left(|x|_{L^{6}}+1\right)^{3}\left(|x|_{L^{4}}+1\right)^{4}|h|_{-1} e^{c t} .
$$

We deduce

$$
\left|D P_{t} \varphi(x) \cdot h\right| \leq\left(c_{\varphi}+c\|\varphi\|_{0}\right)\left(|x|_{L^{6}}+1\right)^{8}|h|_{-1} e^{c t}
$$

and the conclusion follows.

## 4 Study of the Kolmogorov operator

### 4.1 Essential $m$-dissipativity of $N_{0}$

We prove that the infinitesimal generator $N_{2}$ of the transition semigroup in $L^{2}(H, \nu)$ is $m$-dissipative and is the closure of the differential operator $N_{0}$ defined by

$$
N_{0} \varphi=\frac{1}{2} \operatorname{Tr} D^{2} \varphi+(A x+b(x), D \varphi), \quad \varphi \in \mathcal{E}_{A}(H)
$$

We note that, by using the Itô formula, it is easy to check that $\underline{N}_{2}$ is an extension of $N_{0}$. Consequently, $N_{0}$ is closable and we have only to prove that its closure $\overline{N_{0}}$ coincides with $N_{2}$

To this purpose, we shall proceed as in [1], by introducing an approximating operator

$$
N_{n} \varphi=\frac{1}{2} \operatorname{Tr} D^{2} \varphi+\left(A x+b_{n}(x), D \varphi\right), \quad \varphi \in \mathcal{E}_{A}(H)
$$

where $b_{n}$ are regular approximations of $b$. We can use Galerkin approximations for instance. In this case, $b_{n}=P_{n} b\left(P_{n} \cdot\right)$ where $P_{n}$ is the eigenprojector corresponding to the $n$ first eigenvalues of $A$. Then we consider the equation

$$
\begin{equation*}
\lambda \varphi_{n}-N_{n} \varphi_{n}=f \tag{4.1}
\end{equation*}
$$

where $\lambda>0$ and $f \in \mathcal{E}_{A}(H)$, whose solution is given by

$$
\begin{equation*}
\varphi_{n}(x)=\int_{0}^{+\infty} e^{-\lambda t} D P_{t}^{n} f(x) d t \tag{4.2}
\end{equation*}
$$

where $P_{t}^{n}$ is the transition semigroup relative to the approximated problem

$$
\begin{cases}d X_{n} & =\left(A X_{n}+b_{n}\left(X_{n}\right)\right) d t+d W(t),  \tag{4.3}\\ X_{n}(0) & =x\end{cases}
$$

It can be shown that $\varphi_{n}$ belongs to the closure $\overline{N_{0}}$ of $N_{0}$ and that

$$
\begin{equation*}
\lambda \varphi_{n}(x)-\overline{N_{0}} \varphi_{n}(x)=f(x)+\left(b_{n}(x)-b(x), D \varphi_{n}(x)\right) . \tag{4.4}
\end{equation*}
$$

The following result is the key argument to prove the result.
Lemma 4.1 For $\lambda>c$ we have for any $p \geq 1$

$$
\lim _{n \rightarrow \infty}\left(b_{n}(x)-b(x), D \varphi_{n}(x)\right)=0 \quad \text { in } L^{p}(H, \nu) .
$$

Lemma 4.1 implies that the range of $\lambda-\overline{N_{0}}$ is dense in $L^{p}(H, \nu)$ and then the conclusion follows from the Lumer-Phillips theorem, [20]. In fact, we also obtain that the generator in $L^{p}(H, \nu)$ is $m$-dissipative for any $p \geq 1$.

To prove the Lemma, we note that, since $b_{n}$ is the Galerkin projection of $b$, we know that $\left(b_{n}(x)-b(x), D \varphi_{n}(x)\right) \rightarrow 0, \nu$ almost surely and $\left|b_{n}(x)-b(x)\right|_{-1} \leq|b(x)|_{-1}$. Thus it suffices to prove an estimate on

$$
\left.\int_{H}|b(x)|_{-1}^{p} \mid D \varphi_{n}\right)\left.\right|_{1} ^{p} d \nu
$$

for any $p \geq 1$ independently of $n$. Then, we conclude thanks uniform integrability.

Note that all estimates in the previous sections can be proved on the approximated semigroup $P_{t}^{n}$ and with constant independent of $n$. By (4.2) we have that

$$
D \varphi_{n}(x) \cdot h=\int_{0}^{\infty} e^{-\lambda t} D P_{t}^{n} f(x) \cdot h d t, \quad x, h \in H
$$

Therefore

$$
\left|D \varphi_{n}(x)\right|_{1} \leq \int_{0}^{\infty} e^{-\lambda t}\left|D P_{t}^{n} f(x)\right|_{1} d t
$$

Since $f \in \mathcal{E}_{A}(H)$ we have $|D f(x)|_{1} \leq c_{f}$ and so, by Proposition 3.6 it follows that

$$
\begin{aligned}
\left|D \varphi_{n}(x)\right|_{1} & \leq \int_{0}^{\infty} e^{-(\lambda-c) t}\left(c_{f}+c\|f\|_{0}\right)\left(1+|x|_{L^{6}}\right)^{8} d t \\
& =\frac{c_{f}+c\|f\|_{0}}{\lambda-c}\left(1+|x|_{L^{6}}\right)^{8}
\end{aligned}
$$

Consequently,

$$
|b(x)|_{-1}\left|D \varphi_{n}(x)\right|_{1} \leq c|x|_{L^{4}}^{2}\left|D \varphi_{n}(x)\right|_{1} \leq \frac{\left(c_{f}+c\|f\|_{0}\right)}{\lambda-c}\left(|x|_{L^{6}}+1\right)^{8}|x|_{L^{4}}^{2}
$$

and, by Proposition 2.3 with $p=4$ and $p=6$, we obtain the required estimate. The proof is complete.

### 4.2 The integration by parts formula

Integrating with respect to $\nu$ the obvious identity

$$
N_{0}\left(\varphi^{2}\right)=2 \varphi N_{0} \varphi+\left|Q^{1 / 2} D \varphi\right|^{2}, \quad \varphi \in \mathcal{E}_{A}(H)
$$

and taking into account that $\int_{H} N_{0}\left(\varphi^{2}\right) d \nu=0$ by the invariance of $\nu$, we find that

$$
\begin{equation*}
\int_{H} N_{0} \varphi \varphi d \nu=-\frac{1}{2} \int_{H}|D \varphi|^{2} d \nu \tag{4.5}
\end{equation*}
$$

In order to extend (4.5) to all functions of $D\left(N_{2}\right)$, we first define the Sobolev space $W^{1,2}(H, \mu)$. For this we shall show that the derivative operator

$$
D: \mathcal{E}_{A}(H) \subset L^{2}(H, \nu) \rightarrow L^{2}(H, \nu ; H), \varphi \rightarrow D \varphi
$$

is closable. We need two lemmas.

Lemma 4.2 For any $\varphi \in C_{b}^{1}(H)$ we have that

$$
\begin{equation*}
\left|D S_{t} \varphi(x)\right|^{2} \leq c\left(t^{1 / 8}+1\right)\left(P_{t}\left(\varphi^{2}\right)(x)+P_{t}\left(|D \varphi|^{2}\right)(x)\right), \quad x \in H, t \geq 0 \tag{4.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\left.\int_{H}\left|D S_{t} \varphi(x)\right|^{2} \nu(d x) \leq c\left(t^{1 / 8}+1\right) \int_{H}\left(\varphi^{2}(x)+|D \varphi(x)|^{2}\right)\right) \nu(d x) \quad t \geq 0 \tag{4.7}
\end{equation*}
$$

Proof. Let $h \in H$ and $\varphi \in C_{b}^{1}(H)$, then we have

$$
\begin{align*}
& D S_{t} \varphi(x) \cdot h=\mathbb{E}\left(e^{-K \int_{0}^{t}|X(s, x)|_{L^{4}}^{4} d s} D \varphi\left(X(t, x) \cdot \eta^{h}(t, x)\right)\right. \\
& -4 K \mathbb{E}\left(e^{-K \int_{0}^{t}|X(s, x)|_{L^{4}}^{4} d s} \varphi(X(t, x)) \int_{0}^{t}\left(X^{3}(s, x), \eta^{h}(s, x)\right) d s\right)  \tag{4.8}\\
& :=I_{1}+I_{2} .
\end{align*}
$$

Taking into account Proposition 3.1, we get

$$
\begin{aligned}
\left|I_{1}\right| & \leq\left[\mathbb{E}\left(|D \varphi(X(t, x))|^{2}\right)\right]^{1 / 2}\left[\mathbb{E}\left(e^{-2 K \int_{0}^{t}|X(s, x)|_{L^{4}}^{4} d s}\left|\eta^{h}(t, x)\right|^{2}\right)\right]^{1 / 2} \\
& \leq\left[P_{t}\left(|D \varphi|^{2}\right)(x)\right]^{1 / 2}|h|
\end{aligned}
$$

and, by the Sobolev embedding $H^{1 / 4}(0,1) \subset L^{4}(0,1)$ and (1.8),

$$
\begin{aligned}
\left|I_{2}\right| & \left.\leq 4 K \mathbb{E}\left(\left.e^{-K \int_{0}^{t}|X(s, x)|_{L^{4}}^{4} d s}|\varphi(X(t, x))|\left(\int_{0}^{t}|X(s, x)|_{L^{4}}^{4} d s\right)^{3 / 4}\left(\int_{0}^{t} \mid \eta^{h}(s, x)\right)\right|_{L^{4}} ^{4} d s\right)^{1 / 4}\right) \\
& \left.\leq c\left[\mathbb{E}\left(|\varphi(X(t, x))|^{2}\right)\right]^{1 / 2}\left[\left.\mathbb{E}\left(e^{-K \int_{0}^{t}|X(s, x)|_{L^{4}}^{4} d s} \int_{0}^{t} \mid \eta^{h}(s, x)\right)\right|_{L^{4}} ^{4} d s\right)\right]^{1 / 4} \\
& \leq c t^{1 / 8} P_{t}\left(\varphi^{2}\right)(x)|h|
\end{aligned}
$$

and (4.6) follows. Then (4.7) follows integrating with respect to $\nu$ and taking into account the invariance of $\nu$.

The proof of the second lemma is analogous, using formula (3.4) instead of (4.8). So, we shall omit it.

Lemma 4.3 For any $\varphi \in C_{b}(H)$ we have

$$
\begin{equation*}
\left|D S_{t} \varphi(x)\right|^{2} \leq c\left(t^{-1 / 2}+t^{1 / 8}+1\right) P_{t}\left(\varphi^{2}\right)(x) \quad x \in H, t>0 \tag{4.9}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{H}\left|D S_{t} \varphi(x)\right|^{2} \nu(d x) \leq c\left(t^{-1 / 2}+t^{1 / 8}+1\right) \int_{H} \varphi^{2}(x) \nu(d x), \quad t>0 . \tag{4.10}
\end{equation*}
$$

We can now prove the result
Proposition 4.4 $D$ is closable.
Proof. Let $\left\{\varphi_{n}\right\} \subset \mathcal{E}_{A}(H)$ such that

$$
\begin{equation*}
\varphi_{n} \rightarrow 0 \quad \text { in } L^{2}(H, \nu), \quad D \varphi_{n} \rightarrow F \quad \text { in } L^{2}(H, \nu ; H), \tag{4.11}
\end{equation*}
$$

as $n \rightarrow \infty$, where $F \in L^{2}(H, \nu ; H)$. We have to show that $F=0$.
Let $t>0$. Then by (4.10) it follows that

$$
\begin{equation*}
D S_{t} \varphi_{n} \rightarrow 0 \quad \text { in } L^{2}(H, \nu ; H), \quad \text { as } n \rightarrow \infty \tag{4.12}
\end{equation*}
$$

On the other hand by (4.8) it follows that for any $h \in H$,

$$
\begin{aligned}
& \int_{H}\left|\mathbb{E}\left(e^{-K \int_{0}^{t}|X(s, x)|_{L^{4}}^{4} d s} F(X(t, x)) \cdot \eta^{h}(t, x)\right)\right|^{2} d \nu \\
& \leq \int_{H}\left|\mathbb{E}\left(e^{-K \int_{0}^{t}|X(s, x)|_{L^{4}}^{4} d s}\left(F(X(t, x))-D \varphi_{n}(X(t, x))\right) \cdot \eta^{h}(t, x)\right)\right|^{2} d \nu \\
& +c \int_{H}\left|D S_{t} \varphi_{n}(x) \cdot h\right|^{2} d \nu \\
& +c \int_{H}\left|\mathbb{E}\left(e^{-K \int_{0}^{t}|X(s, x)|_{L^{4}}^{4} d s} \varphi_{n}(X(t, x)) \int_{0}^{t}\left(X^{3}(s, x), \eta^{h}(s, x)\right) d s\right)\right|^{2} d \nu
\end{aligned}
$$

Using Proposition 3.1, (4.11), (4.12) and the invariance of $\nu$, we easily prove that each term on the right hand side converges to zero. Thus, we deduce

$$
\int_{H}\left|\mathbb{E}\left(e^{-K \int_{0}^{t}|X(s, x)|_{L^{4}}^{4} d s} F(X(t, x)) \cdot \eta^{h}(t, x)\right)\right|^{2} d \nu=0
$$

for $t>0$. Then, we write

$$
\begin{aligned}
\int_{H}|\mathbb{E}(F(X(t, x)) \cdot h)| d \nu & \leq \int_{H}\left|\mathbb{E}\left(F(X(t, x)) \cdot\left(e^{-K \int_{0}^{t}|X(s, x)|_{L^{4}}^{4} d s} \eta^{h}(t, x)-h\right)\right)\right| d \nu \\
& \leq\left(\int_{H} \mathbb{E}\left(|F(X(t, x))|^{2}\right) d \nu\right)^{1 / 2}\left(\int_{H} \mathbb{E}\left(\left|e^{-K \int_{0}^{t}|X(s, x)|_{L^{4}}^{4} d s} \eta^{h}(t, x)-h\right|^{2}\right) d \nu\right)^{1 / 2}
\end{aligned}
$$

It follows from the dominated convergence theorem that the right hand side converges to zero as $t \rightarrow 0$. Moreover

$$
\int_{H}|\mathbb{E}(F(X(t, x)) \cdot h)| d \nu \rightarrow \int_{H}|F(x) \cdot h| d \nu
$$

so that we obtain

$$
\int_{H}|F(x) \cdot h| d \nu=0 .
$$

Therefore, for each $h \in H, F(x) . h=0, \nu$ almost surely. Since $H$ is countable, it follows that $F(x)=0, \nu$ almost surely.

We can now define the space $W^{1,2}(H, \nu)$ as the domain of the closure of $D$ and extend the validity of (4.5).

Proposition 4.5 The following inclusion holds,

$$
\begin{equation*}
D\left(N_{2}\right) \subset W^{1,2}(H, \nu) . \tag{4.13}
\end{equation*}
$$

Moreover,

$$
\begin{equation*}
\int_{H} N_{2} \varphi \varphi d \nu=-\frac{1}{2} \int_{H}|D \varphi|^{2} d \nu, \quad \text { for all } \varphi \in D\left(N_{2}\right) . \tag{4.14}
\end{equation*}
$$

Proof. Let $\varphi \in D\left(N_{2}\right)$. Since $\mathcal{E}_{A}(H)$ is a core for $N_{2}$, there exists a sequence $\left\{\varphi_{n}\right\} \subset \mathcal{E}_{A}(H)$ such that

$$
\varphi_{n} \rightarrow \varphi, \quad N_{0} \varphi_{n} \rightarrow N_{2} \varphi \quad \text { in } L^{2}(H, \nu)
$$

Now, for any $m, n \in \mathbb{N}$ we find from (4.5),

$$
\int_{H}\left|D\left(\varphi_{m}-\varphi_{n}\right)\right|^{2} d \nu=-2 \int_{H} N_{2}\left(\varphi_{m}-\varphi_{n}\right)\left(\varphi_{m}-\varphi_{n}\right) d \nu .
$$

Consequently, the sequence $\left\{\varphi_{n}\right\}$ is Cauchy in $W^{1,2}(H, \nu)$ and the conclusion follows.
Let us now show another useful identity.
Proposition 4.6 Let $T>0$ and $u(t)=P_{t} \varphi$. Then $u \in L^{2}\left(0, T ; W^{1,2}(H, \nu)\right)$ and the following identity holds.

$$
\begin{equation*}
\int_{H}|u(t)|^{2} d \nu+\int_{0}^{t} d s \int_{H}|D u(s)|^{2} d \nu=\int_{H}|\varphi|^{2} d \nu \tag{4.15}
\end{equation*}
$$

Proof. Let first $\varphi \in D\left(N_{2}\right)$ and set $u(t)=P_{t} \varphi$. Then, multiplying the identity

$$
\frac{d}{d t} u(t)=N_{2} u(t), \quad t \geq 0
$$

by $u(t)$ and integrating in $H$ with respect to $\nu$ and taking into account (4.14) yields

$$
\frac{1}{2} \frac{d}{d t} \int_{H}|u(t)|^{2} d \nu=\int_{H} N_{2} u(t) u(t)=-\frac{1}{2} \int_{H}|D u(t)|^{2} d \nu .
$$

So, identity (4.15) holds for all $\varphi \in D\left(N_{2}\right)$.

Let now $\varphi \in L^{2}(H, \nu)$. Since $N_{2}$ is dense in $L^{2}(H, \nu)$ there exists a sequence $\left\{\varphi_{n}\right\} \subset D\left(N_{2}\right)$ such that

$$
\varphi_{n} \rightarrow \varphi, \quad N_{2} \varphi_{n} \rightarrow N_{2} \varphi \quad \text { in } L^{2}(H, \nu) .
$$

Set $u_{n}(t)=P_{t} \varphi_{n}$. Then by (4.14) it follows that

$$
\int_{0}^{T} d s \int_{H}\left|D\left(u_{n}-u_{m}\right)\right|^{2} d \nu \leq \int_{H}\left|\varphi_{n}-\varphi_{m}\right|^{2} d \nu
$$

so that the sequence $\left\{u_{n}\right\}$ is Cauchy in $L^{2}\left(0, T ; W^{1,2}(H, \nu)\right)$ and the conclusion follows.
The following result is useful to study Poincaré inequality and spectral gap.
Corollary 4.7 Let $\varphi \in L^{2}(H, \nu)$. Then the following identity holds

$$
\begin{equation*}
\int_{H}|\varphi-\bar{\varphi}|^{2} d \nu=\int_{0}^{+\infty}\left\|D P_{s} \varphi\right\|_{L^{2}(H, \nu)}^{2} d s \tag{4.16}
\end{equation*}
$$

where $\bar{\varphi}=\int_{H} \varphi d \nu$.
Proof. Let $\varphi \in L^{2}(H, \nu)$ and set $u(t)=P_{t} \varphi$. Letting $t \rightarrow+\infty$ in (4.15) and taking into account that by the Doob theorem

$$
\lim _{t \rightarrow \infty} P_{t} \varphi=\bar{\varphi} \quad \text { in } L^{2}(H, \nu)
$$

we see that

$$
\begin{equation*}
(\bar{\varphi})^{2}+\int_{0}^{+\infty}\left\|D P_{s} \varphi\right\|_{L^{2}(H, \nu)}^{2} d s=\|\varphi\|^{2} \tag{4.17}
\end{equation*}
$$

that is equivalent to (4.16).
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