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Removability of singularities of harmonic maps

into pseudo-Riemannian manifolds

Frédéric Hélein

May 14, 2003

Abstract — We consider harmonic maps into pseudo-Riemannian man-
ifolds. We show the removability of isolated singularities for continuous
maps, i.e. that any continuous map from an open subset of R

m into a pseudo-
Riemannian manifold which is two times continuously differentiable and har-
monic everywhere outside an isolated point is actually smooth harmonic ev-
erywhere.

Introduction

Given n ∈ N
∗ and two nonnegative integers p and q such that p + q = n, a

pseudo-Riemannian manifold (N , h) of dimension n and of signature (p, q)
is a smooth n-dimensional manifold N equipped with a pseudo-Riemannian
metric h, i.e. a section of T ∗N ¯ T ∗N (where ¯ is the symmetrised tensor
product), such that ∀M ∈ N , hM is a non degenerate bilinear form of sig-
nature (p, q). Any local chart φ : N ⊃ U −→ V ⊂ R

n allows us to use local

coordinates (y1, · · · , yn) ∈ V : we then denote by hij(y) := hφ−1(y)

(
∂

∂yi ,
∂

∂yj

)
.

We say that (N , h) is of class Ck if and only if hij is Ck. We define the
Christoffel symbol by

Γi
jk(y) :=

1

2
hil(y)

(
∂hlk

∂yj
(y) +

∂hjl

∂yk
(y) − ∂hjk

∂yl
(y)

)
,
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where, as a matrix, (hij) is the inverse of (hij). Then for any open subset Ω
of R

m and for any C2 map u from Ω to N , if we note

u ' φ ◦ u =




u1

...
un


 and Γjk :=




Γ1
jk
...

Γn
jk




and if we set ∆u :=
∑m

α=1
∂2u

(∂xα)2
and Γ(u)(∇u⊗∇u) :=

∑m
α=1 Γjk(u) ∂uj

∂xα
∂uk

∂xα ,

we say that u is harmonic into (N , h) if and only if

∆u + Γ(u)(∇u ⊗∇u) = 0. (1)

Equivalentely we may say that u is a critical point of

A[u] :=

∫

Ω

hij(u(x))
m∑

α=1

∂ui

∂xα

∂uj

∂xα
dx1 · · · dxm.

The purpose of this paper is to prove the following result.

Theorem 1 Let (N , h) be a pseudo-Riemannian manifold of class C2, Ω an
open subset of R

m, where m ≥ 2, a ∈ Ω and u a map from Ω to N such that

• u is continuous

• u is C2 and harmonic on Ω \ {a}

Then u is C2 and harmonic on Ω.

Such a result would be a consequence of standard results if the map u had
a finite energy and if (N , h) was Riemannian: indeed one could prove then
that u is weakly harmonic (because the capacity of a point vanishes) and
obtain the same conclusion by using the continuity of u, thanks to results
in [8] and [7] (with present form due to S. Hildebrandt). In dimension 2
the same finite energy and Riemannian target hypotheses lead to the same
conclusion but without using the fact that u is continuous as proved in [9].
However the difficulty here comes from the fact that the target manifold is
pseudo-Riemannian. In particular even if we would assume that the map u
had a finite energy, it would not help much.
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This result answers a question posed by F. Pedit. It is related to the con-
struction of spectral curves associated to any torus in the sphere S4, a work
in progress by F. Burstall, D. Ferus, K. Leschke, F. Pedit and U. Pinkall (see
[2] for an exposition of these ideas). Using Theorem 1 these authors are able
to prove various results about Willmore surfaces (recall that the right notion
of Gauss maps for Willmore surfaces is the conformal Gauss map which takes
values into a pseudo-Riemannian homogeneous manifold, see e.g. [1], [5] or
[2]).

Comments on the proof: our proof is based on applications of the maximum
principle. The strategy consists roughly on the following: on the one hand
we construct a smooth harmonic map which agrees with the initial one on
the boundary of a small ball centered at the singularity, on the other hand
we prove a uniqueness theorem for harmonic maps which takes values in a
neighbourhood of a point. The uniqueness result follows from the maximum
principle Theorem 4 which is inspired by [6] (see also [4]). This reduces
the uniqueness problem to an estimate on solutions of elliptic linear PDE’s
on a punctured domain, given in Lemma 6, the result where we exploit the
fact that the capacity of a point vanishes. The existence result is obtained
through a fixed point argument in Hölder spaces in Theorem 3. However in
this result we need a uniform estimate in the Hölder topology of the inital
harmonic map. This is the subject of our key result, Theorem 2, where the
uniform Hölder continuity is established by using the maximum principle. In
the course of this paper we give the proof of more or less standard results for
the convenience of the reader: Lemma 1 is classical in Riemannian geometry,
Lemmas 4 and 6 are certainly well-known to specialists but I did not find
proofs of them in the litterature.

1 Preliminaries

1.1 An adaptated coordinates system

Lemma 1 Let (N , h) be a pseudo-Riemannian manifold of class C2. Let M0

be a point in N , U be an open subset of N which contains M0 and ψ : U −→
W ⊂ R

n a local C2 chart. Then there exists an open neighbourhood U0 ⊂ U
of M0 with the following property (denoting by W0 := ψ(U0)): ∀M ∈ U0 there
exists a smooth diffeomorphism ΦM : W0 −→ VM ⊂ R

n such that in the local
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coordinates y ' φ := ΦM ◦ ψ ∈ VM ,

φ(M) = 0, (2)

hij(0) = ηij := diag(1, · · · , 1,−1, · · · ,−1), (3)

Γi
jk(0) = 0, (4)

and there exists constants CW , CΓ > 0 independent of M ∈ U0 such that

∀M ∈ U0, ||dΦM ||L∞(W0) + ||dΦ−1
M ||L∞(VM ) ≤ CW (5)

and
||dΓ||L∞(VM ) ≤ CΓ. (6)

Proof — We denote by z = (z1, · · · , zn) ∈ W the coordinates in the local chart

ψ : U −→ W and by h̃ij(z) := hψ−1(z)

(
∂

∂zi ,
∂

∂zj

)
the expression of the metric.

We look at a neighbourhood W0 of ψ(M0) such that for all M ∈ ψ−1(W0)
there exists a map ΦM : W0 −→ R

n such that, denoting by zM := ψ(M),

∀y ∈ R
n,∀z ∈ W0, y = ΦM(z) ⇐⇒ zi − zi

M = Ai
jy

j +
1

2
Bi

jky
jyk,

for some invertible matrix A = (Ai
j) ∈ GL(n, R) and real coefficients Bi

jk

satisfying Bi
jk = Bi

kj. This map is well-defined if we choose W0 to be a
sufficiently small neighbourhood of zM . Let us compute the expression hij(y)

of the metric in the coordinates yi ' T i
M ◦ ψ in terms of h̃ij(z):

hkl(y) = h̃ij(z(y))
∂zi

∂yk

∂zj

∂yl
= h̃ij(z(y))

(
Ai

k + Bi
kpy

p
) (

Aj
l + Bj

lqy
q
)
.

In order to achieve (3) it suffices to choose Aj
j such that h̃ij(zM)Ai

kA
j
l = ηkl

(requiring also that A is symmetric and positive definite ensures uniqueness).
Next we compute that:

∂hkl

∂yp
(0) =

∂h̃ij

∂zr
(zM)Ar

pA
i
kA

j
l + h̃ij(zM)

(
Bi

kpA
j
l + Ai

kB
j
lp

)
, ∀k, l, p.

And we deduce Γi
jk in function of Γ̃i

jk := 1
2
h̃il

(
∂h̃lk

∂zj +
∂h̃jl

∂zk − ∂h̃jk

∂zl

)
at 0:

Γi
jk(0) = ηil

(
h̃pq(zM)Γ̃p

rs(zM)Aq
l A

r
jA

s
k + h̃pq(zM)Ap

l B
q
jk

)
.

4



Since Ap
l and h̃pq(zM) are of rank m and thanks to the relation Γ̃p

rs = Γ̃p
sr we

deduce that there exist unique coefficients Bi
jk satisfying Bi

jk = Bi
kj such that

(4) holds. Since ΦM depends analytically on h̃ij(zM) and Γ̃i
jk(zM), Condition

(5) is obtained by choosing W0 sufficiently small. Then (6) is a consequence
of (5). ¥

1.2 Notations

In the next two sections we will use spaces of Hölder continuous functions
and of functions with higher derivatives which are Hölder continuous. We
first recall some notations and results from [3]. For any point x ∈ R

m or

y ∈ R
n we note |x| :=

√∑m
µ=1(x

µ)2 and |y| :=
√∑n

i=1(y
i)2.

For any α ∈ (0, 1) and for all open subset Ω ⊂ R
m, we define C0,α(Ω) to be

the set of functions f on Ω which are α-Hölder continuous on Ω, i.e. such
that

for all compact K ⊂ Ω, sup
x,y∈K,x 6=y

|f(x) − f(y)|
|x − y|α < ∞.

For k ∈ N, we let Ck,α(Ω) to be the set of Ck functions f on Ω such that
Dkf ∈ C0,α(Ω). Here ∀µ = (µ1, · · · , µm) ∈ N

m we write |µ| := µ1 + · · · + µm

and

Dkf :=

(
∂kf

(∂x1)µ1 · · · (∂xm)µm

)

µ1,···,µm∈N,|µ|=k

.

We also will use the notation

|Dkf | :=
∑

µ1,···,µm∈N,|µ|=k

∣∣∣∣
∂kf

(∂x1)µ1 · · · (∂xm)µm

∣∣∣∣ .

For x, y ∈ Ω, we denote by dx := dist(x, ∂Ω) and dx,y := min(dx, dy) and if
α ∈ (0, 1), β ∈ R, k ∈ N, we set

[u]
(β)
k,0;Ω := [u]

(β)
k;Ω := sup

x∈Ω
dβ+k

x |Dku(x)|

|u|(β)
k,0;Ω := |u|(β)

k;Ω :=
k∑

j=1

[u]
(β)
j;Ω

[u]
(β)
k,α;Ω := sup

x,y∈Ω
dβ+k+α

x,y

|Dku(x) − Dku(y)|
|x − y|α

|u|(β)
k,α;Ω := |u|(β)

k;Ω + [u]
(β)
k,α;Ω.

5



We also define
C(β)

k,α;Ω := {u ∈ Ck,α(Ω)/|u|(β)
k,α;Ω < ∞}.

For all a ∈ R
m, r ∈ (0,∞) we note:

Bm(a, r) := {x ∈ R
m/|x − a| < r}.

We denote by ωm the measure of the unit ball Bm(0, 1). We will use the
following, which is a consequence of Lemma 6.20, Lemma 6.21 and Theorem
6.22 in [3]:

Lemma 2 Let α, β ∈ (0, 1) and Ω be a smooth C2 open domain of R
m. Then

there exists a constant C > 0 which depends only on n, Ω and α such that for
all f ∈ C0,α(Ω) such that |f |(2−β)

0,α;Ω < ∞, there exists a unique map u ∈ C2,α(Ω)
which is solution of {

∆u = f on Ω
u = 0 on ∂Ω.

Moreover ∃δ > 0 such that u satifies the estimate

|u|(−β)
2,α;Ω ≤ δ|f |(2−β)

0,α;Ω .

We also recall that the interpolation result Lemma 6.35 in [3] implies the
following: if j, k ∈ N, α, β ∈ (0, 1), γ ∈ R then

j + α ≤ k + β =⇒ |u|(γ)
j,α;Ω ≤ C̃|u|(γ)

k,β;Ω, (7)

where C̃ is a positive constant which depends only on α, β, j, k, n.

2 Hölder continuity of the map around a

In this section we prove that any map satisfying the hypotheses of Theorem
1 is uniformly Hölder continuous in a neighbourhood of a.

Theorem 2 Let (N , h) be a pseudo-Riemannian manifold of class C2, Ω an
open subset of R

m, a a point in Ω and u a continuous map from Ω to N
which is C2 and harmonic on Ω \ {a}. Then there exists α ∈ (0, 1) and an
open ball Bm(a,R1) ⊂ Ω such that u is in C0,α(Bm(a,R1)) and |u|0,α;Bm(0,R1)

is bounded.
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Proof — We apply Lemma 1 with M0 = u(a). Let U0 be the open neigh-
bourhood of u(a) and ψ : U0 −→ W0 be the local chart as in Lemma 1. We
can assume w.l.g. that Ω is the ball Bm(a, 2R), where, since u is continuous,
R ∈ (0,∞) can been chosen in such a way that u(Bm(a, 2R)) ⊂ U0.

For any x0 ∈ Bm(a, 2R), let Φu(x0) ◦ ψ : U0 −→ Vu(x0) be the local chart
centered at u(x0) given by Lemma 1. It follows from (4) and (6) that in the
coordinate system given by Φu(x0) ◦ ψ,

∀y ∈ Vu(x0),∀ξ ∈ R
m,

∣∣Γjk(y)ξjξk
∣∣ ≤ CΓ|y||ξ|2, (8)

where CΓ is the same constant as in (6). We observe that, by replacing R by
a smaller number if necessary and because of the continuity of u and of (5),
we can suppose that

∀x, x0 ∈ Bm(a, 2R),
∣∣Φu(x0) ◦ ψ ◦ u(x)

∣∣ ≤ inf

(
1

2CΓ

,
1

4

)
. (9)

We now fix some x0 ∈ Bm(a,R) and set

u ' Φu(x0) ◦ ψ ◦ u.

We also let, for r ∈ (0, R],

||u||r,x0
= ||u||L∞(Bm(x0,r)) := sup

x∈Bm(x0,r)

|u(x)|,

and
λ := 2CΓ sup

x∈Bm(a,2R)

|u(x)|.

Note that, because of the inclusion Bm(x0, R) ⊂ Bm(a, 2R) and of (9),

2CΓ||u||R,x0
≤ λ ≤ 1. (10)

For any ν ∈ Sn−1 ⊂ R
n we consider the following functions on Vu(x0) ⊂ R

n

(which contains u(Bm(x0, R))):

f+(y) = 〈ν, y〉 + λ
|y|2
2

and f−(y) = 〈ν, y〉 − λ
|y|2
2

.

7



Using (1) and (8) we find that on Bm(x0, R) \ {a},

−∆ (f+(u)) = −〈ν, ∆u〉 − λ∆
(

|u|2

2

)

= 〈ν, Γ(u)(∇u ⊗∇u)〉 − λ|∇u|2 + λ〈u, Γ(u)(∇u ⊗∇u)〉
≤ −λ|∇u|2 + CΓ (|∇u|2 + λ|u| |∇u|2) |u|.

Since ||u||R,x0
≤ 1

4
by (9) and because of (10) we have λ|u(x)| ≤ 1

4
, ∀x ∈

Bm(x0, R). So

− ∆ (f+(u)) ≤
(

5

4
CΓ||u||R,x0

− λ

)
|∇u|2 ≤ 0, on Bm(x0, R) \ {a} (11)

Similarly
− ∆ (f−(u)) ≥ 0, on Bm(x0, R) \ {a} (12)

Now fix r ∈ (0, R] such that r 6= |x0| and define Dε as follows

• if |x0| < r, for any ε ∈ [0, r − |x0|), Dε := Bm(a, ε) ⊂ Bm(x0, r)

• if |x0| > r, we assume that ε = 0 and set Dε = D0 := ∅.
And we let uε

+ and uε
− be the maps from Bm(x0, r) \ Dε to Vu(x0) which are

the solutions of respectively




uε
+ = ||u||R,x0

+ λ
||u||2R,x0

2
on ∂Dε

uε
+ = f+(u) on ∂Bm(x0, r)

−∆uε
+ = 0 on Bm(x0, r) \ Dε,





uε
− = −||u||R,x0

− λ
||u||2R,x0

2
on ∂Dε

uε
− = f−(u) on ∂Bm(x0, r)

−∆uε
− = 0 on Bm(x0, r) \ Dε.

Since {
uε

+ ≥ f+(u) on ∂
(
Bm(x0, r) \ Dε

)

−∆uε
+ = 0 ≥ −∆f+(u) on Bm(x0, r) \ Dε,

the maximum principle implies that

uε
+ ≥ f+(u) on Bm(x0, r) \ Dε.

Now we fix an arbitrary compact K ⊂ Bm(x0, r)\{a}. Then for ε sufficiently
small we have

uε
+ ≥ f+(u) on K.
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We let ε goes to 0: since {a} has a vanishing capacity, the restriction of uε
+

to K converges in L1(K) to u+ := u0
+ (apply Lemma 6 to φε := uε

+ − u+).
Hence

u+ ≥ f+(u) on K.

Since u and u+ are continuous on Bm(x0, r) and since K is arbitrary we
deduce that

f+(u) ≤ u+ on Bm(x0, r). (13)

Similarly we get
u− ≤ f−(u) on Bm(x0, r). (14)

We deduce from (13) and (14) that for any ν ∈ Sm

{
u− ≤ 〈ν, u〉 − λ |u|2

2

〈ν, u〉 + λ |u|2

2
≤ u+

on Bm(x0, r)

and thus

u− ≤ u− + λ
|u|2
2

≤ 〈ν, u〉 ≤ u+ − λ
|u|2
2

≤ u+, on Bm(x0, r). (15)

Hence if we let v : Bm(x0, r) −→ Vu(x0) be the solution of
{

v = u on ∂Bm(x0, r)
−∆v = 0 on Bm(x0, r),

and Q : Bm(x0, r) −→ R be the solution of
{

Q = |u|2

2
on ∂Bm(x0, r)

−∆Q = 0 on Bm(x0, r),

Then, since actually u± = 〈ν, v〉 ± λQ, (15) implies that

∀ν ∈ Sn−1, |〈ν, u〉 − 〈ν, v〉| ≤ λQ, on Bm(x0, r).

Hence since ν is arbitrary and using the maximum principle for Q we obtain

|u − v| ≤ λQ ≤ λ
||u||2r,x0

2
, on Bm(x0, r). (16)

This implies in particular that, since u(x0) = 0,

|v(x0)| ≤ λ
||u||2r,x0

2
. (17)

9



Moreover since v is harmonic, for all x ∈ Bm(x0,
r
2
) we have (observing that

Bm(x, r
2
) ⊂ Bm(x0, r))

∂v

∂xµ
(x) =

2m

ωmrm

∫

Bm(x, r
2
)

∂v

∂xµ
=

2m

ωmrm

∫

∂Bm(x, r
2
)

vνµds,

where ν is the exterior normal vector to the boundary. Hence ∀x ∈ Bm(x0,
r
2
),

∣∣∣∣
∂v

∂xµ
(x)

∣∣∣∣ ≤
2

r
sup

∂Bm(x, r
2
)

|v| ≤ 2

r
sup

Bm(x0,r)

|v| ≤ 2

r
||u||r,x0

,

where we used the maximum principle for v. Hence we deduce that

∀x ∈ Bm(x0,
r

2
), |v(x) − v(x0)| ≤ 2||u||r,x0

|x − x0|
r

. (18)

And from (17) and (18) we get

∀x ∈ Bm(x0,
r

2
), |v(x)| ≤ 2||u||r,x0

|x − x0|
r

+ λ
||u||2r,x0

2
. (19)

Using this inequality together with (16) we obtain that

∀x ∈ Bm(x0,
r

2
), |u(x)| ≤ 2||u||r,x0

|x − x0|
r

+ λ||u||2r,x0
. (20)

We now choose any ρ ∈ (0, r
2
] and take the supremum of the left hand side

of (20) over Bm(x0, ρ). It gives

∀r ∈ (0, R],∀ρ ∈ (0,
r

2
], ||u||ρ,x0

≤ 2||u||r,x0

ρ

r
+ λ||u||2r,x0

. (21)

For k ∈ N let rk := R4−k and apply (21) for r = rk and ρ = rk+1:

||u||rk+1,x0
≤ ||u||rk,x0

2
+ λ||u||2rk,x0

.

This implies, denoting by ak := λ||u||rk,x0
, that

ak+1 ≤
ak

2
+ a2

k. (22)

We observe that, because of its definition, ak is a positive decreasing sequence
and, as a consequence of (9) and (10),

ak ≤ λ||u||R,x0
≤ 1

4
. (23)

10



We now let f : R −→ R be the function defined by f(q) = q2− q
2

and consider
the smooth function φ : [0,∞) −→ R which is a solution of

{
φ(0) = a0

dφ

dt
= f(φ) = φ2 − φ

2
on [0,∞).

Lemma 3 Let (ak)k∈N
be a decreasing sequence in [0, 1

4
] which satifies (22)

and φ be defined as above. Then ∀k ∈ N,

ak ≤ φ(k). (24)

Proof of the Lemma — We show (24) by induction. This inequality is obvi-
ously true for k = 0. Let us assume that (24) is true for some value k ∈ N.
We first observe that, since f(0) = 0 and f ≤ 0 on [0, 1

2
], 0 ≤ a0 ≤ 1

4
implies

that

∀t ∈ [0,∞), 0 ≤ φ(t) ≤ 1

4
.

Hence

• the fact that f < 0 on (0, 1
4
] implies that φ is decreasing on [0,∞)

• the fact that f is decreasing on [0, 1
4
] implies that f ◦φ is increasing on

[0,∞).

Thus
∀t ∈ [k,∞), f ◦ φ(t) ≥ f ◦ φ(k).

And hence

φ(k + 1) − φ(k) =

∫ k+1

k

φ̇(t) dt

=

∫ k+1

k

f ◦ φ(t) dt

≥
∫ k+1

k

f ◦ φ(k) dt = f ◦ φ(k).

Thus

φ(k + 1) ≥ φ(k) + f(φ(k)) =
φ(k)

2
+ φ(k)2.

Now since (24) is true for k, i.e. ak ≤ φ(k), we deduce that

ak+1 =
ak

2
+ a2

k ≤ φ(k)

2
+ φ(k)2 ≤ φ(k + 1).

¥
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Back to the proof of Theorem 2 — An easy quadrature shows that φ(t) =
a0

2a0+et/2(1−2a0)
. Hence Lemma 3 implies

ak ≤ φ(k) ≤ a0

1 − 2a0

e−k/2

and since 0 < a0 ≤ 1
4
, we deduce that ak ≤ e−k/2

2
, i.e.

||u||R4−k,x0
≤ 1

2λ
e−k/2, ∀k ∈ N. (25)

We now choose any r ∈ (0, R]. Then ∃!k ∈ N such that R
4k+1 < r ≤ R

4k . Then
on the one hand r ≤ R

4k implies

||u||r,x0
≤ ||u||R4−k,x0

≤ 1

2λ
e−k/2

by (25). On the other hand R
4k+1 < r ⇐⇒ k >

log R
r

log 4
− 1 implies

1

2λ
e−k/2 <

e1/2

2λ

( r

R

) 1
2 log 4

.

Hence we deduce that

∀r ∈ (0, R], ||u||r,x0
≤ e1/2

2λ

( r

R

) 1
2 log 4

.

We conclude that, since λ is independent of x0, u is uniformly Hölder con-
tinuous on Bm(a,R). ¥

3 Existence of a smooth solution around a

We start with the following (classical) preliminary.

Lemma 4 Let Ω be an open subset of R
m whose boundary is C2. Let φ ∈

C0,α(∂Ω) and f be the solution of
{

−∆f = 0, on Ω
f = φ, on ∂Ω.

Then f is C2,α on Ω and

[f ]
(−α)
0,α;Ω + [f ]

(−α)
1,α;Ω + [f ]

(−α)
2,α;Ω ≤ C1|φ|0,α;∂Ω, (26)

where C1 is a positive constant which depends only on Ω.
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Remark — We do not have an estimate on |f |(−α)
2,α;Ω. Indeed this quantity is

in general infinite because |f |(−α)
0,0;Ω = supx∈Ω d−α

x |f(x)| cannot be finite unless
the trace of f on ∂Ω vanishes. However the maximum principle and (26)
imply the following:

|f |(0)0,α;Ω ≤
(

1 + C1

(
diamΩ

2

)α)
|φ|0,α;∂Ω. (27)

Proof — First step : Ω is a half space — We assume that Ω = R
m
+ := {x =

(~x, t)/~x ∈ R
m−1, t ∈ (0,∞)}. We use Proposition 7 and Lemma 4 in Chapter

V of [10]: there exists a constant C ′
0 > 0 such that

sup
~x∈Rm−1

|Df(~x, t)| ≤ C ′
0t

−1+α|φ|0,α;Rm−1 , ∀(~x, t) ∈ R
m
+ . (28)

Moreover using the fact that Df is harmonic, ∀x ∈ R
m
+ we have if ρ := t/2,

∂Df

∂xµ
(x) =

1

ωmρm

∫

Bm(x,ρ)

∂Df

∂xµ
(y)dy =

1

ωmρm

∫

∂Bm(x,ρ)

Df(y)νµds(y),

which implies by (28)
∣∣∣∣
∂Df

∂xµ
(x)

∣∣∣∣ ≤ 1

ωmρm

∫

∂Bm(x,ρ)

|Df(y)|ds(y)

≤ m

ρ
C ′

0|φ|0,α;Rm−1

(
t

2

)−1+α

= 22−αmC ′
0|φ|0,α;Rm−1t−2+α.

Hence we obtain that there exists a constant C ′′
0 such that

sup
~x∈Rm−1

|D2f(~x, t)| ≤ C ′′
0 |φ|0,α;Rm−1t−2+α, ∀(~x, t) ∈ R

m
+ . (29)

A similar reasonning starting from (29) leads to

sup
~x∈Rm−1

|D3f(~x, t)| ≤ C ′′′
0 |φ|0,α;Rm−1t−3+α, ∀(~x, t) ∈ R

m
+ , (30)

for some constant C ′′′
0 > 0.

Now using (28) and (29) we can estimate [f ]
(−α)
1,α;Rm

+
as follows: if x = (~x, t)

and y = (~y, s) are in R
m
+ let d := inf(t, s). Then if |x − y| ≤ 2d we have by

(29)

|Df(x) − Df(y)|
|x − y|α ≤ sup

τ>d
|D2f(ξ, τ)| |x − y|1−α

≤ C ′′
0 |φ|0,α;Rm−1d−2+α(2d)1−α = 21−αC ′′

0 |φ|0,α;Rm−1d−1.
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On the other hand if |x − y| > 2d we have by (28)

|Df(x) − Df(y)|
|x − y|α ≤ |Df(x)| + |Df(y)|

dα
2−α

≤ 2C ′
0d

−1+α|φ|0,α;Rm−1

dα
2−α = 21−αC ′

0|φ|0,α;Rm−1d−1.

Thus taking into account both cases we find that [f ]
(−α)
1,α;Rm

+
≤ 21−α sup(C ′

0, C
′′
0 )|φ|0,α;Rm−1 .

An analog work with (29) and (30) instead of (28) and (29) leads to [f ]
(−α)
2,α;Rm

+
≤

21−α sup(C ′′
0 , C ′′′

0 )|φ|0,α;Rm−1 .

The estimate for [f ]
(−α)
0,α;Rm

+
follows from a slightly different argument. Again

let x = (~x, t) and y = (~y, s) be in R
m
+ and let d := inf(t, s). If |x − y| ≤ 2d

the same reasoning as above works using (28) and gives

|f(x) − f(y)|
|x − y|α ≤ 21−αC ′

0|φ|0,α;Rm−1 . (31)

However if |x−y| > 2d, then we write |f(~x, t)−f(~y, s)| ≤ |f(~x, t)−f(~x, 0)|+
|f(~x, 0)−f(~y, 0)|+|f(~y, 0)−f(~y, s)| and estimate separately each term. Using
again (28):

|f(~x, t) − f(~x, 0)| ≤
∫ t

0

|Df(~x, τ)|dτ

≤
∫ t

0

C ′
0|φ|0,α;Rm−1τ−1+αdτ =

C ′
0

α
|φ|0,α;Rm−1tα.

Similarly one gets

|f(~y, s) − f(~y, 0)| ≤ C ′
0

α
|φ|0,α;Rm−1sα.

Lastly using |f(~x, 0) − f(~y, 0)| ≤ |φ|0,α;Rm−1 |~x − ~y|α, one concludes that

|f(~x, t) − f(~y, s)| ≤ |φ|0,α;Rm−1

(
C ′

0

α
tα +

C ′
0

α
sα + |~x − ~y|α

)

≤ |φ|0,α;Rm−1 sup

(
1,

C ′
0

α

)
(tα + sα + |~x − ~y|α) .

Assume for instance that s < t, so that d = s. Then by the Minkowski
inequality tα + sα = dα + ((t− s) + d)α ≤ dα + (t− s)α + dα = 2dα + (t− s)α.
Hence

tα+sα+|~x−~y|α ≤ 2dα+(t−s)α+|~x−~y|α ≤ 2dα+2|x−y|α < (21−α+2)|x−y|α.
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And we thus get

|f(~x, t) − f(~y, s)| ≤ (21−α + 2)|φ|0,α;Rm−1 sup

(
1,

C ′
0

α

)
|x − y|α. (32)

So (31) and (32) implies the result on [f ]
(−α)
0,α;Rm

+
.

Step 2 — estimate on an arbitrary domain — If Ω is a domain with a smooth
C2 boundary, then using local chart and a partition of unity one can construct
an extension g ∈ C0,α(Ω) of φ ∈ C0,α(∂Ω) which satisfies

[g]
(−α)
0,α;Ω + [g]

(−α)
1,α;Ω + [g]

(−α)
2,α;Ω ≤ C ′

1|φ|0,α;∂Ω.

Then the harmonic extension of φ is f = g + h, where h is a function which
vanishes on ∂Ω and which satisfies −∆h = ∆g on Ω. Because of the previous
estimate on g, [∆g]

(2−α)
0,α;Ω ≤ C ′

1|φ|0,α;∂Ω. Now Lemma 2 implies that |h|(−α)
2,α;Ω ≤

δ|∆g|(2−β)
0,α;Ω . Hence the estimate on f follows by summing the estimates on g

and h. ¥

Theorem 3 Let (N , h) be a pseudo-Riemannian manifold of class C2, Ω an
open subset of R

m, a ∈ Ω and u a continuous map from Ω to N which is
C2 and harmonic on Ω \ {a}. Then there exists α ∈ (0, 1) and an open ball
Bm(a,R2) such that ∀r ∈ (0, R2), there exists a map u ∈ C0,α(Bm(a, r),N )∩
C2,α(Bm(a, r),N ) which is a solution of

{
∆u + Γ(u)(∇u ⊗∇u) = 0 on Bm(a, r)

u = u on ∂Bm(a, r).
(33)

I.e.u is a harmonic map with values in N which agrees with u on the bound-
ary of Bm(a, r).

Proof — Again we start by applying Lemma 1 with M0 = u(a): it provides
us with a local chart Φu(a) ◦ ψ on N around u(a). We denote by yi, hij and
Γi

jk respectively the coordinates, the metric and the Christoffel symbols in
this chart. In the following we make the identification u ' Φu(a) ◦ ψ ◦ u, so
that we view u as a map from Bm(a,R) to R

n such that u(a) = 0 and the
majorations (4) and (6) hold.
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For every r ∈ (0, R] we let v : Bm(a, r) −→ R
n be the harmonic extension of

u inside Bm(a, r), i.e.

{
∆v = 0 on Bm(a, r)
v = u on ∂Bm(a, r).

(34)

We first apply Theorem 2 which ensures us that the C0,α norm of u in a neigh-
bourhood of u is bounded: ∃α ∈ (0, 1), ∃R1 ∈ (0, R] such that |u|0,α;Bm(a,R1)

is finite. This allows us to use Lemma 4 in order to estimate v: we will use
the notations

|v|(−α)
k,α;r := |v|(−α)

k,α;Bm(a,r), ∀k ∈ N, and |[v]|α;r := |v|(0)0,α;r + [v]
(−α)
1,α;r + [v]

(−α)
2,α;r

and then (26) and (27) imply

∀r ∈ (0, R1], |[v]|α;r ≤ C2|u|0,α;R1
, (35)

where C2 = C1 + 1 + C1R
α
. We will denote by

Λ := sup
r∈(0,R1]

|[v]|α;r. (36)

Our purpose is to construct the extension u satisfying (33). By writing

u = v + w,

it clearly relies on finding a map w ∈ C2,α(Bm(a, r), Rn) such that

{
−∆w = Γ(v + w)(∇(v + w) ⊗∇(v + w)) on Bm(a, r)

w = 0 on ∂Bm(a, r).
(37)

Let us denote by C(−β)
k,α,r := C(−β)

k,α;Bm(a,r). We will construct w in C(−α)
2,α,r by using

a fixed point argument. We first observe that Lemma 2 can be rephrased
(and specialized by choosing β = α) by saying that there exists a continuous

operator, denoted in the following by (−∆)−1, from C(2−α)
0,α,r to C(−α)

2,α,r which to

each f ∈ C(2−α)
0,α,r associates the unique solution φ ∈ C(−α)

2,α,r of

{
−∆φ = f on Bm(a, r)

φ = 0 on ∂Bm(a, r).
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We will denote by δ the norm of (−∆)−1. Hence w ∈ C(−α)
2,α,r is a solution of

(37) if and only if

w = (−∆)−1 (Γ(v + w)(∇(v + w) ⊗∇(v + w))) .

Note that v does not belong to C(−α)
2,α,r (because in particular the trace of v on

∂Bm(a, r) does not vanish). However estimates (35) holds. This leads us to
introduce the set

Eα;r := {f ∈ C2,α(Bm(a, r), Rn)/|[f ]|α;r < ∞} ⊃ C(−α)
2,α,r ,

where the inclusion here is a continuous embedding. We then have:

Lemma 5 Let r ∈ (0, R1] and w0,w1, w2 and w3 be in Eα;r. Then Γ(w0)(∇w2⊗
∇w3) and Γ(w1)(∇w2 ⊗∇w3) ∈ C(2−α)

0,α;r and

|(Γ(w1)−Γ(w0))(∇w2⊗∇w3)|(2−α)
0,α;r ≤ C3r

α|[w1−w0]|α;r|[w2]|α;r|[w3]|α;r, (38)

|Γ(w1)(∇w2 ⊗∇w3)|(2−α)
0,α;r ≤ C3r

α|[w1]|α;r|[w2]|α;r|[w3]|α;r, (39)

where C3 is a positive constant.

Proof of Lemma 5 — It follows from the interpolation inequality (7) that

|Dwa|(1−α)
0,α;r ≤ C̃|[wa]|α;r, ∀a = 0, 1, 2, 3. Moreover, for r ∈ (0, R1] ⊂ (0, R],

estimate (6) implies that

|(Γ(w1) − Γ(w0))|(0)0,α;r ≤ CΓ|w1 − w0|(0)0,α;r ≤ C̃CΓ|[w1 − w0]|α;r.

Hence, using also the inequality |f |(β+γ)
0,α;Ω ≤ |f |(β)

0,α;Ω|g|
(γ)
0,α;Ω, ∀β, γ ∈ R such

that β + γ ≥ 0 (see 6.11 in [3]), we obtain that

|(Γ(w1) − Γ(w0))(∇w2 ⊗∇w3)|(2−2α)
0,α;r ≤ |Γ(w1) − Γ(w0)|(0)0,α;r|Dw2|(1−α)

0,α;r |Dw3|(1−α)
0,α;r

≤ C̃3CΓ|[w1 − w0]|α;r|[w2]|α;r|[w3]|α;r.

Thus (38) follows from the preceding inequality and from

|(Γ(w1)−Γ(w0))(∇w2⊗∇w3)|(2−α)
0,α;r ≤ rα|(Γ(w1)−Γ(w0))(∇w2⊗∇w3)|(2−2α)

0,α;r .

And (39) is a straightforward consequence of (38) and of (4). ¥
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Back to the proof of Theorem 3 — Lemma 5 allows us to define the operator

T : C(−α)
2,α,r −→ C(−α)

2,α,r

w 7−→ (−∆)−1 (Γ(v + w)(∇(v + w) ⊗∇(v + w)))

and (39) implies

|T (w)|(−α)
2,α;r ≤ δC3r

α
(
|[v]|α;r + |w|(−α)

2,α;r

)3

.

In particular, letting BΛ := {w ∈ C(−α)
2,α,r/|w|(−α)

2,α;r ≤ Λ} (we recall that Λ
was defined in (36)), we observe that for all r ∈ (0, R1] ∩ (0, R′

1] where
R′

1 = (8δC3Λ
2)−1/α, i.e. such that in particular δC3r

α(2Λ)3 < Λ,

∀w ∈ BΛ, |T (w)|(−α)
2,α;r ≤ Λ,

which means that T maps the closed ball BΛ into itself.

Let us now prove that, for r small enough, the restriction of T on BΛ is also
contracting: writing that, ∀w, w̃ ∈ BΛ,

T (w) − T (w̃) = (−∆)−1 [(Γ(v + w) − Γ(v + w̃))(∇(v + w) ⊗∇(v + w)]
+ (−∆)−1 (Γ(v + w̃)(∇(v + w) ⊗∇(w − w̃))
+ (−∆)−1 (Γ(v + w̃)(∇(w − w̃) ⊗∇(v + w̃))

and using (38) we obtain, assuming that r ≤ R1,

|T (w) − T (w̃)|(−α)
2,α;r ≤ δC3r

α|w − w̃|(−α)
2,α;r

(
|v + w|(−α)

2,α;r

)2

+ δC3r
α|w − w̃|(−α)

2,α;r|v + w|(−α)
2,α;r|v + w̃|(−α)

2,α;r

+ δC3r
α|w − w̃|(−α)

2,α;r

(
|v + w̃|(−α)

2,α;r

)2

≤ 3δC3r
α (2Λ)2 |w − w̃|(−α)

2,α;r.

Hence T is contracting if we further assume that r < R′′
1, where R′′

1 :=
(12δC3Λ

2)−1/α, because it implies that 3δC3r
α (2Λ)2 < 1. In conclusion

(observing that actually R′′
1 < R′

1) if we let R2 := inf (R1, R
′′
1), then for all

r ∈ (0, R2), T maps the closed ball BΛ into itself and is contracting. Hence
it admits a unique fixed point w ∈ BΛ which is a solution of (37). ¥
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4 A maximum principle

Theorem 4 Let (N , h) be a pseudo-Riemannian manifold of class C2 and
M0 be a point in N . There exists an open neighbourhood UM0

of M0, a local
chart φ : UM0

−→ R
n and constant α > 0 such that for any open subset Ω of

R
m and for any pair of harmonic mappings u, v : Ω −→ (UM0

, hij) (i.e. which
satisfy (1)), then the function f : Ω −→ R defined (using u ' φ ◦ u and
v ' φ ◦ v) by

f(x) := (α2 + |u(x)|2)(α2 + |v(x)|2) |u(x) − v(x)|2
2

, ∀x ∈ Ω, (40)

satisfies the inequality

− div(ρ∇f) ≤ 0, on Ω, (41)

where

ρ(x) :=
1

α2 + |u(x)|2
1

α2 + |v(x)|2 , ∀x ∈ Ω.

Remark — Note that here |·| is an Euclidean norm on UM0
which has nothing

to do with the metric h on N . More precisely, assuming that φ(M0) = 0, for

any points M, M̃ ∈ UM0
we set 〈M, M̃〉 := 〈φ(M)−φ(M0), φ(M̃)−φ(M0)〉 =

〈φ(M), φ(M̃)〉, |M |2 := |φ(M)|2 = 〈φ(M), φ(M)〉 and |M − M̃ |2 := |φ(M)−
φ(M̃)|2.

Proof of Theorem 4 — Again we first apply Lemma 1 around M0: it provides
us with a local chart φ : U ′

M0
−→ R

n such that φ(M0) = 0 and estimates (4)
and (6) on the Christoffel symbols Γi

jk hold. We fix some α ∈ (0,∞) which
is temporarily arbitrary and whose value will be chosen later. Then given a
pair of harmonic maps u, v : Ω −→ (U ′

M0
, hij) we compute div(ρ∇f), where

f is given by (40). We first find that

ρ∇f = 〈u − v,∇(u − v)〉 + |u − v|2
( 〈u,∇u〉

α2 + |u|2 +
〈v,∇v〉
α2 + |v|2

)
.
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Hence (by using the notations 〈·, ·〉 for the scalar product in R
n and · for the

scalar product in R
m)

div(ρ∇f) = |∇(u − v)|2 + 〈u − v, ∆(u − v)〉
+ 2〈u − v,∇(u − v)〉 ·

( 〈u,∇u〉
α2 + |u|2 +

〈v,∇v〉
α2 + |v|2

)

+ |u − v|2
( |∇u|2

α2 + |u|2 +
|∇v|2

α2 + |v|2 +
〈u, ∆u〉
α2 + |u|2 +

〈v, ∆v〉
α2 + |v|2

−2
|〈u,∇u〉|2

(α2 + |u|2)2
− 2

|〈v,∇v〉|2
(α2 + |v|2)2

)

= G1 + G2 + B1 + B2 + B3 + B4,

where the “good” terms are

G1 := |∇(u − v)|2, G2 := |u − v|2
( |∇u|2

α2 + |u|2 +
|∇v|2

α2 + |v|2
)

,

and the “bad” terms are

B1 := 〈u − v, ∆(u − v)〉
B2 := 2〈u − v,∇(u − v)〉 ·

( 〈u,∇u〉
α2 + |u|2 +

〈v,∇v〉
α2 + |v|2

)

B3 := |u − v|2
( 〈u, ∆u〉

α2 + |u|2 +
〈v, ∆v〉
α2 + |v|2

)

B4 := −2|u − v|2
( |〈u,∇u〉|2

(α2 + |u|2)2
+

|〈v,∇v〉|2
(α2 + |v|2)2

)
.

We now need to estimate the bad terms in terms of the good ones. We let
R ∈ (0,∞) such that φ(U ′

M0
) ⊂ Bn(0, R). We shall assume in the following

that
|u| ≤ r and |v| ≤ r for some r ∈ (0, R), (42)

where r has not yet been fixed. In the following we will first choose α in
function of CΓ and R, and second we will choose r in function of α, CΓ and
R.

Estimation of B1

We have

−∆(u − v) = Γ(u)(∇u ⊗∇u) − Γ(v)(∇v ⊗∇v)
= Γ(u)(∇u ⊗∇(u − v)) + Γ(u)(∇(u − v) ⊗∇v)

+ (Γ(u) − Γ(v))(∇v ⊗∇v).
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And because of (4) and (6) which implies |Γ(y)| ≤ CΓ|y| and |Γ(y)−Γ(y′)| ≤
CΓ|y − y′| on U ′

M0
, we deduce that

|∆(u − v)| ≤ CΓ|u| (|∇u| |∇(u − v)| + |∇v| |∇(u − v)|)
+ CΓ|u − v| |∇v|2.

Using (42) and a symmetrisation in u and v one is led to

|∆(u − v)| ≤ CΓR|∇(u − v)| (|∇u| + |∇v|) +
CΓ

2
|u − v|

(
|∇u|2 + |∇v|2

)
.

Hence we deduce using Young’s inequality that

|B1| ≤ CΓR|u − v| |∇(u − v)| (|∇u| + |∇v|) +
CΓ

2
|u − v|2

(
|∇u|2 + |∇v|2

)

≤ |∇(u − v)|2
4

+ 2C2
ΓR2|u − v|2

(
|∇u|2 + |∇v|2

)

+
CΓ

2
|u − v|2

(
|∇u|2 + |∇v|2

)
.

We choose α ∈ (0,∞) sufficiently small so that 1
2α2 ≥ 4

(
2C2

ΓR2 + CΓ

2

)
and

we impose also that r ≤ α. Then by (42)

|u|, |v| ≤ r ≤ α =⇒ 1

α2 + |u|2 ,
1

α2 + |v|2 ≥ 1

2α2
≥ 4

(
2C2

ΓR2 +
CΓ

2

)

and thus

|B1| ≤
G1

4
+

|u − v|2
4

( |∇u|2
α2 + |u|2 +

|∇v|2
α2 + |v|2

)
=

G1

4
+

G2

4
. (43)

Estimation of B2

Using again Young’s inequality we obtain

|B2| ≤ 2|u − v| |∇(u − v)|
( |u| |∇u|

α2 + |u|2 +
|v| |∇v|
α2 + |v|2

)

≤ |∇(u − v)|2
2

+ 2|u − v|2
( |u| |∇u|

α2 + |u|2 +
|v| |∇v|
α2 + |v|2

)2

≤ G1

2
+ |u − v|2

(
4|u|2|∇u|2
(α2 + |u|2)2

+
4|v|2|∇v|2
(α2 + |v|2)2

)
.

We further impose that r ≤ α
4
. Then by (42)

4|u|2
α2 + |u|2 ,

4|v|2
α2 + |v|2 ≤ 4r2

α2
≤ 1

4
(44)
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and

|B2| ≤
G1

2
+ |u − v|2

(
1

4

|∇u|2
α2 + |u|2 +

1

4

|∇v|2
α2 + |v|2

)
=

G1

2
+

G2

4
. (45)

Estimation of B4

We first write

|B4| ≤ 2|u − v|2
( |u|2

α2 + |u|2
|∇u|2

α2 + |u|2 +
|v|2

α2 + |v|2
|∇v|2

α2 + |v|2
)

,

and using the fact that |u|2

α2+|u|2
, |v|2

α2+|v|2
≤ 1

16
because of (44), we deduce that

|B4| ≤
|u − v|2

8

( |∇u|2
α2 + |u|2 +

|∇v|2
α2 + |v|2

)
=

G2

8
. (46)

Estimation of B3

We use that
|∆u| = |Γ(u)(∇u ⊗∇u)| ≤ CΓ|u| |∇u|2

and thus |〈u, ∆u〉| ≤ |u| |∆u| ≤ CΓ|u|2|∇u|2 and similarly |〈v, ∆v〉| ≤ CΓ|v|2|∇v|2.
Hence by (42)

|B3| ≤ CΓ|u − v|2
(
|u|2 |∇u|2

α2 + |u|2 + |v|2 |∇v|2
α2 + |v|2

)

≤ CΓr2|u − v|2
( |∇u|2

α2 + |u|2 +
|∇v|2

α2 + |v|2
)

.

We further require on r that CΓr2 ≤ 1
4
. Then

|B3| ≤
G2

4
. (47)

Conclusion

By choosing

α ≤ 1

2
√

2C2
ΓR2 + CΓ

, r ≤ inf

(
R,

α

4
,

1

2
√

CΓ

)
, (48)

we obtain using (43), (45), (46) and (47) that

div(ρ∇f) = G1 + G2 + B1 + B2 + B3 + B4

≥ G1 + G2 −
(

G1

4
+

G2

4

)
−

(
G1

2
+

G2

4

)
− G2

4
− G2

8

=
G1

4
+

G2

8
≥ 0.
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Hence (41) follows by choosing UM0
:= {M ∈ U ′

M0
/|φ(M)| < r} where r

satisfies (48). ¥

5 A result related to capacity

We prove here the following result.

Lemma 6 Let Ω be an open subset of R
m, for m ≥ 2. Let ρ ∈ C1(Ω, R) be

a function satisfying 0 < A ≤ ρ ≤ B < ∞. Let a ∈ Ω, ε0 > 0 such that
Bm(a, ε0) ⊂ Ω and, for all ε ∈ (0, ε0), Ωε := Ω \ Bm(a, ε).
Let (φε)ε∈(0,ε0) be a family of functions φε ∈ C2(Ωε) ∩ C0(Ωε) such that





φε = M on ∂Bm(a, ε)
φε = 0 on ∂Ω

−div (ρ∇φε) = 0 on Ωε,
(49)

where M > 0 is a constant independant of ε. Then for all compact K ⊂
Ω \ {a} and for ε ∈ (0, ε0) such that K ⊂ Ωε, the restriction of φε on K
converges to 0 in L1(K) when ε tends to 0.

Proof — A first step consists in proving that the energy of φε,

Eε := Aε[φε] :=

∫

Ωε

ρ|∇φε|2 dx

converges to 0 when ε tends to 0. This is a very standard result which can
be checked as follows: we know that φε is energy minimizing and hence that
Eε ≤ Aε[f ], for all f ∈ C2(Ωε) ∩ C0(Ωε) such that f = M on ∂Bm(a, ε)
and f = 0 on ∂Ω. One can choose for f vε(x) := Mχ(x)Gε(x − a), where
χ ∈ C2(Ωε) satisfies 0 ≤ χ ≤ 1, suppχ ⊂ Bm(a, ε0), χ = 1 on Bm(a, ε0/2)

and |∇χ| ≤ 4/ε0 and where Gε is the Green function on R
m (Gε(x) := log |x|

log ε

if m = 2 and Gε(x) := εm−2

|x|m−2 if m ≥ 3). Then a straightforward computation

shows that limε→0 Aε[vε] = 0. Hence

lim
ε→0

Eε = 0. (50)

Second we consider, for all s ∈ [0,M ], the level sets

Ωs
ε := {x ∈ Ωε/φε(x) > s}.
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Note that the maximum principle implies that φε takes values in [0,M ].
Sard’s Theorem implies that the set Vc := {s ∈ [0,M ]/∃x ∈ Ωε such that φε(x) =
s and ∇φε(x) = 0} (critical values) is negligeable (moreover it is also closed1).
And ∀s ∈ [0,M ] \ Vc, ∂Ωs

ε = {x ∈ Ωε/φε(x) = s} is a smooth submanifold.
We let Γs be the exterior part of ∂Ωs

ε so that we have the splitting

∂Ωs
ε = Γs ∪ ∂Bm(a, ε).

Using the equation (49) we observe that, ∀s, s′ ∈ [0,M ] \Vc such that s < s′,

0 =

∫

Ωs
ε\Ω

s′
ε

−div (ρ∇φε) dx

=

∫

Γs

−ρ〈∇φε, ν〉dHm−1 +

∫

Γs′
ρ〈∇φε, ν〉dHm−1

=

∫

Γs

ρ|∇φε|dHm−1 −
∫

Γs′
ρ|∇φε|dHm−1,

where dHm−1 is the (m − 1)-dimensional Hausdorff measure. Here we have
used in the last line the fact that, on Γs and Γs′ , ∇φε is parallel (and of
opposite orientation) to the normal vector ν. This implies that the function

[0,M ] \ Vc 3 s 7−→
∫

Γs

ρ|∇φε|dHm−1 is constant. (51)

We now use the coarea formula to obtain

∫

Ωε

ρ|∇φε|2dx =

∫ M

0

ds

∫

Γs

ρ|∇φε|2
dHm−1

|∇φε|
=

∫ M

0

ds

∫

Γs

ρ|∇φε|dHm−1.

Thus we deduce that, using (51),

∀s ∈ [0,M ] \ Vc,

∫

Γs

ρ|φε|dHm−1 =
1

M

∫

Ωε

ρ|∇φε|2dx =
Eε

M
. (52)

We now let Fε : [0,M ] −→ [0,∞) be the function defined by

Fε(s) := |Ωs
ε ∪ Bm(a, ε)|, the Lebesgue measure of Ωs

ε ∪ Bm(a, ε).

1and Vc ⊂ (0,M) because of the Hopf maximum principle
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Obviously Fε is a decreasing function and so F ′
ε is a nonpositive measure.

We can decompose this measure as F ′
ε = (F ′

ε)a + (F ′
ε)s, where (F ′

ε)a is the
absolutely continuous part of F ′

ε and (F ′
ε)s is the singular part of F ′

ε. Moreover
Fε is differentiable on [0,M ] \ Vc with

∀s ∈ [0,M ] \ Vc, F ′
ε(s) = −

∫

Γs

dHm−1

|∇φε|
and supp(F ′

ε)s ⊂ Vc. We deduce from this identity and from (52), by using
the Cauchy–Schwarz inequality, that ∀s ∈ [0,M ] \ Vc,

|Γs| =

∫

Γs

dHm−1 =

∫

Γs

√
|∇φε|

dHm−1

√
|∇φε|

≤
√∫

Γs

|∇φε|dHm−1

√∫

Γs

dHm−1

|∇φε|

≤
√

1

A

∫

Γs

ρ|∇φε|dHm−1
√

−F ′
ε(s)

≤
√

Eε

AM

√
−F ′

ε(s).

Hence

∀s ∈ [0,M ] \ Vc, |Γs|2 ≤ − Eε

AM
F ′

ε(s). (53)

We observe that this inequality extends on the whole interval [0,M ] in the
sense of measure: Vc is Lebesgue negligeable and if s is a singular point of
F ′

ε, then the above inequality holds since the left hand side is a function. We
next exploit (53) together with the isoperimetric inequality for the subset
Ωs

ε ∪ Bm(a, ε) ⊂ R
m and its boundary Γs:

mm−1ωmFε(s)
m−1 = mm−1ωm|Ωs

ε ∪ Bm(a, ε)|m−1 ≤ |Γs|m. (54)

Then (53) and (54) imply

F ′
ε + kεF

2(m−1)/m
ε ≤ 0, with kε :=

AM (mm−1ωm)
2/m

Eε

, (55)

in the sense of measure on [0,M ].
The case m = 2
Equation (55) then implies

∀s ∈ [0,M ], Fε(s) ≤ Fε(0)e−kεs = |Ω|e−kεs.
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Hence for any compact K ⊂ Ω \ {a} and for ε small enough, by using the
coarea formula, we have

||φε||L1(K) =

∫ M

0

|K ∩ Ωs
ε|ds ≤

∫ M

0

Fε(s)ds ≤ |Ω|
kε

(
1 − e−kεM

)
.

which implies that ||φε||L1(K) tends to 0 when ε → 0 because kε tends to ∞,
because of (50). Hence the Lemma is proved in this case.

The case m ≥ 2
Let us denote by β := 2m−1

m
− 1 ∈ (0, 1). We deduce analogously to the

preceding case that

∀s ∈ [0,M ], Fε(s) ≤
|Ω|

(1 + β|Ω|βkεs)1/β

and thus

||φε||L1(K) ≤
|Ω|1−β

(1 − β)kε

(
1 − 1

(1 + β|Ω|βkεM)1/β−1

)
,

which leads to the same conclusion. ¥

6 The proof of the Main theorem

We conclude this paper by proving Theorem 1. Let u be a continuous map
from Ω to N and assume that u is C2 and harmonic with values in (N , hij)
on Ω \ {a}. Using Theorem 4 with M0 = u(a) we deduce that there exists a
neighbourhood Uu(a) of u(a) in N such (41) holds for any pair of harmonic
maps into (Uφ(a), hij). We hence can restrict u to a ball Bm(a,R), where R
is chosen so that u(Bm(a,R)) ⊂ Uu(a). Then we use the existence result 3:
we deduce that there exists some R2 ∈ (0, R) such that, for any r ∈ (0, R2)
there exists a map u ∈ C2,α(Bm(a, r))∩C0,α(Bm(a, r)) which is harmonic into
(Uu(a), hij) and which coincides with u on ∂Bm(a, r). Then we choose some
r ∈ (0, R2) and we identify u ' φ ◦ u and u ' φ ◦ u as in Theorem 4. Note
that it is clear that there exists some A ∈ (0,∞) such that |u|, |u| ≤ A on
Bm(a, r). Now let

f(x) := (α2 + |u(x)|2)(α2 + |u(x)|2) |u(x) − u(x)|2
2

, ∀x ∈ Bm(a, r).
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where α has been chosen as in Theorem 4. For any ε > 0 such that Bm(a, ε) ⊂
Bm(a, r), we consider the map φε ∈ C2(Bm(a, r) \ Bm(a, ε)) ∩ C0(Bm(a, r) \
Bm(a, ε)) which is the solution to





φε = M on ∂Bm(a, ε)
φε = 0 on ∂Bm(a, r)

−div (ρ∇φε) = 0 on Bm(a, r) \ Bm(a, ε),

where

ρ(x) :=
1

α2 + |u(x)|2
1

α2 + |u(x)|2 , ∀x ∈ Bm(a, r)

and
M := 2A2(α2 + A2)(α2 + A2).

Clearly we have f ≤ φε on ∂(Bm(a, r)\Bm(a, ε)) and Theorem 4 implies that
−div (ρ∇f) ≤ 0 = −div (ρ∇φε) on Bm(a, r)\Bm(a, ε). Hence the maximum
principle implies that f ≤ φε on Bm(a, r)\Bm(a, ε). Now if we fix a compact
subset K ⊂ Bm(a, r) \ {a} and suppose that ε is sufficiently small so that
K ⊂ Bm(a, r) \ Bm(a, ε), the inequality f ≤ φε on K implies

||f ||L1(K) ≤ ||φε||L1(K).

Letting ε tend to 0 and using Lemma 6 we deduce that ||f ||L1(K) = 0. Since K
is arbitrary and f is continuous on Bm(a, r), we conclude f = 0 on Bm(a, r).
Hence u coincides with u on Bm(a, r). Thus u is C2,α on Bm(a, r). ¥
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