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Abstract
Quantum amplitude amplification is a method of increasing a success probability of an algorithm from a small $\epsilon > 0$ to $\Theta(1)$ with less repetitions than classically. In this paper, we generalize quantum amplitude amplification to the case when parts of the algorithm that is being amplified stop at different times.

We then apply the new variable time amplitude amplification to give two new quantum algorithms for linear algebra problems. Our first algorithm is an improvement of Harrow et al. algorithm for solving systems of linear equations. We improve the running time of the algorithm from $O(\kappa^2 \log N)$ to $O(\kappa \log^3 \kappa \log N)$ where $\kappa$ is the condition number of the system of equations. Our second algorithm tests whether a matrix $A$ is singular or far-from-singular, faster then the previously known algorithms.
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1 Introduction

Large systems of linear equations arise in many situations and faster algorithms for solving them are of great interest. For this reason, it would be very interesting to have a quantum algorithms for this problem.

However, there are some substantial difficulties with designing such an algorithm. First, if we have a system of linear equations $Ax = b$ with $N$ equations and $N$ unknowns, the coefficient matrix $A$ is of size $N^2$. If a quantum algorithm accesses all or most of coefficients in $A$, it would require time $\Omega(N^2)$. We could allow query access to the coefficient matrix $A$ (similarly to Grover’s algorithm [12] and other quantum query algorithms) but then we run into a second problem. The quantum algorithm still has to output the solution vector $x$. Since the solution vector $x$ consists of values for $N$ variables, this requires time $\Omega(N)$.

This argument suggests that quantum speedup for this problem can be at most polynomial (because classical algorithms for systems of linear equations run in time $O(N^\omega)$) where $\omega = 2.37...$ is the matrix multiplication constant.
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Recently, Harrow, Hassidim and Lloyd [13] discovered a surprising quantum algorithm that allows to bypass the limitations described above and to "solve" systems of linear equations in time $O(\log^c N)$ - in an unconventional sense. Instead of outputting the solution vector $x$ in a classical form, their algorithm generates the quantum state $|x\rangle = \sum_{i=1}^{N} x_i|i\rangle$ with the coefficients $x_i$ being equal to the values of variables in the solution $x = (x_1, x_2, \ldots, x_N)$ of the system $Ax = b$.

HHL algorithm has been quite controversial. On one hand, one cannot read the values $x_1, \ldots, x_N$ from the quantum state $|x\rangle = \sum_{i=1}^{N} x_i|i\rangle$. Even to estimate them, one would have to produce many copies of $|x\rangle$, increasing the running time of the quantum algorithm many times.

On the other hand, the state $|x\rangle = \sum_{i=1}^{N} x_i|i\rangle$ can be used to estimate expressions of the form $\sum_i c_i x_i$ which depend on all $x_i$ simultaneously. Classically, it is intuitively unlikely that one would be able to estimate expressions of this form without solving the system and finding $x_1, \ldots, x_N$ - which requires time $\Theta(N^c)$. This intuition is substantiated by the fact that estimating such expressions is BQP-complete [13]. Thus a classical algorithm for evaluating expressions of the form $\sum_i c_i x_i$ in time $O(\log^c N)$ does not exist - unless $P=BQP$.

Another context in which the state $|x\rangle$ would be useful is if we wanted to test whether the solutions of two systems of linear equations $Ax = b$ and $A'x' = b'$ were close one to another. In this case, we could generate the solution states $|x\rangle$ and $|x'\rangle$ for both systems and then compare them using the SWAP-test [8]. (For example, we might be interested in testing whether the stationary distributions of two Markov chains are close one to another [13]. Then, each stationary distribution can be described as a solution to a system of linear equations.)

Besides providing the output as a quantum state $|x\rangle$, another weakness of the HHL algorithm is the dependence of its running time on parameters other than the size of the system of equations $N$. In particular, its running time depends on $\kappa$, the condition number of matrix $A$. The condition number is defined as the ratio between the largest and the smallest singular value of $A$: $\kappa = \max_{i,j} \frac{|\mu_i|}{|\mu_j|}$ where $\mu_i$ are the singular values of $A$.

When condition number $\kappa$ is taken into account, the running time of the HHL quantum algorithm is $O(\kappa^2 \log N)$. Thus, the speedup achieved by the HHL algorithm is exponential, as long as $\kappa = O(\log^c N)$. However, systems of linear equations with a polylogarithmic condition number are quite rare. It is much more common for a system to have a condition number that scales as $\Theta(N)$ or $\Theta(N^c)$. (We present some examples in section 4.5.) For this reason, we think that it is important to improve the dependence of the HHL algorithm on $\kappa$.

In this paper, we present a better quantum algorithm of solving systems of linear equations in the sense of HHL, with the running time $O(\kappa \log^3 \kappa \log N)$. It would be desirable to have even better dependence on $\kappa$ but our algorithm is probably close to being optimal. Harrow et al. [13] show that, unless $BQP = PSPACE$, time of $\Omega(\kappa^{1-o(1)})$ is necessary for generating the state $|x\rangle$ that describes the solution of the system.

Our second result is a quantum algorithm for testing whether a matrix $A$ is singular, under a promise that $A$ is either singular or far from being singular. (Here, "far from singular" means that all singular values are at least $\epsilon$.) Under this assumption, we design a quantum algorithm that runs in time\footnote{Here, $\tilde{O}$ notation ignores logarithmic factors.} $\tilde{O}\left(\frac{\text{poly}(\kappa)}{\max(\sqrt{\kappa}, 1)}\right)$ where $k$ is the number of singular...
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values of $A$ that are equal to 0 and

$$s(A) = \sqrt{\sum_{i=1}^{N} \frac{1}{\min^2(\rho_i, \epsilon)}}$$

where $\rho_i$ are all the singular values of $A$.

Both of our results use a new tool, the variable-time quantum amplitude amplification which allows to amplify the success probability of quantum algorithms in which some branches of the computation stop earlier than other branches. The conventional amplitude amplification [7] would wait for all branches to stop - possibly resulting in a substantial inefficiency. Our new algorithm amplifies the success probability in multiple stages and takes advantage of the parts of computation which stop earlier.

The variable-time amplitude amplification is a generalization of variable time search of Ambainis [2]. Variable time search was a generalization of Grover’s algorithm to the setting when queries to different items take different time. In this paper, we improve variable time search to deal with the more general setting of amplitude amplification.

We then apply the new variable-time amplitude amplification to design the quantum algorithms for solving systems of linear equations and testing singularity. We expect that the variable time amplitude amplification will be useful for building other quantum algorithms, as well.

Related work After this work was completed, Belovs [4] discovered another algorithm for testing the singularity. Belovs’ algorithm achieves similar running time, using a different method (span programs) than our work (variable time eigenvalue estimation).

2 Methods and subroutines

Throughout the paper, we use two well known quantum algorithms: eigenvalue estimation and amplitude amplification.

Eigenvalue estimation. Quantum eigenvalue estimation [15] is a quantum algorithm that, given a Hamiltonian $H$ (in form of a black box that allows by apply $H$ for a time $T$ that we choose) and its eigenstate $|\psi\rangle: H|\psi\rangle = \lambda|\psi\rangle$, outputs an unchanged eigenstate $|\psi\rangle$, together with an estimate $\tilde{\lambda}$ for the eigenvalue $\lambda$.

We assume that $0 \leq \lambda \leq 1$. The standard version of eigenvalue estimation [14, p. 118] performs the unitary $U = e^{-iH}$ up to $2^k$ times and outputs $x \in \{0, \frac{\pi}{2^k}, \frac{2\pi}{2^k}, \ldots, \frac{(2^k-1)\pi}{2^k}\}$ with probability

$$p(x) = \frac{1}{2^{2k}} \frac{\sin^2 2^k(\lambda - x)}{\sin^2 (\lambda - x)} \tag{1}$$

(equation (7.1.30) from [14]).

According to Theorem 7.1.5 in [14], if $\lambda \in [\frac{\pi}{2^k}, \frac{m+1}{2^k}]$, then the probability of outputting one of the two closest estimates ($\frac{\pi}{2^k}$ and $\frac{m+1}{2^k}$) is at least $\frac{\lambda}{2}$. We can increase this probability to at least $1 - \epsilon$ by repeating the eigenvalue estimation algorithm $O(\log \frac{1}{\epsilon})$ times and taking the majority of answers.

Amplitude amplification. Another tool that we repeatedly use is quantum amplitude amplification [7]. Quantum amplitude amplification takes an algorithm $\mathcal{A}$ that succeeds with a small probability $\epsilon$ and transforms it into an algorithm $\mathcal{A}'$ that succeeds a probability $2/3$ (or $1 - o(1)$).

Classically, increasing the success probability from $\epsilon$ to $2/3$ requires repeating $\mathcal{A}$ $\Theta(\frac{1}{\epsilon})$ times. Quantumly, amplitude amplification allows to do that with just $O(\frac{1}{\sqrt{\epsilon}})$ repetitions of
The algorithm $A$ whose success probability is being increased can be either a classical algorithm or a quantum algorithm.

## 3 Variable time amplitude amplification

Our first result is a generalization of the amplitude amplification. Consider a quantum algorithm $A$ which may stop at one of several times $t_1, \ldots, t_m$. (In the case of singularity-testing or systems of linear equations, these times correspond to $m$ runs of eigenvalue estimation with increasing precision and increasing number of steps.) To indicate the outcome, $A$ has an extra register $O$ with 3 possible values: 0, 1 and 2. 1 indicates the outcome that should be amplified. 0 indicates that the computation has stopped at this branch but did not result in the desired outcome 1. 2 indicates that the computation at this branch has not stopped yet.

Let $p_i$ be the probability of the algorithm stopping at time $t_i$ (with either the outcome 0 or outcome 1). The average stopping time of $A$ (the $l_2$ average) is

$$T_{av} = \sqrt{\sum_i p_i t_i^2}.$$  

$T_{max}$ denotes the maximum possible running time of the algorithm (which is equal to $t_m$).

Let $\alpha_{good}[1]|\psi_{good}\rangle + \alpha_{bad}[0]|\psi_{bad}\rangle$ be the algorithm’s output state after all branches of the computation have stopped. Our goal is to obtain $|\psi_{good}\rangle$ with a high probability. Let $p_{suc} = |\alpha_{good}|^2$ be the probability of obtaining this state via algorithm $A$.

Our main result is

\[ \begin{aligned} \textbf{Theorem 1.} \quad & \text{We can construct a quantum algorithm } A' \text{ invoking } A \text{ several times, for total time } \quad \\
& \quad O \left( T_{max} \sqrt{\log T_{max}} + \frac{T_{av}}{\sqrt{p_{suc}}} \log^{1.5} T_{max} \right) \quad \text{that produces a state } \alpha[1] \otimes |\psi_{good}\rangle + \beta[0] \otimes |\psi'\rangle \text{ with probability } |\alpha|^2 \geq 1/2 \text{ as the output.} \end{aligned} \]

\[ \begin{aligned} \text{Proof.} \quad & \text{The proof is given in the full version of the paper [3].} \quad \blacksquare \end{aligned} \]

By repeating $A' \text{ } O(\log \frac{1}{\epsilon})$ times, we can obtain $|\psi_{good}\rangle$ with a probability at least $1 - \epsilon$.

In contrast to our algorithm, the usual amplitude amplification [7] would run for time $O(\frac{T_{max}}{\sqrt{p_{suc}}})$. Our algorithm $A'$ provides an improvement whenever $T_{av}$ is substantially smaller than $T_{max}$.

Our algorithm $A'$ is optimal, up to the factor of $\log^c T_{max}$. If the algorithm $A$ has just one stopping time $T = T_{av} = T_{max}$, then amplitude amplification cannot be performed with fewer than $O(\frac{T_{max}}{\sqrt{p_{suc}}})$ steps. Thus, the term of $\frac{T_{av}}{\sqrt{p_{suc}}}$ is necessary.

If we would like to algorithm $A'$ to be exact (to produce an output state that is exactly $|\psi_{good}\rangle$, conditional on the first bit being $|1\rangle$), the term $T_{max}$ is also necessary because, in some branch of computation, $A$ can run for $T_{max}$ steps and $A'$ needs the part of $|\psi_{good}\rangle$ that comes from this branch. If $A'$ only has to produce an approximation of $|\psi_{good}\rangle$, a better result is possible.

---

2 The first bit of the output state indicates whether we have the desired state $|\psi_{good}\rangle$ or not. Since $|\alpha|^2 \geq 1/2$, we get $|\psi_{good}\rangle$ with probability at least 1/2.
Theorem 2. Let $\epsilon > 0$ be a constant. We can construct a quantum algorithm $A'$ invoking $A$ several times, for total time 

$$O\left(\frac{T_{av}}{\sqrt{p_{suc}}} \log^{1.5} \max\left(T_{av}, \frac{1}{p_{suc}}\right)\right)$$

that produces a state $\alpha |1\rangle \otimes |\psi_{good}'\rangle + \beta |0\rangle \otimes |\psi'\rangle$ with $|\alpha|^2 \geq 1/2$ and $\|\psi_{good} - \psi_{good}'\| \leq \epsilon$ as the output.

Theorem 2 is a straightforward consequence of Theorem 1. We observe that the probability of an algorithm $A$ running for more than $T_0 = \frac{T_{av}}{\sqrt{p_{suc}}} \delta_{p_{suc}}$ steps is at most $\delta_{p_{suc}}$. (Otherwise, we would have $T_{av}^2 > \delta_{p_{suc}} T_0^2 = T_{av}$.)

We set $\delta = (\epsilon/2)^2$ and $T_0 = \frac{T_{av}}{\sqrt{p_{suc}}}$ and take a quantum algorithm $A_1$ that runs $A$ but stops after $T_0$ steps. Then, the output state of $A_1$ is $|\psi_{good}'\rangle$ with $\|\psi_{good} - \psi_{good}'\| \leq \epsilon$ and $T_{max}$ for the new algorithm $A_1$ is equal to $T_0$. Theorem 2 now follows by applying Theorem 1 to $A_1$.

4 Quantum algorithms for linear algebra problems

4.1 Preliminaries

We will consider two problems: testing whether a matrix $A$ is singular and “solving” systems of linear equations $Ax = b$ in the sense of [13].

Similarly to [13], we assume that the matrix $A$ is Hermitian. This assumption is without a loss of generality. For singularity testing, if $A$ is not Hermitian, we can replace it by

$$A' = \begin{pmatrix} 0 & A \\ A^\dagger & 0 \end{pmatrix},$$

where $0$ denotes the all-zero matrix of the appropriate size. Then, $A'$ is singular if and only if $A$ is singular.

For systems of linear equations, we can replace $Ax = b$ by $A'y = b'$ where $b' = \begin{pmatrix} 0 \\ b \end{pmatrix}$. The solution of this system is

$$y = \begin{pmatrix} x \\ 0 \end{pmatrix}$$

which is essentially equivalent to $x$.

For both algorithms, the matrix $A$ can be given in one of the following forms:

1. A black box implementing $A$ (for Hermitian $A$) as a Hamiltonian;
2. A black box answering queries about the values of $A$, in one of the following two forms:
   a. (for dense matrices) given $i, j$, the black box returns $a_{ij}$;
   b. (for sparse matrices) given $i$, the black box returns a list of all values in the $i^{th}$ row (or $i^{th}$ column) that are non-zero.

3 Removing the part of $|\psi_{good}\rangle$ that corresponds to $A$ running for more than $T_0$ steps results in an unnormalized state $|\psi_{good}'\rangle$ with $\|\psi_{good} - \psi_{good}'\| \leq \epsilon/2$. Normalizing $|\psi_{good}'\rangle$ results in a normalized state $|\psi_{good}\rangle$ with $\|\psi_{good} - \psi_{good}'\| \leq \epsilon/2$ and $\|\psi_{good} - \psi_{good}'\| \leq \epsilon$. 
The second case reduces to the first one, because, given a black box that answers queries about values $a_{ij}$, we can build a black box implementing $A$, by using one of methods for simulating black-box Hamiltonians. In the sparse case, to simulate the Hamiltonian $A$ for time $T$, it is sufficient to use the query black box for $A O(T \log N)^{1+o(1)}$ times [5, 10]. In the dense case, the quantum-walk based methods by Childs [9] give an $O(C(A)T)$ query simulation of the Hamiltonian $A$ for time $T$, with a somewhat complicated dependence of $C(A)$ on the matrix $A$.

For the rest of this paper, we assume that $A$ is given via a Hamiltonian. We assume that the evolution of the Hamiltonian $A$ for time $T$ can be simulated in time $C(A) \min(T, 1)$, for some $C(A)$ (as in the simulation by [9]). (Using a simulation method that works in time $O(C(A)T^{1+o(1)})$ (as in [5, 10]) is also possible, with a corresponding increase in the running times of our algorithms.)

### 4.2 Singularity testing

We consider the problem of testing whether a matrix $A$ is singular. It is known that testing the singularity of an $n \times n$ matrix requires $\Omega(n^2)$ queries in the quantum query model [11].

However, better quantum algorithms may be possible for restricted cases of the singularity problem. A natural restriction is to consider the case when the matrix $A$ is either singular or far from being singular.

Namely, we consider the testing whether $A$ is singular with a promise that $\|A\| \leq 1$ and one of the following two is true:
- $A$ is singular;
- All singular values of $A$ are at least $\epsilon$.

We will refer to this problem as $\epsilon$-Singularity.

Let $\rho_1(A), \ldots, \rho_N(A)$ be the singular values of a matrix $A$. Let

$$s(A) = \sqrt{\sum_{i=1}^{N} \frac{1}{\min^2(\rho_i, \epsilon)}}.$$  

If $A$ is not Hermitian, we replace it by a Hermitian, as described in section 4.1. If $\rho_1(A), \ldots, \rho_N(A)$ are the singular values of a matrix $A$, then the eigenvalues of $A'$ are $\pm \rho_1(A), \ldots, \pm \rho_N(A)$.

**Theorem 3.** There is an algorithm $\mathcal{A}$ for $\epsilon$-singularity that runs in time $O(C(A)s(A) \log^{1.5} s(A) \log N)$ if $A$ is non-singular and time

$$O \left( \frac{C(A)s(A) \log^{1.5} s(A) \log N}{\sqrt{k}} \right)$$

if $A$ has $k > 0$ singular values that are equal to 0.

**Proof.** We apply variable time amplitude amplification to Algorithm 1.

To analyze this algorithm, we first observe that receiving the second part of a completely mixed state as an input is equivalent to receiving the $N$-dimensional completely mixed state $\rho_N$ as the input. The completely mixed state can be written as a mixture of eigenvectors $|v_i\rangle$ of $A$ with equal coefficients:

$$\rho_N = \sum_{i=1}^{N} \frac{1}{N} |v_i\rangle \langle v_i|.$$
If the input to eigenvalue estimation was \(|v_i\rangle\), the eigenvalue estimation loop would stop after \(O(\frac{\mu}{p_1} \log N)\) steps, with a high probability. Therefore, the \(l_2\)-average stopping time would be \(T_{av} = O(\frac{s(A) \log N}{\sqrt{k}})\).

Let \(A\) be the algorithm obtained by applying Theorem 2 to Algorithm 1. If \(A\) has \(k\) singular values that are equal to 0, then the success probability of Algorithm 1 is \(p_{succ} = \frac{k}{k + 0.5}\) and the running time of \(A\) is

\[
O \left( \frac{T_{av}}{\sqrt{p_{succ}}} \log^{1.5} \max(T_{av}, p_{succ}) \right) = O \left( \frac{s(A) \log^{1.5} s(A) \log N}{\sqrt{k}} \right).
\]

Conditional on the algorithm succeeding, the probability of the correct answer “singular” is \(\frac{k}{k + 0.5} \geq \frac{2}{3}\).

If \(A\) has no singular value equal to 0, then the success probability of Algorithm 1 is \(p_{succ} = \frac{1}{k} + O(\frac{1}{\sqrt{k}})\), with the \(O(\frac{1}{\sqrt{k}})\) term coming from the possibility that eigenvalue estimation may output an incorrect estimate with probability (at most \(\frac{1}{k^2}\)). The running time of \(A\) is

\[
O \left( \frac{T_{av}}{\sqrt{p_{succ}}} \log^{1.5} \max(T_{av}, p_{succ}) \right) = O \left( s(A) \log^{1.5} s(A) \log N \right).
\]

Conditional on the algorithm succeeding, the probability of the correct answer “non-singular” is \(\frac{1}{p_{succ}} = 1 - o(1)\). \(\square\)

### 4.3 Systems of linear equations

We consider solving a system of linear equations \(Ax = b\) where \(A = (a_{ij})_{i,j \in [N]}\), \(x = (x_i)_{i \in [N]}\), \(b = (b_i)_{i \in [N]}\). As before, we assume that \(A\) is Hermitian.

Let \(|v_i\rangle\) be the eigenvectors of \(A\) and \(\lambda_i\) be their eigenvalues. Similarly to [13], we assume that all \(\lambda_i\) satisfy \(\frac{1}{\kappa} \leq |\lambda_i| \leq 1\) for some known \(\kappa\). We can then transform the state \(|b\rangle = \sum_{i=1}^n b_i |i\rangle\) into \(|x\rangle = \sum_{i=1}^n x_i |i\rangle\) as follows:

1. If, in terms of eigenvectors \(|v_i\rangle\) of \(A\), we have \(|b\rangle = \sum_i c_i |v_i\rangle\), then \(|x\rangle = \sum_i \frac{c_i}{\lambda_i} |v_i\rangle\).
2. By eigenvalue estimation, we can create the state \(|\tilde{b}\rangle = \sum_i c_i |v_i\rangle |\tilde{\lambda}_i\rangle\) where \(\tilde{\lambda}_i\) are the estimates of the true eigenvalues.
3. We then create the state
\[ |b''\rangle = \sum_i c_i |v_i\rangle |\tilde{\lambda}_i\rangle \left( \frac{1}{\kappa \lambda_i} |1\rangle + \sqrt{1 - \frac{1}{\kappa^2 \lambda_i^2}} |0\rangle \right). \]

Conditional on the last bit being 1, the rest of state is \( \sum_i \frac{c_i}{\lambda_i} |v_i\rangle |\tilde{\lambda}_i\rangle \) which can be turned into an approximation of \( |x\rangle \) by running eigenvalue estimation in reverse and uncomputing \( \tilde{\lambda}_i \).

4. We then amplify the part of state which has the last qubit equal to 1 (using amplitude amplification) and obtain a good approximation of \( |x\rangle \) with a high probability.

\[ \text{Theorem 4.} \quad \text{[13]} \text{ Let } Ax = b \text{ be a system of linear equations. Then, we can generate } |\psi\rangle \text{ satisfying } \| |\psi\rangle - |x\rangle \| \leq \epsilon \text{ where } |x\rangle = \sum_{i=1}^n x_i |i\rangle \text{ in time } O\left( \frac{C(A) \kappa^2}{\epsilon^3} \log N \right). \]

The main term in the running time, \( \kappa^2 \) is generated as a product of two \( \kappa \)'s. First, for \( \| |\psi\rangle - |x\rangle \| \leq \epsilon \), it suffices that the estimates \( \tilde{\lambda}_i \) satisfy \( |\lambda_i - \tilde{\lambda}_i| = O(\epsilon \lambda_i) \). Since \( \lambda_i = \Omega(1/\kappa) \), this means \( |\lambda_i - \tilde{\lambda}_i| = O(\frac{\epsilon}{\lambda_i}) \). To estimate \( \lambda_i \) within error \( O(\frac{\epsilon}{\lambda_i}) \), we need to run \( H \) for time \( O(\frac{\epsilon}{\lambda_i}) \). Second, for amplitude amplification, we may need to repeat the algorithm generating \( |b''\rangle \) \( \Theta(\kappa) \) times - resulting in the total running time \( O(\kappa^2/\epsilon) \).

For eigenvalue estimation, the worst case is when all of most of \( \lambda_i \) are small (of order \( \Theta(1/\kappa) \)). Then, \( |\lambda_i - \tilde{\lambda}_i| = \Theta(\frac{\epsilon}{\lambda_i}) \) and eigenvalue estimation with the right precision indeed requires time \( \Theta(\frac{\epsilon}{\lambda_i}) \).

For amplitude amplification, the worst case is if most or all of \( \lambda_i \) are large (constant). Then, the coefficients \( \frac{1}{\kappa \lambda_i} \) can be of order \( \Theta(1/\kappa) \) and \( \Theta(\kappa) \) repetitions are required for amplitude amplification.

We now observe that the two \( \Theta(\kappa) \)'s appear in the opposite cases. One of them appears when \( \lambda_i \) is small \( (\lambda_i \approx \kappa) \) but the other appears when \( \lambda_i \) is large \( (\lambda_i \approx 1) \).

If all eigenvalues are of roughly similar magnitude \( (e.g., \lambda \in [a, 2a] \text{ for some } a) \), the running time becomes \( O(\kappa/\epsilon) \) because we can do eigenvalue estimation in time to error \( \epsilon a \) in \( O(1/\epsilon) \) and, for amplitude amplification, it suffices to repeat the generation of \( |b''\rangle \) \( O(\kappa a) \) times (since the amplitude of 1 in the last qubit of \( |b'\rangle \) is at least \( \frac{1}{\epsilon a} \) for every \( v_i \)). Thus, the running time is
\[ O\left( \frac{1}{\epsilon a} \right) \cdot O(\kappa a) = O\left( \frac{\kappa}{\epsilon} \right). \]

The problem is to achieve a similar running time in the general case (when the eigenvalues \( \lambda_i \) can range from \( \kappa \) to 1).

To do that, we run eigenvalue estimation several times. Each time, we double the precision and double the running time (as in Algorithm 1 for singularity testing). This gives a quantum algorithm in which different branches of computation stop at different times. By applying our variable-time amplitude amplification to this quantum algorithm, we get

\[ \text{Theorem 5.} \quad \text{Let } Ax = b \text{ be a system of linear equations. Then, we can generate } |\psi\rangle \text{ satisfying } \| |\psi\rangle - |x\rangle \| \leq \epsilon \text{ in time } \]
\[ O\left( \frac{C(A) \kappa^2}{\epsilon^3} \log^2 \frac{2}{\epsilon} \log^2 \frac{1}{\epsilon} \right). \]

For more details, we refer the reader to the full version of the paper [3].
4.4 Algorithm of Theorem 5

In this subsection, we describe the algorithm of Theorem 5. For its analysis, we refer the reader to the full version of this paper [3].

For our algorithm, we need a version of eigenvalue estimation that is guaranteed to output exactly the same estimate with a high probability. This can be achieved by running the standard eigenvalue estimation (described in section 2) $k_{uniq}$ times and takes the most frequent answer $x_{maj}$.

Lemma 1. For $k_{uniq} = O\left(\frac{1}{\epsilon^2 \log \frac{1}{\epsilon}}\right)$, we have
1. If $|\lambda - x| \leq \frac{1 - \epsilon}{2n + 1}$, then $Pr[x_{maj} = x] \geq 1 - \epsilon$.
2. If $\lambda \in \left[x + \frac{1 - \epsilon}{2n + 1}, x + \frac{1 + \epsilon}{2n + 1}\right]$, then $Pr[x_{maj} \in \{x, x+1\}] \geq 1 - \epsilon$.

Proof. Omitted.

We refer to this algorithm as $\text{UniqueEst}(H, 2^n, \epsilon)$. When we use $\text{UniqueEst}$ as a subroutine in algorithm 3, we need the answer to be unique (as in the first case) and not one of two high-probability answers (as in the second case). To deal with that, we will replace $H$ with $H + \frac{\delta}{2n} I$ for a randomly chosen $\delta \in [0,1]$. The eigenvalue becomes $\lambda' = \lambda + \frac{\delta}{2n}$ and, with probability $1 - \epsilon$,

$$\lambda' \in \left[x - \frac{1 - \epsilon}{2n}, x + \frac{1 + \epsilon}{2n}\right]$$

for some integer $x$. This allows to achieve the first case for all eigenvalues, except a small random fraction of them.

We now show that Theorem 1 implies our main result, Theorem 5. We start by describing a variable running time Algorithm 2. This algorithm uses the following registers:

- The input register $I$ which holds the input state $|x\rangle$ (and is also used for the output state);
- The outcome register $O$, with basis states $|0\rangle, |1\rangle$ and $|2\rangle$ (as described in the setup for variable-time amplitude amplification);
- The step register $S$, with basis states $|1\rangle, |2\rangle, \ldots, |2m\rangle$ (to prevent interference between various branches of computation);
- The estimation register $E$, which is used for eigenvalue estimation (which is a subroutine for our algorithm).

$H_I$, $H_O$, $H_S$ and $H_E$ denote the Hilbert spaces of the respective registers.

From now on, we refer to $\epsilon$ appearing in Theorem 5 as $\epsilon_{final}$. $\epsilon$ without a subscript is an error parameter for subroutines of algorithm 2 (which we will choose at the end of the proof so that the overall error in the output state is at most $\epsilon_{final}$).

Our main algorithm is Algorithm 3 which consists of applying variable-time amplitude amplification to Algorithm 2.

We claim that, conditional on the output register being $|1\rangle_O$, the output state of Algorithm 2 is close to

$$|\psi_{ideal}\rangle = \sum_i \alpha_i |v_i\rangle_I \otimes \left(\frac{1}{\kappa A_i} |1\rangle_O \otimes |2j_i\rangle_S\right).$$

(5)

Variable-time amplitude amplification then generates a state that is close to $|\psi_{ideal}\rangle$. Fourier transform in the last step of algorithm 3 then effectively erases the $S$ register. Conditional
**Input:** parameters $x_1, \ldots, x_m \in [0,1]$, Hamiltonian $H$.
1. Initialize $O$ to $|2\rangle$, $S$ to $|1\rangle$ and $E$ to $|0\rangle$. Set $j = 1$.
2. Let $m = \lceil \log_2 \frac{1}{\epsilon} \rceil$.
3. Repeat until $j > m$:
   **Stage $j$:**
   a. Let $H' = H + \frac{x_j \pi}{2^j} I$. Using the registers $I$ and $S$, run UniqueEst($H'$, $2^j$, $\epsilon$). Let $\lambda'$ be the estimate output by UniqueEst and let $\lambda = \lambda' - \frac{x_j \pi}{2^j}$.
   b. If $\epsilon \lambda > \frac{1}{2^j} + 1$, perform the transformation
      $$|2\rangle_o \otimes |1\rangle_s \rightarrow \frac{1}{\kappa \lambda} |1\rangle_o \otimes |2\rangle_j$$
      $$|0\rangle_o \otimes |2^j + 1\rangle_s$$
   c. Run UniqueEst in reverse, to erase the intermediate information.
   d. Check if the register $E$ is in the correct initial state $|0\rangle_E$. If not, apply $|2\rangle_o \otimes |1\rangle_s \rightarrow |0\rangle_o \otimes |2^j + 1\rangle_s$ on the outcome register $O$.
   e. If the outcome register $O$ is in the state $|2\rangle$, increase $j$ by 1 and go to step 2.

**Algorithm 2** State generation algorithm

**Input:** Hamiltonian $H$.
1. Generate uniformly random $x_1, \ldots, x_m \in [0,1]$.
2. Apply variable-time amplitude amplification to Algorithm 2, with $H$ and $x_1, \ldots, x_m$ as the input.
3. Apply a transformation mapping $|2^j\rangle_s \rightarrow |j\rangle_s$ to the $S$ register. After that, apply Fourier transform $F_m$ to the $S$ register and measure. If the result is 0, output the state in the $I$ register. Otherwise, stop without outputting a quantum state.

**Algorithm 3** Main algorithm

on $S$ being in $|0\rangle_s$ after the Fourier transform, the algorithm’s output state is close to our desired output state $|x\rangle_{||x||}$, where

$$|x\rangle = \sum_i \alpha_i |v_i\rangle_I.$$  

Finally, performing Fourier transform and measuring produces $|0\rangle_S$ with probability $1/m$. Because of that, the success probability of algorithm 3 needs to be amplified. This adds a factor of $O(\sqrt{m})$ to the running time, if we would like to obtain the result state with probability $\Omega(1)$ and a factor of $O(\sqrt{m} \log \frac{1}{\epsilon})$ if we would like to obtain it with probability at least $1 - \epsilon$.

## 4.5 Examples of systems of linear equations

The Harrow-Hassidim-Lloyd algorithm achieves the biggest speedup when the condition number $\kappa$ is small. If $\kappa$ is polylogarithmic in $N$, then $O(\kappa^2 \log^c N) = O(\log^c N)$. The Harrow-Hassidim-Lloyd algorithm then achieves an exponential speedup compared to the classical algorithms which run in time that is polynomial in $N$.

In this case, the additional advantage provided by our algorithm is small. However, systems of linear equations for which $\kappa = O(\log^c N)$ are quite rare. (We have looked at possible applications of the HHL algorithms and it was difficult to find natural examples of
systems where \( \kappa = O(\log^c N) \). We illustrate this with several natural examples of systems of linear equations.

**Example 1:** Assume that we have a system of equations \( Ax = b \) in which \( A \) and \( b \) are random (for example, each entry is an i.i.d random variable which takes values \(+1\) and \(-1\) with probability 1/2 each).

With a high probability, the biggest singular value of \( A \) is of the order \( \Theta(\sqrt{N}) \) and the smallest singular value of \( A \) is of the order \( \Theta(1/\sqrt{N}) \) [16]. Hence, \( \kappa = \Theta(N) \).

Thus, the running time of the HHL algorithm would be

\[
O(\kappa^2 C(A) \log^{c^2} N) = O(N^2 C(A) \log^{c^2} N).
\]

(For arbitrary \( A \), with query access to \( A \), \( C(A) = O(N) \) [9]. This would give the overall running time of \( O(N^3 \log^c N) \) - worse than classical algorithms for solving systems of linear equations.)

Theorem 5 provides an improvement of the running time to

\[
O(\kappa \log^3 \sqrt{N} C(A) \log^{c} N) = O(NC(A) \log^{c} N).
\]

**Example 2:** Consider a \( d \)-dimensional grid of size \( \sqrt{N} \times \sqrt{N} \times \ldots \times \sqrt{N} \), consisting of locations \( (a_1, \ldots, a_d) \), \( a_i \in \{1, 2, \ldots, \sqrt{N} \} \). Let \( L \) be the Laplacian of this grid, defined by

\[
L_{i,j} = \begin{cases} 
2d & \text{if } (a_1, \ldots, a_d) = (b_1, \ldots, b_d) \\
-1 & \text{if } a_i = b_i \pm 1 \text{ for one } i \text{ and } a_i = b_i \text{ for all other } i \\
0 & \text{otherwise}
\end{cases}
\]

Consider a system of linear equations of the form \( Lx = b \).

We can express \( L = L_1 + L_2 + \ldots + L_d \) where

\[
(L_i)_{i,j} = \begin{cases} 
2 & \text{if } (a_1, \ldots, a_d) = (b_1, \ldots, b_d) \\
-1 & \text{if } a_i = b_i \pm 1 \text{ and } a_j = b_j \text{ for all } j \neq i \\
0 & \text{otherwise}
\end{cases}
\]

For simplicity, we assume that the grid has periodic boundary conditions (i.e., location \( \sqrt{N} + 1 \) equals location 1). Then, the eigenvalues of \( L_i \) are \( \lambda_j = 2 - 2 \cos \frac{\pi j}{\sqrt{N}} \), for \( j = 0, 1, \ldots, \sqrt{N} - 1 \). Since \( \cos x \approx 1 - \frac{x^2}{2} \) for small \( x \), the smallest non-zero eigenvalue is

\[
2 - 2 \cos \frac{\pi}{\sqrt{N}} \approx 2 \left( \frac{\pi}{\sqrt{N}} \right)^2 = \Theta \left( \frac{1}{N^{2/d}} \right).
\]

The largest eigenvalue is upper bounded by 4.

The eigenvalues of \( L \) are of the form \( \lambda_j_1 + \lambda_j_2 + \ldots + \lambda_j_d \) where \( \lambda_j_i \) are the eigenvalues of \( L_i \). Hence, the smallest non-zero eigenvalue is \( \Theta(N^{1/d}) \) while the largest eigenvalue is \( \Theta(d) \).

The condition number is \( O(d N^{2/d}) \).

For \( d = \log N \), the condition number would be of the order \( O(\log N) \) and both HHL and our algorithm would run in polylogarithmic time. However, a more interesting case would be \( d = 2 \) or \( d = 3 \), since this would correspond to a discretization of actual physical processes in 2 or 3 dimensions. Then, \( \kappa = O(N) \) (for \( d = 2 \)) or \( \kappa = O(N^{2/3}) \) (for \( d = 3 \)).

In this case, the HHL algorithm would run in time \( \tilde{O}(N^2) \) or \( \tilde{O}(N^{4/3}) \). Our algorithm would improve this to \( \tilde{O}(N) \) or \( \tilde{O}(N^{2/3}) \). (Since the Laplacian \( L \) is sparse, the overhead due to simulating Hamiltonian \( L \) is small.)
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