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Abstract. A high gain observer is proposed for a class of multi-output nonlinear
systems with unknown inputs in order to simultaneously estimate the whole state
as well as the unknown inputs. The gain of this observer does not require the
resolution of any dynamical system and is explicitly given. Moreover, its tuning
is reduced to the choice of two real numbers. The performances of the proposed

observer are demonstrated in simulation through an illustrative example.
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1 Introduction

Over the last twenty years, many researches have focused on the observer design for
linear systems with unknown inputs [9, 10, 8, 5, 2]. In most cases, the objective was to
estimate the non measured state variables and the proposed observers do not provide
any information on the unknown inputs. In [1], the authors proposed a LMI based ob-
server in order to jointly estimate the missing states and the unknown inputs. However,
strong conditions are assumed to ensure the convergence of the inputs estimates. In a
relatively recent work [14], the authors proposed reduced order observers to simultane-
ously estimate state and the unknown inputs when the latter vary slowly. Other results
on unknown observers synthesis for some particular classes of nonlinear systems can
be found in [13, 4, 6, 11, 3].

In this paper, one considers a class of uniformly observable MIMO systems involving

nonlinear inputs that intervene in a nonlinear manner. Then, one proposes a full order



high gain observer for the simultaneous estimation of the non measured states and the
unknown inputs. The proposed approach does not necessitate the output differentiation
and it only assumes that the dynamics of these inputs are bounded without making any
hypothesis on how these inputs vary.

This paper is organized as follows. In the next section, the class of nonlinear systems
which is the basis of the observer design is introduced. Section 3 is devoted to the ob-
server synthesis. Section 4 is devoted to a simulation example in order to highlight the

performance of the proposed observer.

2 Problem formulation

Consider MIMO systems of the form:

#(t) = f(u(t), v(t),z(t)) 0
y=Cx=2z!
SCl fl(u,v,xl,xQ)
withz = | | f(u,v,2) = : ;
74
fq(U, v, x)
é: [Inlaoanngaoan’IZg)"')O’an’nq] (2)
where the state z € R® withz* ¢ R™, k=1,...,gandp=mnq > ng > ... > Ng,

q

Z ng = n; the input w = (u,v) € W the set of bounded absolutely continuous func-
k=1

tions with bounded derivatives from IR" into T/ a compact subset of IR®; the output

y € R? and f(u,v,r) € R"™ with f*(u,2) € R™. One shall suppose that the
subvector v € U C R*™™ of the input w is known while the remaining subvector
v € V. C R™ is unknown. The objective then consists in synthesizing an observer to
simultaneously estimate the vector of unknown inputs v(¢) and the non measured states
without assuming any model for the unknown inputs. The synthesis of such observer
necessitates the adoption of some hypothesis which will be stated in due courses. At

this step, one assumes the following:

(H1) The state x(t), the control u(t) and the unknown inputs v are bounded, i.e. z(t) €
X,u(t) e Uandv € V where X C R",U C R*" ™ and V' € R™ are compacts sets.



(H2) There exist g, B > O such that forall k € {1,...,q — 1}, Vo € R", VY(u,v) €

k T k
UxV, a?J < ( of (u,v,x)) of (u,v,2) < ﬂjzclnkﬂ

Ml =\ Hrk+l Oxk+1

One also assumes that for 1 < k < ¢ — 1, for all (u,v) € U x V, the map zFtl

k+1)

Eu,v,2t, .. 2k from IR™*+! into IR™* is one to one.

1

1
(H3) The output 2! can be partitioned as follows: x! = <x1> with 1 € R™,
T2

23 € RP~™ and m < mj < p. Such a partition induces the following one

1 2): <f11(u,’0,$1,$2)

1UU$ X
flw oz, Fh 0,2, a?)

(1) There exist a,, 3, > 0 such that

) that has to satisfy the following two conditions:

" 2 (O ) A e ) <
Ve e R",V(u,v) € UxV ail, < 8—(u,v,x,x) 8—(u,v,x,x)§ﬂvlm
v v

One also assumes that for all (u, x!, 22) € U x R™ "2 the map v — f{(u,v,x!,x?)

from R™ into R is one to one.

8—f11(u v,z %) 8—11 1
(ii) Rank g‘jﬁ Iy =ns+m
8—22(U,U,$1,$2) 8—2(’&,’0,351,332)
4 v
for all (z!,2?) € R™*™ V(u,v) €U xV

(H4) The time derivative of the unknown input v(t) is a completely unknown function,

e(t), which is uniformly bounded that is sup ||e(t)|| < . where . > 0 is a real num-
>0

ber.

For clarity purposes, one introduces the following notations:

C:diag(Cl,CQ)f‘(u i) = (%EZZ;) : f’l(u,ﬁs) _ <f1(u,’0(,)$ X )>’



1 (3
y=Czx = 1
3

“

1 1
Ty 21
v z%
1 1
Z3 Z3 b =al
22 — 22 with 1 9
Ry = fl(u,v,x y L )
x4 x4

According to Assumption (i) of (H3) and using the implicit function Theorem, the un-
known input v can be considered as a function of (u, 2!, 2?). Taking the derivative with

respect to 22 of each side of the second equation of (2) gives:

1 1
0= %(u,v,xl,xz) + %(U,U,xl,xz)—v(%xl’xz)

Oz ov 0z?

This means that



To summarize, the nonlinear system which will be considered with view to observer
synthesis can be written under the following form:

Notice that subsystem (5) can be written in the following condensed form:

1 (N

b= A2t + pl(u,a, 2 2% 23) 4 g,(1)
ylzClz =21

1
2

0 0
Yu,a, 24,22, 2%) = e R*™ g(t) = e R*™
! : (ao;(u,u,zl,x%x?’)) €=

with

1 01,,
with z! = (Zl ) , A = (0 01 is the 2m, x 2m; anti-shift matrix and
z

1

oy(u, i, 24 2%, %) = e 1(u v, xt, 2 fH(u, v, 2t 2?)
Jri(u v, ot 2?) 2 (u, v, 2t 2% 23) + i(u v, 2?)a(t)
Oz? ou
eo(t) = 8f1 =L (u,v, 2", 2?)e(t) )
ov

Now, one shall introduce a coordinate transformation which shall put subsystem (6)
under an appropriate form for the observer synthesis. Before the presentation of such

transformation one shall point out some properties satisfied by this subsystem.

According to Hypothesis (H2), one has

-k k

ot of
Ranka (v, @) = Ranka 1 (ws v, @)

=npy fork=2,...,¢—1 )

4 =1
. ofi dfi
Z% = 8_3311(’“’1)53515352).]01(“5’05391 332) 8—3312(u,v,x1,x2)f2(u,v,xl,xz,x?%)

off oft

L v i) + O (0,0 22)e(t)

Ju ov
yi =z
x% f2 u,v(u,xl,xz),xl,xz)
%2 Pu,v(u,zt, 2?), 21, 22, 23)

(6)

z? :fq(u,v(u,xl,xz),xl,,,,,xq)
Y2 = 13



Let us show that

Rankg—zé(u,v,x) =ny (10)
Indeed, on one hand, one has
g—zé(u,v,x) = g—g(u,v,xl,xz) + %—Jf(u,v,xl,xz)a—;(u,xl,xz)
= g—g(u,v,xl,xz)

—%—Jf(u,v,xl,xz) (%—J;ll(u,v,xl,xz))Jr g—g(u,v,xl,xz)(ll)

On the other hand, consider the following full rank matrix,

L, 0

Plu,z) = —%—J;zl(u,v,xl,xz) (%—J;ll(u,v,xl,xz))Jr Iy, (12)

Since rank(P(u,z)) = p for all (u,x) € U x X and p > ny + m (according to (ii) of
(H3)), one has:

1 1
O O LETRN
ng +m = Rank | P(u,z) - Qz? I
%(u v,z %) %(u v,z %)
81:2 I I I 8’0 I I I
1 1
O O LITRND
= Rank 8 8351 8'()
2
@(U,’U,ZE) 0
= Rank %( ) | + Rank —1( toa?)
ank { 55 (u,v,2 a 5y (W02, T
1
= Rank (%(u,v,x)) +m
This leads to (10).

Now, since properties (9) and (10) are satisfied by subsystem (6), one can consider the
transformation introduced in [7, 4] which puts (6) under a canonical form that charac-

terized a subclass of uniformly observable systems.

Before giving this transformation and for clarity purposes, one introduces the following

notation:

fl(u,xl,x2):le(u,v(u,xl,xz),xl,x2) (13)



Now, consider the following injective map
432 . ]Rner N ]R2m1+q(p7m1)

2 2
2 2
.l 2
2|7 22
x4 zg
with
22 =z}
4= (2l 2?)
71 k—2 i
i = %(u,xl,ﬁ)i 1 %(u,v,xl, e § Al (TR R Ll (14)
fork=3,...,q

One can show (see [7, 4] for more details) that the transformation @5 puts subsystem
(6) under the following form:

22 = A2z + % (u,u, 24, 22
2% 902( ) (15)
Y2 = CQZ = Zz1
27
0 Lyp—
withz2 = | @ [, Ay = (0 Q(p0m1)> is the ¢(p—m1 ) X ¢(p—m ) anti-shift matrix,
%
Cy = [I4(p—my) 0] is (p — m1) x q(p — m1) rectangular matrix and ©*(u,, z*, 2%) is
CP%(U’ ’(:L’ Zl, Z]?)
03 (u,u, 2", 27, 23)
triangular with respect to 22, i.e. ©?(u, u, 21, 2?) =
wg,l(u, ’(:L, Zla Z%a te ngl)
903('&, ’(:L’ Zl, Z2)
3 Observer synthesis
Consider again the overall system constituted by system (7) and (15), i.e.
2t=Agzt + ol (w0, 2Y) + (1)
Y1 = Clzl = Z%
732 :A222+90§(u,’(:t,21,22) (16)
Y2 = CQZ = Z1



which can also be written in the more following condensed form:
z2=Az+ p(u,u,z) +&(t) (17)

where

In the case where £ = 0, system (16) is under a form introduced in [12] that character-
ized a large class of uniformly observable systems. As a result, one can use the observer
proposed in [12] in order to estimate 2! and z2. However, due to the presence of ¢, one
can show that the estimation error does not converge to zero but can be made as small

as desired. The equation of the observer specialize as follows:

Bl = Azt + oM (w0, 2Y) — ATHO) K (C12! — i) (18)
22 = Ap8? + @2 (u, 1, 21, 5%) — A7H(0) Ko (Co2? — o)
where
&
21 2
-s= T eRM™ gzl eR™ 2= | T | e RIPT™ 2 e RPT™
Z5 :
4
— 2F = 2F (output injection) for k = 1,2.
Cql(p—my)
_K1<I 1>,K2 : ' Wlthcgzﬁlk)‘,k:l,,q
ma .
Cilp—ma)
. 1 1 1 1 1
- Aq(0) = dzag(oqillml, FEICESY I, )and Ay (0) = dzag(alp,ml, g2 %Ip,ml)
where 6 > 0 is the observer design parameter.
Observer (18) can be written in the following more condensed form:
F=As+o(u,u,2) — ATHO)K(Cz —y) (19)

z = 2 s o(u,u, 2) = o' (u, i, 2)
(22>’90( G, 2) <<p2(u,1l,£)>

A =diag(Ai, A2); K = diag(K1, K2); C = diag(Ch,Cs); A(0) = diag(A1(0), Aax(6));



Since, the injective map @5 o @1 brought system (4) under form form (17), observer

(19) can be written in the original coordinates as follows:

S

3 2 8452 8451 * —1 A
(t) = f(u(t),z(t) — | =—(u,v,2).—(u,v,x) | A (O)K(Cz—1y) (20)
ox ox
However, according to the particular structure of the jacobian transformation, % (u,v, ). % (u,v, ),
one shall exhibit in the sequel another observer which does not need to compute the in-
verse of the overall jacobian transformation but only the inverse of the diagonal of this
jacobian. Indeed, let us consider the following two bloc diagonal matrices:

1
Ay = diag (Imu %(u;v;xl;xz))
o
- afl afl 8f2 afl q—1 afk
Ay = diag (Ipml, @(u,x), @(u,x)@(u,v,x), ey @(u,x) H W(u,v,x)

A= diag(/ll, A2)

One has :
022 (uy0,). 222 (uy0,) = Ay v,2) + (22 (1, v,2). 2 1, v,2) — Ay ,)
ox ox ox ox
4 Alu,v, ) + I'(u, v, x) 21
with I'(u, v, x) = %(u,v,x).@(u,v,x) — Au,v,z) ).
ox ox

One can show that the matrix I is lower triangular matrix with a main diagonal equal
to zero. As a result, one can use the following observer in the original coordinates [4]:

F(t) = Flu(t), 5(8) — (A(u,v,2))" A O)K(CE —y) (22)

Observer (22) can be written in the following developed form:

T4(t) = f(u(t), 0(t), 2 (1), 22) — 2097 (3] — o) %)
b 020V EL (u, 0, 21, 32) (21 — )

CION A (A )

GSON I Rt )

xq(t) fq(uﬂvﬂxlﬂx2ﬂ ’xq)

—Ao(u, b, 2, 22, .. 2 AT (0) Ko (Cadh — 1)
(24)



4 Example

Consider the following dynamical system:

i1 = wox3 + v + v — tanh(xy) — 23

To = —X3 + LoV — T2

by = 24— T3+ s (25)
T4 = —005(354) + vsin(v)

y =1 zo]”

where @ = [z; x5 3 74]7 € R* with 2; € R, v(t) is the unknown input. To simplify,
no known input has been considered. For simulation purposes, the following expression

(unknown by the observer) has been used for the unknown input:
v(t) = cos(t) (26)

It is easy to see that system (25) is under form (1) with:

1

x =21 xQ]T 2

pa? = 1y 27 = ay;

Concerning the partition of z' needed in hypothesis (H4), one can consider the follow-
ing one (the only possible partition in this example): 1 = z1 and 23 = x5. Now, one
can easily check hypotheses (H1) to (H4) and an observer under form (23-24) can be

used in order to achieve the required estimations.

4.1 simulation Results

An observer of the form (23-24) has been used in order to estimate x3, x4 and v. This
observer has been simulated using data issued from simulation. In figure 1, the true
time evolutions of x3, x4 and v (issued from model simulation) are compared with their
respective estimates provided by the observer. Notice that corresponding curves are
almost superimposed. The employed values of 6 is equal to 20. The initial conditions
for the model and the observer are: x1(0) = #1(0 ) —1; 22(0) = #2(0) = 25
23(0) = =1 24(0) = — 1 23(0) = 24(0) = 9(0) =

The obtained results clearly show the good agreement between the estimated and sim-
ulated variables. Recall that the expression of the unknown input (equation (26)) intro-

duced for simulation purposes is ignored by the observer.
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Fig. 1. Estimation of x3, x4 and v



Conclusion: A class of nonlinear systems which is nonlinearly parameterized with

respect to unknown inputs has been considered with view to observer design. Under

appropriate sufficient conditions that ensure the observability of all the state as well as

that of the unknown inputs, a high gain observer was synthesized in order to simulta-

neously estimate the whole state and the the unknown inputs. Simulation results was

given in order to highlighted the the theory.
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