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Abstract

We propose a large time step and asymptotic preserving scheme for the gas dynamics equations with
external forces and friction terms. By asymptotic preserving, we mean that the numerical scheme is able to
reproduce at the discrete level the parabolic-type asymptotic behaviour satisfied by the continuous equations.
By large time-step, we mean that the scheme is stable under a CFL stability condition driven by the (slow)
material waves, and not by the (fast) acoustic waves as it is customary in Godunov-type schemes. Numerical
evidences are proposed and show a gain of several orders of magnitude in both accuracy and efficiency.

1 Introduction

We are interested in the simulation of subsonic compressible flows in a specific regime where the (main) driving
phenomena are stiff source terms and material transport. More precisely, we consider the system of gas dynamics
with external body forces and friction. Such flow configuration may be encountered in several industrial processes
like the flows involved within the core of a nuclear power plant.

We propose here a method that fulfils our task by addressing three issues. First we require our method to
enable the use of large time steps in order to avoid classic Courant-Friedrichs-Lewy (CFL) restriction based on
the (fast) acoustic waves of the model. Second, we want our method to accurately approximate (slow) waves
that account for material transport. Third, the discretization of the stiff source terms with large time steps
may severely affect the accuracy of the method. We propose to overcome this difficulty by imposing an even
stronger property on our numerical scheme. Indeed, when one considers the asymptotic regime obtained for
both long time and large friction coefficients, the solution of the system is formally expected to behave like the
solution of a typical parabolic system. We aim at deriving a scheme that preserves this property for the discrete
approximate of the solution. Such property is referred to as an asymptotic preserving (AP) property. Since
its introduction in the pioneer work of [23, 25], the notion of AP numerical schemes has been investigated and
implemented in the past years in a wide range of context stemming from hydrodynamics with radiative transfer
[22, 8, 7, 2, 4], multiscale kinetics [24], diffusive limit of the transport equation [26, 29] to problems similar to
our model [6, 4, 11]. Without being exhaustive, we also refer the reader to [9, 16, 3, 1, 26].

Classic means to fulfil our first requirement for avoiding CFL based on the acoustic waves, consists in deriving
an implicit in time discretization. Unfortunately this usually induces more numerical diffusion, including for
the approximation of the material waves. In order to meet both first and second need, we propose a mixed
implicit-explicit strategy: the terms responsible for the acoustic waves receive a time implicit treatment while
the ones responsible for the transport waves are treated by an explicit update. This task is achieved by means
of a Lagrange-Projection [19] algorithm as in [14]. This approach provides a natural decoupling of the acoustic
waves and the material waves. An approximation based on a relaxation strategy [31, 27, 15, 13, 12, 5] provides
a simple mean to circumvent the nonlinearities involved with the equation of state of the fluid.
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‡DEN/DANS/DM2S/STMF/LMEC – CEA Saclay, bât. 454 PC 47, 91191 Gif sur Yvette Cedex, France.

Email: mathieu.girardin@cea.fr .
§DEN/DANS/DM2S/STMF/LMEC – CEA Saclay, bât. 454 PC 47, 91191 Gif sur Yvette Cedex, France.

Email: samuel.kokh@cea.fr .

1

christophe_chalons@ljll.univ-paris-diderot.fr
mathieu.girardin@cea.fr
samuel.kokh@cea.fr


The effects of both gravity and friction source terms are then incorporated into the solver thanks to the
concept of simple approximate Riemann solver and consistency with the integral form introduced by Gallice [17,
18]. This powerful method allows to account for both source terms and convective fluxes at the same time.
It has been applied in [11] for deriving an explicit scheme for the same flow model. We shall show that this
approach can be followed within a mixed implicit-explicit framework for designing an AP scheme.

The outline of the paper is as follows. In the next section, we give the model under consideration and
its parabolic-type asymptotic limit. In section 3, we first briefly recall the Lagrange-Projection decomposition
and the pressure relaxation strategy. We then recall the concepts of simple approximate Riemann solver and
consistency in the integral sense in section 4. The last part of this section gives the explicit in time numerical
scheme and section 5 focuses on the Lagrangian system. At last, the implicit in time scheme for the Lagrangian
system is given in section 6 and the overall mixed implicit-explicit scheme is described in section 7. Finally,
section 8 gives the main properties of the mixed implicit-explicit scheme and the last section provides some
numerical illustrations.

2 Governing equations and asymptotic behaviour

The gas dynamics equations with gravity and friction terms in Eulerian coordinates are given by ∂tρ+ ∂x(ρu) = 0,
∂t(ρu) + ∂x(ρu2 + p) = ρ(g − αu),
∂t(ρE) + ∂x((ρE + p)u) = ρu(g − αu),

(1)

where ρ, u and E denote the density, the velocity and the total energy of the fluid, g the gravitational acceleration
and α the friction parameter. The pressure law p = p(ρ, e) is assumed to be a given function of the density

ρ and the internal energy e defined by e = E − u2

2 , satisfying the usual Weyl assumptions [32]. Under these
assumptions and when the source terms are omitted, (1) is shown to be strictly hyperbolic over the phase space
Ω given by

Ω = {(ρ, ρu, ρE)T ∈ R3, ρ > 0, e > 0},
with eigenvalues given by

λ1 = u− c < λ2 = u < λ3 = u+ c,

where c = [(∂p/∂ρ)ε+(p/ρ2)(∂p/∂ε)ρ]
1/2 is the sound speed. Moreover, the characteristic fields associated with

λ1 and λ3 are genuinely non linear while the characteristic field associated with λ2 is linearly degenerate. Let
us also recall that λ1 and λ3 give rise to the so-called acoustic waves, while λ2 is associated to the transport
phenomenon. We refer for instance the reader to [19] for more details.

Let s = s(ρ, e) be the strictly convex mathematical specific entropy which satisfies

− Tds = de+ pd

(
1

ρ

)
, (2)

where T > 0 is the temperature. We obtain for a smooth solution of (1) the following equation

∂t(ρs) + ∂x(ρsu) = 0.

We are particularly interested in studying the long time behavior of (1) when the friction parameter goes to
infinity. Let ε be a small positive parameter. We model this flow regime by replacing α with α/ε with a slight
abuse of notation and by performing the change of variable t′ = εt in the system (1). We obtain the system

ε∂t′ρ+ ∂x(ρu) = 0,

ε∂t′(ρu) + ∂x(ρu2 + p) = ρ
(
g − α

ε
u
)
,

ε∂t′(ρE) + ∂x((ρE + p)u) = ρu
(
g − α

ε
u
)
.

(3)

Let us assume that the velocity u admits an asymptotic expansion in powers of ε of the following form

u = u0 + εu1 +O(ε2).
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Multiplying the second equation by ε and letting ε go to 0 first gives u0 = 0. Then inserting u = εu1 +O(ε2)
in the first equation, dividing by ε and letting ε go to 0 gives

∂t′ρ+ ∂xρu
1 = 0.

If we now insert u = εu1 +O(ε2) in the second equation and let ε go to 0, we get

∂xp = ρg − ραu1.

At last, inserting u = εu1 +O(ε2) in the third equation, dividing by ε and letting ε go to 0 gives

∂t′(ρe) + ∂x(ρeu1 + pu1) = ρu1(g − αu1).

The long time behaviour of the solutions of (1) for large friction coefficients is then given by the following system
of partial differential equations  ∂t′ρ+ ∂x(ρu1) = 0,

∂xp = ρ(g − αu1),
∂t′(ρe) + ∂x((ρe+ p)u1) = ρu1(g − αu1),

(4)

where we note that in comparison to (1) the flow speed u has been replaced by its first order corrector u1 in both
the mass flux of the first equation and the friction term of the second equation. This observation will play a
crucial role in the forthcoming developments. In addition, we note that this model has to be understood as the
diffusive or parabolic limit of the hyperbolic model (1) since the second derivative of the pressure p naturally
appears in the first equation of the limit system using its second equation :

∂t′ρ+ ∂x

(
ρg − ∂xp

α

)
= 0.

From a numerical point of view and as already said in the previous section, one of our objectives is to
preserve this asymptotic behaviour at the discrete level. In other words, we aim at proposing a consistent
numerical scheme for (1) leading to a consistent numerical scheme for (4) when ε goes to zero and up to the
expected changes of variables. Before proceeding and to conclude this section, let us formally rephrase this
property in terms of limits with respect to the small parameter ε and to the time and space steps ∆t, ∆x used
in the numerical approximation. Let us denote M ε the initial model (1), M0 the limit model (4), Sε∆t,∆x a

consistent numerical scheme for (1) and S0
∆t,∆x its asymptotic limit. Recall that consistency of Sε∆t,∆x means

that
lim

∆t,∆x→0
Sε∆t,∆x = M ε,

for all ε > 0. By definition and with a little abuse in the notations, Sε∆t,∆x is said to be asymptotic preserving

if S0
∆t,∆x is consistent with M0, that is

lim
∆t,∆x→0

S0
∆t,∆x = M0,

or equivalently
lim

∆t,∆x→0
lim
ε→0

Sε∆t,∆x = lim
ε→0

M ε.

In other words, the asymptotic preserving property is formally equivalent to the following order of limits
interchange property :

lim
∆t,∆x→0

lim
ε→0

Sε∆t,∆x = lim
ε→0

lim
∆t,∆x→0

Sε∆t,∆x.

From a practical point of view this equality formally means that for large friction coefficients, or equivalently for
small values of ε, an asymptotic preserving scheme is expected to give good numerical results even for reasonable
mesh sizes (with respect to ε). This will be observed in the last section devoted to the numerical experiments.

3 Lagrange-Projection approach and relaxation procedure

In this section we briefly recall the so-called Lagrange-Projection strategy applied to (1) and propose a relax-
ation procedure for approximating the solutions of the underlying Lagrangian system. As motivated in the
introduction, these are two key ingredients of the method we propose, together with the notion of consistency
in the integral sense that will be recalled in the next section. Let us begin with the Lagrange-Projection
decomposition.
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3.1 Lagrange-Projection decomposition

We describe here a procedure that allows to approximate the evolution of the system (1) over a time interval
[t0, t0 +∆t]. The guideline of the method consists in decoupling the terms responsible for the acoustic waves and
the transport waves. By using the chain rule for the space derivatives we split up the operators of system (1)
and obtain two subsystems. The first subsystem describes the transport process and reads ∂tρ+ u∂xρ = 0,

∂t(ρu) + u∂x(ρu) = 0,
∂t(ρE) + u∂x(ρE) = 0.

(5)

The second subsystem accounts for acoustic, gravity and friction effects, namely ∂tρ+ ρ∂xu = 0,
∂t(ρu) + ρu∂xu+ ∂xp = ρ(g − αu),
∂t(ρE) + ρE∂xu+ ∂x(pu) = ρu(g − αu).

If we note τ = 1
ρ the specific volume, the above system also reads

∂tτ − τ∂xu = 0,

∂tu+ τ∂xp = g − αu,
∂tE + τ∂x(pu) = u(g − αu).

(6)

Then for t ∈ [t0, t0 + ∆t], we propose to approximate τ(x, t)∂x· by τ(x, t0)∂x· in (6). If one introduces the mass
variable m defined by dm = τ(x, t0)−1dx, we obtain ∂tτ − ∂mu = 0,

∂tu+ ∂mp = g − αu,
∂tE + ∂m(pu) = u(g − αu),

(7)

that will be referred to as the Lagrangian system. Let us note that system (7) is consistent the usual form of
the gas dynamics equations in Lagrangian coordinates with friction and gravity terms. We refer for instance
the reader to [19] for more details. It is worth noticing that (7) is easily shown to be hyperbolic over the phase
space ΩLag given by

ΩLag = {(τ, u, E)T ∈ R3, τ > 0, e > 0},
with eigenvalues given by

λLag
1 = −ρc < λLag

2 = 0 < λLag
3 = ρc,

where c still denotes the sound speed. Here again, the extreme characteristic fields associated with λLag
1 and λLag

3

are genuinely non linear while the intermediate characteristic field associated with λLag
2 is linearly degenerate.

Importantly, we note that the sound speed only appears in the characteristic speeds of this Lagrangian model.
The flow speed u is no longer present but is on the other hand the unique characteristic velocity of the first
subsystem (5). System (7) (respectively (5)) then clearly encompasses to the so-called acoustic (resp. material
or transport) waves. From a numerical point of view, the scheme associated with this decomposition simply
consists of an usual two-step splitting strategy where (7) is solve in the first step and (5) in the second one.
Recall that the idea will be here to propose a time implicit treatment of the Lagrangian system (7) to avoid a
too restrictive CFL condition involving the sound speed c and an explicit treatment of the transport part (5)
to keep accuracy on the material waves. A key ingredient to get a low cost implicit scheme for the Lagrangian
system will rely on a relevant pressure relaxation approximation described in the next section.

3.2 Relaxation approximation

We propose in this section a relaxation approximation of the Lagragian system (7). The main objective is to
overcome the non linearities that make difficult the resolution of this system. From a numerical point of view,
this strategy will be used to design a low cost time implicit treatment. We first consider the model neglecting
the source terms and then extend the approach to the full model.
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3.2.1 Relaxation approximation of the homogeneous model

The design principle of the so-called pressure relaxation methods is to introduce a larger system than the original
one but easier to solve. More precisely, the objective is to discard the non linearities induced by the pressure
law p = p(ρ, e). Such a strategy is now well known in the literature and we refer for instance the reader to
[31, 27, 15, 13, 12, 5] and the references therein. To do so, we introduce a new variable Π that can be seen as a
linearization of the pressure p and that is considered as a new unknown. In particular, it evolves according to
its own partial differential equation. More precisely, we propose the following relaxation system for (7) when
the source terms are omitted : 

∂tτ − ∂mu = 0,
∂tu+ ∂mΠ = 0,
∂tΠ + a2∂mu = λ(p−Π),
∂tE + ∂m(Πu) = 0,

(8)

where a is a constant to be precised and λ the relaxation parameter. At least formally, we observe that in the
asymptotic regime λ→ +∞ we have Π→ p and we recover the initial system (7) without the source terms. In
order to prevent this relaxation procedure form instabilities, it is now well established that a must be chosen
sufficiently large and according to the subcharacteristic condition

a > max (ρc) , (9)

for all the states under consideration (see for instance [12] for a rigorous proof). In addition, it can be easily
proved that (8) with λ = 0 is strictly hyperbolic with three eigenvalues given by −a, 0 and a which are
nothing but approximations of the exact eigenvalues −ρc, 0 and ρc for system (7). Then and in particular, the
subcharacteristic condition means that information propagates faster in the relaxation model. More importantly,
the characteristic fields associated with these new eigenvalues are shown to be linearly degenerate. This property
allows to solve analytically the Riemann problem associated with (8) when λ = 0, that is when considering an
initial data made of two constant states separated by an initial discontinuity. This property justifies by itself
the introduction of the proposed relaxation model and its simplicity. If we go further into the details and as it is
customary, the exact Riemann solutions are self-similar and made of three contact discontinuities propagating
with velocities −a, a and 0 and separating two intermediates states.

From a numerical point of view, the numerical strategy for approximating the solutions of (7) using (8)
consists in first solving (8) with λ = 0, that is

∂tτ − ∂mu = 0,
∂tu+ ∂mΠ = 0,
∂tΠ + a2∂mu = 0,
∂tE + ∂m(Πu) = 0,

(10)

and then to take into account the source term
∂tτ = 0,
∂tu = 0,
∂tΠ = λ(p−Π),
∂tE = 0,

in the asymptotic regime λ→ +∞. Which amounts to set

Π = p(ρ,E),

before solving again (10) as the time goes on. The new variable Π is said to be at equilibrium.
To conclude this section, notice that the self-similar Riemann solutions associated with (10) being explicitly

known, it is natural to use an exact Godunov scheme to numerically solve (10). See for instance the references
above for more details.

3.2.2 Relaxation approximation of the Lagrangian system with source terms

Let a be a real parameter chosen in agreement with the subcharacteristic condition (9). In order to approximate
the solution of (7), we propose to supplement (10) with the friction and gravity terms so that we now have to
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solve 
∂tτ − ∂mu = 0,
∂tu+ ∂mΠ = g − αu,
∂tΠ + a2∂mu = 0,
∂tE + ∂m(Πu) = u(g − αu).

(11)

Let us underline that the solutions of the Riemann problem associated with (11) are neither self-similar nor
explicitly known anymore. This makes the use of the exact Godunov method quite a complex task. In what
follows, we decide nevertheless to approximate the non self-similar Riemann solutions to (11) by self-similar
approximate Riemann solutions and to use an approximate Godunov-type method for solving (11). In order to
guarantee the consistency of the proposed self-similar approximate Riemann solutions to (11) with the exact
ones, we will impose a generalized notion of consistency in the integral sense due to Gallice [17, 18] and adapted
to systems with source terms. This is recalled in the next section.

To conclude this section, let us observe that (11) can be given the following equivalent form
∂tτ − ∂mu = 0,
∂t
−→w + a∂m

−→w = a(g − αu),
∂t
←−w − a∂m←−w = −a(g − αu),

∂tE + ∂m(Πu) = u(g − αu),

(12)

where the new variables −→w and ←−w are defined by

−→w = Π + au, ←−w = Π− au. (13)

These quantities are nothing but the strong Riemann invariants associated with the characteristic speeds ±a
of the relaxation system (11) when the source terms are omitted. The closure relations for (12) are naturally
given by

u =
−→w −←−w

2a
, Π =

−→w +←−w
2

. (14)

This new formulation will be used hereafter to define the proposed implicit in time numerical strategy.

4 Consistency in the integral sense and explicit in time Godunov-
type scheme

We briefly recall in this section the notion of consistency in the integral sense of a self-similar approximate
Riemann solver for a given set of hyperbolic equations with source terms that we write in the following condensed
form

∂tU + ∂xF(U) = S(U), (15)

supplemented with the validity of an entropy inequality

∂tη + ∂xq ≤ 0, (16)

where (η, q) is a strictly convex entropy-entropy flux pair. We also derive the corresponding explicit in time
Godunov-type scheme for approximating the solutions to (15) and refer to [17, 18] for the details.

Solving the Riemann problem amounts to find the solution to (15) with the following piecewise constant
initial data

U(x, t = 0) =

{
UL if x < 0,
UR if x > 0,

for any given UL and UR in the phase space. Unlike the homogeneous case corresponding to the choice
S(U) = 0, the exact Riemann solution that we denote U(x, t;UL,UR) is not self-similar. Notice however that
an approximate Riemann solver W(xt ;UL,UR) may be self-similar as in the homogeneous case provided that
some consistency relations are imposed. More precisely, let us consider a simple approximate Riemann solver
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Ul−1 Ul

Ul+1 = UR

λlλl−1λl−2λ1 λ2

∆xL ∆xR

∆t

U2

U1 = UL x

t

Figure 1: Wave structure of the approximate Riemann solver in the (x, t)-plane.

W(xt ;UL,UR) made of l + 1 intermediate states Uk separated by discontinuities propagating with velocities
λk (see figure 1), namely

W
(x
t

;UL,UR

)
=



U1 = UL,
x
t < λ1,

...
Uk, λk−1 <

x
t < λk,

...
Ul+1 = UR,

x
t > λl.

(17)

From Gallice [17, 18], if ∆x = 1
2 (∆xL + ∆xR) with ∆xL > 0, ∆xR > 0 and ∆t > 0 are respectively space and

time steps that verify the CFL condition

max
1≤k≤l

|λk|
∆t

min(∆xL,∆xR)
≤ 1

2
, (18)

the approximate Riemann solver is said to be consistent with the integral form of (15) over the interval
[−∆xL

2 , ∆xR

2 ] if the integral of (17) approximates correctly the integral of the exact solution in the sense that

there exists a function S̃ such that

F(UR)− F(UL)−∆xS̃(∆x,∆t;UL,UR) =

l∑
k=1

λk(Uk+1 −Uk), (19)

where S̃(∆x,∆t;UL,UR) is consistent with the source terms S(U) in the sense that

lim
UL,UR→U
∆t,∆x→0

S̃(∆x,∆t;UL,UR) = S(U).

Hereafter and using very classical notations, (∆xj)j∈Z and ∆t represent the constant time and variable space
steps of the mesh under consideration for defining the approximate solutions. More precisely and in order to
define the Godunov-type scheme associated with this approximate Riemann solver, we define the mesh interfaces
xj+1/2 = xj−1/2 + ∆xj for j ∈ Z, and the intermediate times tn = n∆t for n ∈ N. Note that ∆x in (19) then

plays the role of ∆xj+1/2 = 1
2 (∆xj + ∆xj+1). In the sequel, Un

j denotes the approximate value of U at time

tn and on the cell [xj−1/2, xj+1/2). For n = 0 and j ∈ Z, we set U0
j = 1

∆x

∫ xj+1/2

xj−1/2
U0(x) dx where U0(x) is the

7



initial condition. Then, the explicit in time Godunov-type scheme reads

Un+1
j = Un

j −
∆t

∆xj
(Fnj+ 1

2
− Fnj− 1

2
) +

∆t

2
(
∆xj+1/2

∆xj
Snj+ 1

2
+

∆xj−1/2

∆xj
Snj− 1

2
),

Fn
j+ 1

2

= F(Un
j ,U

n
j+1),

Sn
j+ 1

2

= S̃(∆xj+1/2,∆t;U
n
j ,U

n
j+1),

(20)

with

F(UL,UR) =
1

2

{
F(UL) + F(UR)−

l∑
k=1

|λk|(Uk+1 −Uk)

}
.

As far as the consistency with the entropy inequality (16) is concerned, the simple approximate Riemann solver
is said to be consistent with the integral form of (16) if and only if there exists a function σ̃ such that under
the CFL condition (18) we have

q(UR)− q(UL)−∆x σ̃(∆x,∆t;UL,UR) ≤
l∑

k=1

λk
(
η(Uk+1)− η(Uk)

)
, (21)

with
lim

UL,UR→U
∆t,∆x→0

σ̃(∆x,∆t;UL,UR) = 0. (22)

Then, the numerical scheme defined by (20) satisfies the following discrete entropy inequality

η(Un+1
j ) ≤ η(Un

j )− ∆t

∆xj
(qnj+ 1

2
− qnj− 1

2
) +

∆t

2
(
∆xj−1/2

∆xj
σnj− 1

2
+

∆xj+1/2

∆xj
σnj+ 1

2
),

qn
j+ 1

2

= q̃(Un
j ,U

n
j+1),

σn
j+ 1

2

= σ̃(∆xj+1/2,∆t;U
n
j ,U

n
j+1),

(23)

with

q̃(UL,UR) =
1

2

{
q(UL) + q(UR)−

l∑
k=1

|λk|
(
S(Uk+1)− S(Uk)

)}
. (24)

The CFL condition associated with this explicit in time Godunov-type scheme naturally reads

max
1≤k≤l

| λk(Un
j ,U

n
j+1) | ∆t

min(∆xj ,∆xj+1)
≤ 1

2
,

for all j. Again, we refer to [17, 18, 11] for more details.

5 Application to the Lagrangian system and explicit in time Godunov-
type scheme

We suppose again that a is a parameter that complies with the subcharacteristic constraint (9). We consider a
step ∆m of the space variable expressed through the mass variable and a time step ∆t. The objective of this
section is to define a consistent simple approximate Riemann solver for (12). We have in this case

U =


τ−→w←−w
E

 , F(U) =


−u
a−→w
−a←−w
Πu

 , S(U) =


0

a(g − αu)
−a(g − αu)
u(g − αu)

 , F(UL,UR) =


F τ (UL,UR)

F
−→w (UL,UR)

F
←−w (UL,UR)

FE(UL,UR)

 .

8



m/t = −a m/t = 0 m/t = +a

∆mL ∆mR

∆t

U∗L

UL

U∗R

UR m

t

Figure 2: Wave structure of the approximate Riemann solver for the Lagrangian system (12) in the (m, t)-plane.

Note in particular that introducing the notation F(U) = (F τ , F
−→w , F

←−w , FE)T , the energy flux satisfies the
relation

FE = −F
−→w + F

←−w

2a
F τ . (25)

This relation will be used in the calculations below.
In order to mimic the self-similar solution to (12) when the source terms are omitted, we propose to consider

a simple approximate Riemann solver made of 3 waves (see figure 2), namely a stationary wave and two waves
propagating with velocities ±a :

W
(m
t

;UL,UR

)
=


UL,

m
t < −a,

U∗L, −a < m
t < 0,

U∗R, 0 < m
t < a,

UR,
m
t > a.

Following [11], we define S̃ as follows :

S̃(∆m,∆t;UL,UR) =


0

a(g − αũ)
−a(g − αũ)
ũ(g − αũ)

 ,

where ũ represents a consistent approximation of the velocity u, in the sense that

lim
UL,UR→U
∆t,∆x→0

ũ(∆m,∆t;UL,UR) = u

The definition of ũ will be specified later on.
We now turn to the definition the intermediate states U∗L and U∗R. Each state containing four components,

eight relations are expected. As motivated in the previous section, we first impose the consistency relations
(19) which gives here

(uL − uR) = −a(τ∗L − τL) + a(τR − τ∗R),

a(−→wR −−→wL)−∆ma(g − αũ) = −a(−→w ∗L −−→wL) + a(−→wR −−→w ∗R),

−a(←−wR −←−wL) + ∆ma(g − αũ) = −a(←−w ∗L −←−wL) + a(←−wR −←−w ∗R),

(ΠRuR −ΠLuL)−∆mũ(g − αũ) = −a(E∗L − EL) + a(ER − E∗R).

(26)

Then, we make the natural choice of imposing the Rankine Hugoniot relations associated with the mass con-
servation across each wave of the approximate Riemann solver. We get uL − aτL = u∗L − aτ∗L,

uR + aτR = u∗R + aτ∗R,
u∗L = u∗R.

(27)
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Note however that (27) provides only two independent relations since the first equation of (26) is a linear
combination of the three equations in (27). Then, two equations are still missing. In the sequel we shall note
u∗ = u∗L = u∗R.

In order to account for the source terms, we propose to impose a generalized jump condition across the
stationnary wave and associated with the momentum equation in (11). This amounts to take into account the
source term at the interface of the initial condition. More precisely, we impose

Π∗R −Π∗L = ∆m(g − αũ). (28)

So that only one equation is now missing. At last and in regards to the energy equation, we then propose to
mimic the relation (25) at the discrete level by imposing the following relation on the numerical flux of the
Godunov-type method:

FE(UL,UR) = −F τ (UL,UR)× F
−→w (UL,UR) + F

←−w (UL,UR)

2a
. (29)

It remains to define ũ and following [11] we set

ũ = u∗.

This choice aims at proposing the same approximation of the velocity u in the mass flux at the interface (that
is u∗) as in the friction term (that is ũ). As mentioned in section 2, this is also true at the continuous level for
the parabolic system (4). It turns out to be essential in order to obtain the asymptotic preserving property.

At this point, we can now define the intermediate states U∗L and U∗R. We have after easy calculations

u∗ =
1

2a+ α∆m

(
a(uR + uL)− (ΠR −ΠL) + g∆m

)
,

τ∗L = τL +
u∗ − uL

a
,

τ∗R = τR +
uR − u∗

a
,

Π∗R =
ΠR + ΠL

2
− auR − uL

2
+

(g − αu∗)∆m
2

,

Π∗L = Π∗R − (g − αu∗)∆m,
E∗L = EL +

1

a

(
pLuL − u∗(p∗ −

∆m

2

(
g − αu∗)

))
,

E∗R = ER − 1
a

(
pRuR − u∗(p∗ + ∆m

2

(
g − αu∗)

))
,

(30)

where we have set

p∗ =
ΠR + ΠL

2
− auR − uL

2
=
−→wL +←−wR

2
.

Regarding the numerical flux of the Godunov-type scheme, we find

F τ (UL,UR) = −u∗,
F
−→w (UL,UR) = a−→wL +

a(g − αu∗)∆m
2

= a2u∗ + ap∗,

F
←−w (UL,UR) = −a←−wR +

a(g − αu∗)∆m
2

= a2u∗ − ap∗,
FE(UL,UR) = p∗u∗.

We now use the above flux definition to derive an explicit in time Godunov-type scheme for (12). We consider
the approximate variable Un

j known for j ∈ Z and we set

∆mj = ρnj ∆x, ∆mj+1/2 =
∆mj + ∆mj+1

2
.

The superscript Lag will denote the updated values after the approximation of (12). Following (20), we are led
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to the following scheme

τLag
j = τnj +

∆t

∆mj
(u∗j+ 1

2
− u∗j− 1

2
),

−→w Lag
j = −→w n

j − a
∆t

∆mj
(−→w n

j −−→w n
j−1) + ∆t a

∆mj−1/2

∆mj
(g − αu∗j− 1

2
),

←−w Lag
j =←−w n

j + a
∆t

∆mj
(←−w n

j+1 −←−w n
j )−∆t a

∆mj+1/2

∆mj
(g − αu∗j+ 1

2
),

ELag
j = Enj −

∆t

∆mj
((up)∗j+ 1

2
− (up)∗j− 1

2
) + g

∆t

∆mj

∆mj+1/2u
∗
j+ 1

2

+ ∆mj−1/2u
∗
j− 1

2

2

− α ∆t

∆mj

∆mj+1/2(u∗
j+ 1

2

)2 + ∆mj−1/2(u∗
j− 1

2

)2

2
,

(31)

where

u∗j+ 1
2

=
1

2a+ α∆mj+1/2
(−→w n

j −←−w n
j+1 + g∆mj+1/2), p∗j+ 1

2
=
−→w n
j +←−w n

j+1

2
. (32)

Notice that the source terms clearly appear to receive an upwind treatment in (31). This scheme is easily shown
to be stable under the CFL condition given by

max
j∈Z

∆t

∆mj
a ≤ 1

2
, (33)

for all j. Let us note that as a satisfies the subcharacteristic condition (9) this CFL condition naturally involves
the sound speed c.

6 Implicit in time Godunov-type scheme for the Lagrangian system

We follow here a standard approach for deriving an implicit in time Godunov-type scheme from (31) by simply
replacing the terms evaluated at time tn with the terms noted with the superscript Lag. We get

−→w Lag
j = −→w n

j − a
∆t

∆mj
(−→w Lag

j −−→w Lag
j−1) + ∆t a

∆mj−1/2

∆mj
(g − αu∗j− 1

2
),

←−w Lag
j =←−w n

j + a
∆t

∆mj
(←−w Lag

j+1 −←−w Lag
j )−∆t a

∆mj+1/2

∆mj
(g − αu∗j+ 1

2
),

(34)

with

u∗j+ 1
2

=
1

2a+ α∆mj+1/2
(−→w Lag

j −←−w Lag
j+1 + g∆mj+1/2), (35)

and 

τLag
j = τnj +

∆t

∆mj
(u∗j+ 1

2
− u∗j− 1

2
),

ELag
j = Enj −

∆t

∆mj
((up)∗j+ 1

2
− (up)∗j− 1

2
) + g

∆t

∆mj

∆mj+1/2u
∗
j+ 1

2

+ ∆mj−1/2u
∗
j− 1

2

2

−α ∆t

∆mj

∆mj+1/2(u∗
j+ 1

2

)2 + ∆mj−1/2(u∗
j− 1

2

)2

2
,

(36)

with

p∗j+ 1
2

=
−→w Lag
j +←−w Lag

j+1

2
. (37)

It is important to notice that (34) is independent from (36). More precisely, once (34) is solved, the update
values (36) for τ and E follow explicitly. As far as −→w and ←−w are concerned, the update formulas (34) are
coupled and require the resolution of a linear system. The corresponding matrix is shown to be pentadiagonal
and strictly diagonally dominant. Therefore, it is invertible and (34) can be solved for any ∆t > 0. The
proposed implicit in time numerical scheme for solving the Lagrangian system is then actually cheap thanks to
the relaxation strategy.
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7 Implicit-explicit in time Godunov-type scheme for the Eulerian
system (1)

In order to complete the definition of our numerical scheme, it remains to define the second step of the operator
splitting associated with the Lagrange-Projection decomposition, which corresponds to the Eulerian projection
(5). Following [19], we consider a very classic upwind and explicit in time numerical scheme given by

Xn+1
j = XLag

j +
∆t

∆x

(
(u∗j− 1

2
)+XLag

j−1 +
[
(u∗j+ 1

2
)− − (u∗j− 1

2
)+
]
XLag
j − (u∗j+ 1

2
)−XLag

j+1

)
, (38)

where X ∈ {ρ, ρu, ρE} and

u+ =
u+ |u|

2
, u− =

u− |u|
2

,

for all u. The update formula (38) is shown to be stable under the CFL condition given by

∆t

∆x

(
(u∗j− 1

2
)+ − (u∗j+ 1

2
)−
)
< 1, (39)

see again [19] for instance. Note that this CFL condition involves only the flow speed and is not based on the
acoustic waves.

For the sake of clarity, let us briefly recall the different steps of the overall method called LP-IMEX, suppose
that at the instant n we know (ρnj , (ρu)nj , (ρE)nj ) for j ∈ Z, we perform the following steps:

(i) compute (τnj ,
−→w n
j ,
←−w n
j , E

n
j ) at equilibrium by evaluating Πn

j = p(ρnj , e
n
j ),

(ii) compute (τLag
j ,−→w Lag

j ,←−w Lag
j , ELag

j ) thanks to the implicit scheme defined by (34)-(36),

(iii) evaluate (ρLag
j , (ρu)Lag

j , (ρE)Lag
j ) thanks to (τLag

j ,−→w Lag
j ,←−w Lag

j , ELag
j ),

(iv) compute (ρn+1
j , (ρu)n+1

j , (ρE)n+1
j ) thanks to the explicit scheme defined by (38) and (35).

In the numerical experiments and for the sake of comparison, we will also consider the following explicit-
explicit numerical scheme that will be referred to as the LP-EXEX scheme. Suppose that at the instant n we
know (ρnj , (ρu)nj , (ρE)nj ) for j ∈ Z, we perform the following steps:

(i) compute (τnj ,
−→w n
j ,
←−w n
j , E

n
j ) at equilibrium by evaluating Πn

j = p(ρnj , e
n
j ),

(ii) compute (τLag
j ,−→w Lag

j ,←−w Lag
j , ELag

j ) thanks to the explicit scheme defined by (31),

(iii) evaluate (ρLag
j , (ρu)Lag

j , (ρE)Lag
j ) thanks to (τLag

j ,−→w Lag
j ,←−w Lag

j , ELag
j ),

(iv) compute (ρn+1
j , (ρu)n+1

j , (ρE)n+1
j ) thanks to the explicit scheme defined by (38) and (32).

8 Main properties

We give in this section the main properties of the proposed numerical scheme.

Theorem 1. Under the CFL condition (39), the implicit-explicit in time numerical scheme LP-IMEX is well
defined and satisfies the following stability properties:

(i) it is a conservative scheme for the density ρ. It is also a conservative scheme for ρu and ρE when the
source terms are omitted,

(ii) the density ρnj is positive for all j and n > 0 provided that ρ0
j is positive for all j,

(iii) it is asymptotic preserving.
In addition, under the CFL condition (33), the explicit-explicit overall numerical scheme LP-EXEX

(iv) satisfies an entropy inequality.

This result is worth a few comments. We first note that the overall numerical scheme is stable under the
CFL condition (39) which only involves the flow speed and not the acoustic waves. It is then less restrictive
than the classical CFL restrictions of the usual explicit Godunov-type numerical schemes. The CFL condition
(39) involves however the solution computed at the end of the Lagrangian step and then is not determined
explicitly. Finding an explicit formula for the time step restriction that guarantees (39) and then the stability
of the scheme is an open question at the moment.

Properties (i) and (ii) are obtained from standard manipulations, see [19] and [14]. We first prove (iii) and
then (iv).
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8.1 Proof of (iii)

This section aims at proving that the proposed LP-IMEX numerical scheme is asymptotic preserving. More
precisely and similarly to the continuous analysis proposed in section 2, we aim at proving that if we perform
the scale change

∆t→ ∆t

ε
, α→ α

ε
, (40)

which corresponds to the study of the large time behaviour for a large friction coefficient, then we get a
consistent approximation of (4) when ε goes to zero. We propose a two-part proof: we first prove the property
in Lagrangian coordinates and then consider the Eulerian framework.

8.1.1 Asymptotic preserving property in Lagrangian coordinates

In Lagrangian coordinates, the limit system (4) reads ∂tτ − ∂mu1 = 0,
∂mp = g − αu1,
∂te+ ∂mpu

1 = u1(g − αu1).
(41)

Let us perform the scale change (40) in (34)-(36). We get

−→w Lag
j = −→w n

j − a
∆t

ε∆mj
(−→w Lag

j −−→w Lag
j−1) +

∆ta

ε

∆mj−1/2

∆mj
(g − α

ε
u∗j− 1

2
),

←−w Lag
j =←−w n

j + a
∆t

ε∆mj
(←−w Lag

j+1 −←−w Lag
j )− ∆ta

ε

∆mj+1/2

∆mj
(g − α

ε
u∗j+ 1

2
),

τLag
j = τnj +

∆t

ε∆mj
(u∗j+ 1

2
− u∗j− 1

2
),

ELag
j = Enj −

∆t

ε∆mj

(
(up)∗j+ 1

2
− (up)∗j− 1

2

)
+

g∆t

ε∆mj

∆mj+1/2u
∗
j+ 1

2

+ ∆mj−1/2u
∗
j− 1

2

2

− α∆t

ε2∆mj

∆mj+1/2(u∗
j+ 1

2

)2 + ∆mj−1/2(u∗
j− 1

2

)2

2
,

(42)

with
u∗j+ 1

2
=

ε

2aε+ α∆mj+1/2
(−→w Lag

j −←−w Lag
j+1 + g∆mj+1/2)

and

p∗j+ 1
2

=
−→w Lag
j +←−w Lag

j+1

2
.

Multiplying the first equation of (42) by ε, we obtain −→w Lag
j −←−w Lag

j = 0 +O(ε). This implies by definition of −→w
and ←−w that for j ∈ Z

uLag
j = 0 +O(ε), (43)

which also gives
p∗j+ 1

2
= P ∗j+1/2 +O(ε),

where

P ∗j+1/2 =
ΠLag
j + ΠLag

j+1

2

We also have thanks to (43) that

u∗j+ 1
2

=
ε

2aε+ α∆mj+1/2
(−→w Lag

j −←−w Lag
j+1 + g∆mj+1/2) = εv∗j+ 1

2
+O(ε2), (44)

where

v∗j+ 1
2

=
1

α

(
g −

ΠLag
j+1 −ΠLag

j

∆mj+1/2

)
,

13



and thus provide a definition of v∗
j+ 1

2

that is consistent with the second equation in (41). By reinjecting the

expression of u∗
j+ 1

2

in the last two equations of (42), we obtain finally

τLag
j =τnj +

∆t

∆mj
(v∗j+ 1

2
− v∗j− 1

2
) +O(ε),

v∗j+ 1
2

=
1

α
(g −

ΠLag
j+1 −ΠLag

j

∆mj
),

P ∗j+ 1
2

=
ΠLag
j + ΠLag

j+1

2
,

eLag
j =enj −

∆t

∆mj
((vP )∗j+ 1

2
− (vP )∗j− 1

2
) + g

∆t

∆mj

∆mj+1/2v
∗
j+ 1

2

+ ∆mj−1/2v
∗
j− 1

2

2

− α ∆t

∆mj

∆mj+1/2(v∗
j+ 1

2

)2 + ∆mj−1/2(v∗
j− 1

2

)2

2
+O(ε),

(45)

which is consistent with (41) when ε tends to 0.

8.1.2 Asymptotic Preserving property in Eulerian coordinates

It remains to prove that after the Eulerian projection, the overall scheme is consistent with (4). In (38) we
perform the scale change (40). We have for X ∈ {ρ, ρu, ρE}:

Xn+1
j = XLag

j +
∆t

∆x

(
(v∗j− 1

2
)+XLag

j−1 +
(

(v∗j+ 1
2
)− − (v∗j− 1

2
)+
)
XLag
j − (v∗j+ 1

2
)−XLag

j+1

)
+O(ε). (46)

Since we have uLag
j = 0 +O(ε), then (ρu)Lag

j = 0 +O(ε) for all j ∈ Z and considering X = ρu in the previous
equality gives

un+1
j = 0 +O(ε).

Let us remark that the first equation in (45) reads

ρnj = ρLag
j

(
1 +

∆t

∆x
(v∗j+ 1

2
− v∗j− 1

2
)

)
+O(ε).

Then, for X ∈ {ρ, ρE} the Eulerian projection (46) may be recast into

(X)n+1
j = (X)Lag

j

(
1 +

∆t

∆x
(v∗j+ 1

2
− v∗j− 1

2
)

)
−L a((X)Lag, v∗)+O(ε) = ρnj

XLag
j

ρLag
j

−L a((X)Lag, v∗)+O(ε), (47)

where the advection operator L a((X)Lag, v∗) is consistent with ∂x(Xv) and is defined by

L a((X)Lag, v∗) =
∆t

∆x

{[
(X)Lag

j (v∗j+ 1
2
)+ + (X)Lag

j+1(v∗j+ 1
2
)−
]
−
[
(X)Lag

j (v∗j− 1
2
)− + (X)Lag

j−1(v∗j− 1
2
)+
]}
.

Injecting the last equation of (45) into (47) yields in the limit ε→ 0

ρn+1
j =ρnj −L a(ρLag, v∗) +O(ε),

v∗j+ 1
2

=
1

α

(
g − 2

ΠLag
j+1 −ΠLag

j

(ρnj + ρnj+1)∆x

)
,

P ∗j+ 1
2

=
ΠLag
j + ΠLag

j+1

2
,

(ρe)n+1
j =(ρe)nj −

∆t

∆x

(
(vP )∗j+ 1

2
− (vP )∗j− 1

2

)
+ρnj ∆t

(
g
v∗
j+ 1

2

+ v∗
j− 1

2

2
− α

(v∗
j+ 1

2

)2 + (v∗
j− 1

2

)2

2

)
−L a((ρe)Lag, v∗) +O(ε),

which is clearly consistent with (4). Hence, the overall scheme is asymptotic preserving is the proof is completed.
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8.2 Proof of (iv)

We now prove that the explicit scheme LP-EXEX satisfies a discrete entropy inequality. As above, we first
prove such an inequality in Lagrangian coordinates considering the scheme (31) that may be recast into

τLag
j =τnj +

∆t

∆mj
(u∗j+ 1

2
− u∗j− 1

2
),

uLag
j =unj −

∆t

∆mj
(p∗j+ 1

2
− p∗j− 1

2
) +

∆t

∆mj
∆mj−1/2

(
g − αuj− 1

2

)
+

∆t

∆mj
∆mj+1/2

(
g − αuj+ 1

2

)
,

ELag
j =Enj −

∆t

∆mj

(
(up)∗j+ 1

2
− (up)∗j− 1

2

)
+ g

∆t

∆mj

∆mj+1/2u
∗
j+ 1

2

+ ∆mj−1/2u
∗
j− 1

2

2

− α ∆t

∆mj

∆mj+1/2(u∗
j+ 1

2

)2 + ∆mj−1/2(u∗
j− 1

2

)2

2
,

(48)

with

u∗j+ 1
2

=
1

2a+ α∆mj+1/2

(
a(unj+1 + unj )−

(
p(ρnj+1, e

n
j+1)− p(ρnj , enj )

)
+ g∆mj+1/2

)
and

p∗j+ 1
2

=
p(ρnj+1, e

n
j+1) + p(ρnj , e

n
j )

2
−
a(unj+1 − unj )

2
.

Then we take the Eulerian projection (38) into account to obtain a discrete entropy inequality for the overall
scheme in Eulerian coordinates.
Let s = s(ρ, e) be the strictly convex mathematical entropy. The entropy inequality associated with (1) writes

∂t(ρs) + ∂x(ρus) ≤ 0. (49)

In Lagrangian coordinates, (7) is associated with the following entropy inequality

∂ts ≤ 0. (50)

In the sequel and with a little abuse in the notations, we will consider the pressure as a function of the density
and the entropy p = p(ρ, s).

8.2.1 Entropy inequality in Lagrangian coordinates

The scheme (48) is a Godunov-type scheme. We prove here that the associated approximate Riemann solver is
consistent with the entropy inequality (50). Let us check that

0 ≤ −a(s∗L − sL) + a(sR − s∗R), (51)

where s∗L = s(ρ∗L, e
∗
L) and s∗R = s(ρ∗R, e

∗
R) so that (21) is verified with η = s, q = 0 and σ̃(∆m,∆t;UL,UR) = 0.

Let us first prove the following result.

Proposition 1. If a > 0 is such that ρ∗L > 0, ρ∗R > 0,
ρ2∂ρp(ρ, sL) ≤ a2, ∀ρ ∈ I(ρL, ρ

∗
L),

ρ2∂ρp(ρ, sR) ≤ a2, ∀ρ ∈ I(ρR, ρ
∗
R),

(52)

then we have {
e∗L ≥ e(ρ∗L, sL),
e∗R ≥ e(ρ∗R, sR).

(53)

Proof. Recall that we have 
E∗L = EL +

1

a

(
pLuL − u∗[p∗ −

∆m

2
(g − αu∗)]

)
,

E∗R = ER +
1

a

(
u∗[p∗ +

∆m

2
(g − αu∗)]− pRuR

)
,
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and 
Π∗R = p∗ +

∆m

2
(g − αu∗),

Π∗L = p∗ − ∆m

2
(g − αu∗),

which gives 
E∗L = EL −

1

a
(Π∗Lu

∗ −ΠLuL),

E∗R = ER +
1

a
(Π∗Ru

∗ −ΠRuR),

so that

e∗R = E∗R −
1

2
u∗2 = eR +

1

2
(u2
R − u∗2) +

1

a
(Π∗Ru

∗ −ΠRuR).

Using the definitions of u∗ and Π∗R given in (30), straightforward calculations then lead to

e∗R = eR +
1

2a2
(Π∗2R −Π2

R)

and
Π∗R = ΠR + a(u∗ − uR).

The latter equality, together with the last two equalities in (27), gives

Π∗R
a2

=
1

ρR
+
pR
a2
− 1

ρ∗R
.

It is then not difficult to check that
e∗R − e(ρ∗R, sR) =

1

2a2
(p(ρ∗R, sR)−Π∗R)2 + φ(ρR),

φ(ρ) = e(ρ, sR)− p(ρ, sR)2

2a2
− e(ρ∗R, sR) +

p(ρ∗R, sR)2

2a2
+ p(ρ∗R, sR)

(
1

ρ
+
p(ρ, sR)

a2
− 1

ρ∗R
− p(ρ∗R, sR)

a2

)
,

with, using the well-known relation (2), φ′(ρ) = (p(ρ, sR)− p(ρ∗R, sR))(
1

ρ2
− 1

a2
∂ρp(ρ, sR)),

φ(ρ∗R) = 0.

Therefore φ(ρ) ≥ 0 for all ρ ∈ I(ρR, ρ
∗
R) since ∂ρp ≥ 0 under the assumptions of Weyl and by (9). We have thus

proved in particular that
e∗R ≥ e(ρ∗R, sR).

The proof of the second inequality follows the same idea and the proof of the proposition is then completed.

In order to get (51), we then note that the temperature T being positive by assumption, we have ∂es(ρ, e) < 0
where s = s(ρ, e(ρ, s)). So that

sR − s∗R = s(ρ∗R, e(ρ
∗
R, sR))− s(ρ∗R, e∗R) = ∂es(ρ

∗
R, e
∗
L)(e(ρ∗R, sR)− e∗R) ≥ 0,

that is
sR − s∗R ≥ 0.

We get in the same way sL − s∗L ≥ 0 which gives (51) since a > 0. Then, under the CFL condition (33), the
scheme in Lagrangian coordinates satisfies the discrete entropy inequality (23) which reads

sLag
j ≤ snj −

∆t

∆mj
(qnj+ 1

2
− qnj− 1

2
), (54)

where qnj+ 1
2

naturally follows from (24).

16



8.2.2 Entropy inequality in Eulerian coordinates

Let us now prove an entropy inequality for the whole Lagrange-Projection scheme. We first recall that the
function ρs = ρs(ρ, ρu, ρE) is strictly convex by assumption, see [19]. The Eulerian projection (38) being a
convex combination for each X = ρ, ρu, ρE, we thus have

(ρs)n+1
j ≤ (ρs)Lag

j +
∆t

∆x

(
(u∗j− 1

2
)+(ρs)Lag

j−1 +
(

(u∗j+ 1
2
)− − (u∗j− 1

2
)+
)

(ρs)Lag
j − (u∗j+ 1

2
)−(ρs)Lag

j+1

)
.

Then using the first equation of (48) in (54), together with the definition of ∆mj , we have

(ρs)Lag
j ≤ (ρs)nj −

∆t

∆x
(qnj+ 1

2
− qnj− 1

2
)− ∆t

∆x
(ρs)Lag

j (u∗j+ 1
2
− u∗j− 1

2
).

Then using these two inequalities together with the simple relation u = u+ + u−, we get

(ρs)n+1
j ≤ (ρs)nj −

∆t

∆x
(gnj+ 1

2
− gnj− 1

2
), (55)

where
gnj+ 1

2
= (u∗j+ 1

2
)+(ρs)Lag

j + (u∗j+ 1
2
)−(ρs)Lag

j+1 + qnj+ 1
2
.

Which is nothing but the expected discrete entropy inequality for the whole Lagrange-Projection scheme (note
indeed that gn

j+ 1
2

is clearly consistent with the entropy flux ρsu).

9 Numerical results

For the sake of stressing the importance of the source term discretization, we propose to also consider in the
following a more simple approximation strategy that will be referred to as the LP-EXEX SP scheme. In this
scheme, the source terms will be treated by means of a separate operator splitting. Suppose that for some
instant n we know (ρnj , (ρu)nj , (ρE)nj ) for j ∈ Z, the LP-EXEX SP numerical scheme reads:

(i) compute (τnj ,
−→w n
j ,
←−w n
j , E

n
j ) at equilibrium by evaluating Πn

j = p(ρnj , e
n
j ),

(ii) compute (τLagj ,−→wLag
j ,←−wLag

j , ELagj ) thanks to the use the explicit scheme defined by (31) with α = 0
and g = 0, so that the gravity and friction terms are not taken into account yet

(iii) evaluate (ρLagj , (ρu)Lagj , (ρE)Lagj ) thanks to (τLagj ,−→wLag
j ,←−wLag

j , ELagj ),

(iv) compute (ρn+1,]
j , (ρu)n+1,]

j , (ρE)n+1,]
j ) thanks to the explicit scheme defined by (38) and (32),

(v) account for the gravity and friction source terms by integrating the system of ordinary differential
equations

d

dt

 ρ
ρu
ρE

 =

 0
ρ(g − αu)
ρu(g − αu)

 .
The update in term of the variable ρ, u, and e then reads

ρn+1
j = ρn+1,]

j ,

un+1
j = un+1,]

j e−α∆t +
g

α
(1− e−α∆t),

en+1
j = en+1,]

j .

(56)

(vi) evaluate (ρn+1
j , (ρu)n+1

j , (ρE)n+1
j ).

We propose to test both LP-EXEX SP and LP-IMEX scheme against a test case that has been proposed
in [11]. In the sequel, we shall consider that the fluid is equipped with a perfect gas equation of state p = (γ−1)ρe
and we set the gravity acceleration, the friction coefficient and the specific heat ratio to the following values

g = 9.81 m · s−2, α = 106 s−1, γ = 1.4.

The initial condition is defined by{
(ρ, u, p) = (1.0, 0, 10000.0), if x ∈[0, 0.35] ∩ [0.65, 1],

(ρ, u, p) = (2.0, 0, 26390.2), if x ∈[0.35, 0.65].
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Table 1: Comparison of the relative errors between the approximated solutions obtained with both LP-EXEX
SP and LP-IMEX schemes. The space domain is discretized with a 1 000-cell space discretization and ∆t = 1

α
for both schemes.

numerical scheme err(ρ, t = 0.01) err(u, t = 0.01) err(P, t = 0.01)

LP-EXEX SP 1.686931× 10−2 6.858335× 10−1 2.539820× 10−2

LP-IMEX 3.959560× 10−4 1.195630× 10−2 5.635518× 10−4

At the boundaries, we impose periodic boundary conditions thanks to a fictious cell at each end of the domain.
In the sequel, both LP-EXEX and LP-EXEX SP computations will be performed with a time step defined by

∆t =
min

(
ρnj
)

∆x

2a
, (57)

in order to agree with the classic acoustic CFL (33). The choice of the time step for the LP-IMEX scheme will
be specified case by case. For each test, we will compute a reference solution thanks to the LP-EXEX scheme
over a 10 000-cell grid. If we refer to this solution thanks to the superscript ref and if Y denote a fluid variable,
for the sake of comparison we shall consider in the sequel the L1 relative error with respect to the reference
solution at the instant t defined by

err(Y, t) =
‖Y (·, t)− Y ref(·, t)‖L1([0,1])

‖Y ref(·, t)‖L1([0,1]).

9.1 Test case 1: sensitivity with respect to the space step for large friction

We run our numerical tests with the LP-EXEX SP scheme using a spatial discretization over 100 cells, 1000
cells and 10 000 cells. This leads to time step values ∆t that are respectively of magnitude 10

α , 1
α and 1

10α . In
figure 3, we display the result obtained at t = 0.01 s and we can see that there is a large amount of numerical
diffusion due to the discretization of the source term with large values of α. It is necessary to choose small
values of ∆t relatively to 1

α in order to preserve the accuracy of the solution.
We now consider the same test performed with the LP-IMEX scheme. We now choose ∆t in agreement with

the CFL condition (39) by setting

∆t = min

(
∆x

2 max
(
unj
) , 1

α

)
, (58)

so that we always have ∆t ≤ 1
α . The results obtained with LP-IMEX scheme at instant t = 0.01 s are presented

in figure 4 for discretization grids of 100 cells and 1000 cells. It is clear that the approximate solution is much
more accurate than the one computed with the LP-EXEX SP scheme, even for coarse mesh. Let us note that
for the relatively large space steps that have been used here, choice (58) imposes ∆t = 1

α . Table 1 displays the
relative error obtained with both the LP-EXEX SP and the LP-IMEX scheme. It shows that the asymptotic
preserving property significantly lessen the numerical diffusion and then improve accuracy by several orders of
magnitude.

9.2 Test case 2: sensitivity with respect to the time step

We are now interested in testing the LP-IMEX scheme in situations where ∆t is much bigger than 1
α . In order

to procede, we relax the previous time step choice (58) by suppressing the control of with respect to 1
α . We

simply choose to define ∆t in agreement with the CFL condition (39) based on the material velocity by setting

∆t = min

(
∆x

2 max
(
unj
)) . (59)
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Figure 3: Profile at time t = 0.01 s of the velocity (top left), the pressure (top right), the density (bottom)
obtained for a 100-cell, 1000-cell and 10 000-cell grid with the LP-EXEX SP scheme and the reference solution
(LP-EXEX scheme with 10 000-cell mesh).

The test is performed with a 1000-cell mesh. The graph of the approximate solution at t = 0.01 s are displayed
in figure 5. For this grid choice, we obtain that the magnitude of ∆t is 1000

α . Let us underline that these time
steps are 1000 times larger than the time steps used in section 9.1. It appears that even for such relatively large
time step and space step the approximate solution remains very accurate. This results is the consequence of
the good behaviour of the numerical scheme for large friction coefficients. We compare in table 2 the relative
errors of the fluid variables for this choice of time step values. We can verify here that the LP-IMEX scheme
enables the use of time steps that are much larger than the acoustic based time step and also much larger than
1
α while preserving accurate simulation results.

Conclusion

We designed a large time step and asymptotic preserving scheme for the gas dynamics equations with gravity
and linear friction. The stability is proved under a time step CFL restriction based on the velocity u only and
not on the sound speed c. The scheme gives very good results and combines accuracy thanks to the asymptotic
preserving property and efficiency thanks to the large time step stability condition. Future developments
include an extension to several space dimensions and high-order accuracy, to low-Mach number flows and to
more complicated systems of partial differential equations used in the modeling of two phase flows.

Acknowledgement. This present work has been achieved within the framework of the research project LAT-
SAP. This project was funded by the CEA/DEN/DANS/DM2S for the 2011 edition of the CEMRACS.
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Figure 4: Profile at time t = 0.01 s of the velocity (top left), the pressure (top right), the density (bottom)
obtained for a 100-cell and 1000-cell grid with the LP-IMEX scheme and the reference solution (LP-EXEX
scheme with 10 000-cell mesh).
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