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Abstract. Component-based software engineering proposes building
complex applications from COTS (Commercial Off-The-Shelf) organized
into component markets. Therefore, the main development effort is re-
quired in selection of the components that fit the specific needs of an ap-
plication. In this article, we propose a mechanism allowing the automatic
selection of a component among a set of candidate COTS, according to
functional and non-functional properties. This mechanism has been val-
idated on an example using the ComponentSource component market.

1 Introduction

Component-Based Software Engineering allows developers to build a system
from reusable pre-existing commercial off-the-shelf (COTS) components. The
two immediate potential benefits for such an approach are reduced development
costs and shorter time-to-market [1]. For this reason, more and more software
applications are built using COTS rather than being developed from scratch, as
this is something that fewer and fewer companies can afford [2]. However, due to
the intrisic nature of COTS as “black-box” units put into markets by third party
publishers, software development life-cycle must be rethought in depth [3,4]. In
fact, COTS-based software development leads to constant trade-offs between
requirement specification, architecture specification and COTS selection [5]. In
this context, it becomes impossible to specify requirements without asking if the
marketplace provides COTS that can satisfy them. And one cannot specify an
architecture without asking if there are COTS to integrate it.

In such a context, COTS selection becomes particularly important [6]. So
important that a bad requirements definition associated to a poor selection of
COTS products can lead to major failures [7]. There are also extra costs due to
the investigation of hundreds of candidates disseminated into several different
markets and libraries, not to mention the diversity of components’ description
formats. Finally, this phase can become so time-consuming that it may annihilate
the initial promise of cost and time reductions [6]. Therefore, the only solution to
maintain these gains is to have a selection process [1] that would be well-defined,
repeatable, and as automated as possible.

In this paper, we propose a mechanism that allows application designers to
select, among a vast library of candidates, the one that best satisfies a specific
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need, modeled by a virtual component called a “target component”. Section 2
will detail existing approaches, as well as their limits. In section 3 we will present
our own approach. Then, before concluding, in section 4 we will present a valida-
tion of this approach using ComponentSource [8] as a component marketplace.

2 COTS Selection Techniques

The issue is the following one: given a vast number of COTS components from
all origins, disseminated in several different markets, how can the one that will
best satisfy an application’s specific need be chosen ?

2.1 Presentation of Current Selection Processes

Works in the field of component selection are trying to answer this fundamen-
tal question. C. Güngör En and H. Baraçli [6] listed many of these works. This
study shows that most selection processes provide at least the three following
phases: evaluation criteria definition, prioritization of these criteria, and COTS
candidates’ evaluation according to these criteria. Usually, in order to achieve
these phases, selection processes use multi-criteria decision making techniques
(MCDM). The most used MCDM techniques are Weighted Scoring Method or
WSM [9] and Analytic Hierarchy Process or AHP [10]. WSM consists in using
the following formula: scorec=Σn

j=1(weightj ∗ scorecj), where weight weightj
represents the importance of j-th criterion compared to the n-1 other evalua-
tion criteria, and local score scorecj evaluates the satisfaction level of the j-th
criterion by candidate c. Thus, total score scorec represents the global evalu-
ation value for candidate c. Therefore, the best candidate is the one that has
the highest total score. AHP is a technique that organizes the definition and
prioritization of evaluation criteria. It consists in decomposing a goal in a hier-
archical tree of criteria and sub-criteria whose leaves are available candidates.
Inside each criteria-node, the importance of each sub-criterion is estimated com-
pared to others. For example, the criterion “performance” can be divided in two
sub-criteria “response time” and “resource consumption”, the first sub-criterion
having a weight twice higher than the second one. Then, one can use a for-
mula such as WSM to evaluate each candidate c by aggregating local scores
scorecj1, ..., scorecjn inside each node j, and propagating all these sums to the
root of the tree to get c’s total score.

Now, let us take a look at the contributions made by main works in the
field of component selection. OTSO [11] is considered as one of the first selec-
tion processes dedicated to COTS components. In addition to the three phases
described above, it adds other ones such as pre-selection of COTS to identify
potentially relevant candidates and limit their number (therefore it acknowl-
edges the difficulty to manually evaluate too many candidates). PORE [7] is a
selection process that pleads in favor of a progressive selection. Candidates are
filtered and their number decreases while the description of the needs becomes
more accurate. DEER [12] is aimed at selecting single components, or assemblies
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of components, which satisfy requirements while minimizing costs. Other pro-
cesses propose new steps in order to facilitate selection. For example, PECA [13]
adds an extra phase : evaluation planning. It consists in choosing the people
responsible for the evaluation of candidates and the techniques they will use.
Other approaches focus on the definition of evaluation criteria [14]. For example,
STACE [15] proposes taking into account “socio-technical” criteria. Such criteria
can be, for instance: product quality, product technology, business aspects (for
example, supplier reputation on the marketplace), etc... BAREMO [16] adapts
AHP to COTS by defining a set of specific criteria and sub-criteria dedicated
to these kind of components. COTSRE [17] proposes to create reusable “criteria
catalogs”. And CAP [18] proposes specific non-functional criteria inspired by
ISO-9126 quality standard [19].

2.2 Limits of These Approaches

The main inconvenience of these processes is their lack of automation. Even if
candidates’ total scores are calculated with an automated formula such as WSM,
local scores scorecj are estimated manually by evaluators for each candidate c.
Coming back to the example of sub-criteria “response time” and “resource con-
sumption”, it is clear that if we want a precise evaluation, it would be much
better to measure them automatically with the help of metrics instead of letting
a user enter arbitrary local scores. Furthermore, even if we limited ourselves to
only one market, or a particular section of a market, we would face more than one
hundred candidates anyway. For instance, the single ComponentSource’s “inter-
net communication” section [8] contains more than 120 candidates. Therefore,
it is important to automate local score measurements as much as possible. It
is not only a matter of precision, but also an efficient way to deal with a huge
amount of information. A high number of candidates becomes quickly fastidious
in the case of a manual evaluation [20].

All local score calculations are not automatable the same way, though. Pre-
selection phase usually uses a small number of general criteria, such as key-
words. In this case, local score calculations are simple, but they can apply to
a large number of candidates. Component search and retrieval techniques [21],
whose goal is to formulate a specific query and then retrieve all the components
matching this query, provide adapted algorithms for this kind of local scores,
for instance, keyword search or facet-based classification [22]. However, during
detailed evaluation phase, there can be many complex criteria, each one concern-
ing a specific property (signature matching, metric value comparison...). In this
case, local score calculations are much more complex because they require the
aggregation of many values of different nature, but they apply to a smaller num-
ber of candidates. Fine-grained comparisons such as signature subtyping [23] fit
this kind of comparison. And non-functional properties, in order to be evaluated,
can be described with techniques such as quality of service contracts [24,25,26]
or COTS-based quality models [27].

The mechanism we propose allows for the automation of these local score
calculations by taking into account the need for flexibility on the criteria detail
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level. The originality of our approach consists in automating COTS selection by
using existing works from other domains. All these techniques cohabitate into a
unique concept: target component.

3 Component Selection

Our selection approach takes place in a component-based software development
context, as defined in [3]. In this context, a component-based application is built
incrementally. When a component is added into the application, it brings its own
constraints. Then, its required interfaces become part of the new requirements
that must be satisfied by the next component to be integrated. Therefore, the
application’s current requirements are dictated, among other things, by compo-
nents currently integrated in it.

We chose to model the application’s requirements by virtual “target” com-
ponents. A target component represents the “ideal” answer for a specific need,
and has to be replaced by the closest “concrete” candidate component. Eval-
uation criteria are components’ functional and non-functional properties. Such
a representation allows the designer to have criteria that are closer to the ap-
plication’s true needs. It also allows for the use of many techniques dedicated
to automatic component search and comparison. However, such a mechanism
implies two problems: i) the choice of a description format for candidate compo-
nents as well as target ones; ii) the definition of a comparison function for such
component descriptions to measure their “similarity”. In this section, we will
successively present the solutions we propose to address these two problems.

3.1 Component Description Format

Nowadays, there is no consensus on component description format. Each mar-
ket has its own way to document its components, often developed from several
different models. For instance, ComponentSource stores ActiveX, JavaBeans or
.NET components. However, all candidates must be compared to a target com-
ponent according to a same description format. Furthermore, this format must
be abstract enough to encompass concepts that are common to most existing
models. This is why we defined our own format dedicated to COTS components.
It is described with a UML model (figure 1), whose elements will be presented
in the following pages.

Architectural artifacts. Three kinds of artifacts have been selected: com-
ponents, interfaces, and operations. Components contain two sets of interfaces
(provided and required), and interfaces are constituted by a set of operations.
This representation is inspired by the standard definition used by many models
such as UML 2.0 [28]. As COTS components are represented as “black-boxes”,
we will not take into account “composite” components.

For each (target) operation, we associate several signatures. It is useful to
anticipate many to improve performance during the search for a specific ser-
vice. A signature S = ParamTypes → ResultT ype details parameters’ types,
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Fig. 1. Description format for COTS components

denoted ParamTypes = (τ1, ..., τn), and the result’s type denoted ResultT ype.
Let us take the example of an operation dedicated to folder creation. It could
have a signature string → void, like the MakeDirectory operation provided
by PowerTCP FTP component, which can be found on the ComponentSource
website. However, another signature for a folder creation operation could be
string → boolean, like for the CreateDirectory operation provided by the FT-
PWizard component, which can be found at the same place.

Information associated to artifacts. Two sets of information are common
to all artifacts: a set of its possible names, and a documentation. The first set
is here because a same artifact can be proposed under several different names.
For example, a download operation can be named Download or GetF ile. This is
the case, respectively, for ComponentSpace’s FTP component and Xceed ’s, both
being available on ComponentSource’s website. The second set of information
represents the artefact’s documentation. Each one of the information elements
included in this documentation is called “typed keywords”. A keyword is typed
because it positions its value in a specific interpretation domain called facet.
For example, a component developed in EJB whose publisher is NBOS Inc. can
be documented with two typed keywords: i) one that will have “Publisher” as
facet, and “NBOS Inc.” as value; ii) one that will have “Technology” as facet,
and “EJB” as value.

It is possible to associate other information to artifacts, in particular behav-
ioral information such as pre- and post-conditions. However, the primary goal of
our approach is to bring a concrete answer to an industrial concern. To do so,
consider the context of COTS component markets such as ComponentSource.
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Unfortunately, in such markets, the documentation of components’ behavior is
very poor. This is why we currently do not address these aspects.

3.2 Non-functional Properties Associated to Artifacts

Each artifact can have a “quality field”, i.e. a set of non-functional properties
(NFP in figure 1). The idea that every architectural artifact can have non-
functional properties is inspired by quality of service description languages such
as QML [24] and QoSCL [26]. A non-functional property represents the result
(resultP ) obtained by measuring the “level” of a quality attribute on an arti-
fact. This measure is made by a metric. Such a structure is inspired by quality
models dedicated to COTS components [27,29]. Such models extend ISO-9126
quality standard [19] by associating quality attributes and metrics to its char-
acteristics and sub-characteristics. We chose metrics to represent and compare
non-functional properites, because contrary to other methods focusing on one
specific property or family of properties [26], metrics seem to be the simplest
evaluation tool for quality in the largest sense.

There are several standards for metrics, such as IEEE 1061-1998 [30], for which
a same quality characteristic or sub-characteristic can be measured by severalmet-
rics, and conversely. However, there is a problem when a same quality attribute is
measured by metrics of a different kind from one quality model to another. Let us
take the example of two different quality models: Bertoa’s and Vallecillo’s model
[29] and CQM [27]. Sometimes, both models associate the same quality attributes
to ISO-9126’s sub-characteristics, but measure them with different metrics. For in-
stance, the Controllability attribute, associated to sub-characteristic Security, is
measured by a percent value in Bertoa’s and Vallecillo’s model, whereas it is mea-
sured by a boolean in CQM. But even though metrics measuring the same attribute
may have the same type, it does not mean they are semantically comparable. And
there are no systematic methods allowing one to compare values obtained for a
same quality attribute with different kinds of metrics. Consequently, we will con-
sider for our description format that one quality attribute can be measured by only
one metric, even though a same metric can measure several quality attributes. We
can use attributes and metrics from one existing quality model. It can either be an
academic one, or one provided by a component market such as ComponentSource.
In any case, it must be the same for all components.

A metric can be numeric or ordinal. This distinction is inspired by the CLAR-
IFI project [31]. The domain of a numeric metric is a subset of real numbers
(integers, percent values...). As the quality models we surveyed do not propose
metrics with negative values, we take as a hypothesis that the domain of a nu-
meric metric is always positive. About the domain of an ordinal metric, it is a
finite and totally ordered set. A numeric metric has a supplementary attribute
called “direction”. This direction allows for the interpretation of a metric’s result.
Available directions are increasing and decreasing. This distinction is inspired
by quality of service contract languages [24,26]. An increasing (resp. decreasing)
direction means that the higher (resp. the lower) the metric’s value, the better
the corresponding quality. For example, an operation’s execution time has a
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decreasing direction. An ordinal metric has one supplement attribute called
“hierarchy”. It gathers and ranks all the metric’s possible values by associating
a key to each one of them. This key, or rank, defines the total order relation on
the metric’s domain. When a value is “better” than another, the first one’s rank
is strictly superior than the second one’s rank in the associated hierarchy. For
example, if an ordinal metric M has {very bad, bad, average, good, excellent} as
a domain, corresponding hierarchy is: Hierarchy(M)=[(0, very bad), (1, bad),
(2, average), (3, good), (4, excellent)].

3.3 Satisfaction Index between Components

Using the same description format given above for candidate and target com-
ponents, we can address the problem of component comparison. In selection
processes and multi-criteria decision making techniques, after total score calcu-
lations are performed, the candidate with the highest total score is selected as
the best one. This is why we chose to define a satisfaction index based on the
same principle. This index allows one to determine how much a candidate com-
ponent fits the target one. That means, how many functional and non-functional
properties this candidate has in common with the target component. First, we
will present the principle and the general formula for this satisfaction index,
before giving the details for some elements of the description format.

General definition. A careful analysis of description format allows us to distin-
guish a hierarchical description. In this format, a component is described by a tree
whose root is a component artifact and child nodes are potentially: Interface,
Documentation, PossibleNames and QualityF ield. Among them, an Interface
node can have the following child nodes: Operation, Documentation,
PossibleNames and QualityF ield. Therefore, the satisfaction index must com-
pare recursively two nodes from different trees by comparing their respective
child nodes pair by pair, then “aggregate” the result of sub-nodes’ comparisons
to measure similarity score. This calculus is the same whatever the nature of the
compared nodes is (as long as they are both of the same nature). Therefore, we
will give a generic description of this calculus independently of their nature.

To each node, we associate a type and a weighting function. For example, a
node can have Interface, Operation or Documentation as a type. Only two
nodes of a same type can be compared, otherwise the satisfaction index between
them will return 0. On the opposite, the maximum value for a satisfaction index
is fixed to 1, which means the candidate element completely fits the target one.
Weighting function Weight(E) allows the designer to associate to each node E
a numeric value called “weight”, which gives its importance compared to other
nodes. General satisfaction index calculus for a target node E0 and a comparable
candidate node E1 is described in figure 2. For each node e0, child of E0, we
measure satisfaction indices with each child node of E1 that is comparable to e0
(respectively, index1, index2 and index3). The best result is the highest satisfac-
tion index among them. This measurement is repeated for all E0’s other child
nodes. Finally, all these best indices, with their corresponding weight, are added
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Fig. 2. Satisfaction index between two elements

to obtain a total satisfaction index between E1 and E0. In order to compare leaf
nodes, we use a specific function to each kind of them.

Formally, the satisfaction index between a candidate element E1 and a target
one E0, denoted Index, is defined as follows:

Index(E1, E0) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

� 0 if Type(E1) �= Type(E0).
� Comp(E1, E0) if E0 is a leaf node.
� Σ({Weight(e0) ∗ MAX({Index(e1, e0) | e1 ∈ E1}) | e0 ∈ E0})
if E0is an inner node.

(1)

Selection is performed by calculating satisfaction indices between each available
candidate component and the target one, then choosing the candidate whose
satisfaction index is the highest one.

Chosen weighting and comparison functions. Now that the general satis-
faction index formula has been defined, we have to detail comparison functions
we have chosen for each type of leaf node (NFPs, sets of possible names, typed
keywords and operation signatures), as well as the weighting function we have
chosen for every type of node.

Comparison function between NFPs: Let A0 be a target artifact, P0 be an NFP
belonging to A0’s quality field, A1 be a candidate artifact having the same type
as A0, and P1 be an NFP belonging to A1’s quality field. P1 is comparable to
P0 only if they measure the same quality attribute. In this case, the metric they
both use will be denoted M . If M is numeric, comparison function will measure
the similarity of P1’s result value with P0’s, with respect to M ’s direction. If M
is ordinal, the comparison function will measure the similarity of P1’s result’s
rank with P0’s result’s rank, with respect to M ’s hierarchy.

Formally, the comparison function between P1 and P0 is defined as follows:

Comp(P1, P0) =

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

� 0 if P1 and P0 do not measure the same quality attribute.
� Compinc(P1, P0) if M is numeric with an increasing direction.
� Compdec(P1, P0) if M is numeric with a decreasing direction.
� Compord(P1, P0) if M is ordinal, and if rank(resultP0) > 0.

� 1 if M is ordinal, and if rank(resultP0) = 0.
(2)
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With:

Compinc(P1, P0) = MIN(
resultP1

resultP0

, 1) (3)

Compdec(P1, P0) = MIN(
resultP0

resultP1

, 1) (4)

Compord(P1, P0) = MIN(
rank(resultP1)
rank(resultP0)

, 1) (5)

Let us suppose that P0 and P1 both measure the “quality level” of a particular
attribute with an ordinal metric whose domain is {very bad, bad, average, good,
excellent}. If P0’s result value is good, its rank is 3. If P1’s result value equals
bad, its rank equals 1 and the comparison function between P1 and P0 gives 1/3.

Comparison function between sets of possible names: For simplicity reasons, we
consider that for one candidate set of possible names N1 and one target set possible
names N0, Comp(N1, N0) equals 1 if one ofN1’s names is contained in N0 (i.e. there
is at least one common element between N1’s values and N0’s), regardless of differ-
ences between uppercases and lowercases. In any other case, Comp(N1, N0)=0.

Comparison function between typed keywords: For a candidate typed keyword
K1 associated to a facet F1 and a target typed keyword K0 associated to a facet
F0, Comp(K1, K0)=1 if F1’s value equals F0’s (unless F0’s value is “”, in this
case facets are not compared) and if K1’s value equals K0’s. In any other case,
Comp(K1, K0)=0.

Comparison function between operation signatures: To automate comparison
between operation signatures, we chose to use signature subtyping, in partic-
ular contravariance and covariance rules [23]. Therefore, we consider that a
candidate signature S1=ParamTypes1 → ResultT ype1 is subtype of a tar-
get signature S0=ParamTypes0 → ResultT ype0 if ParamTypes0 is subtype
of ParamTypes1 and if ResultT ype1 is subtype of ResultT ype0. Consequently,
Comp(S1, S0)=1 if and only if S1 is subtype of S0. Otherwise, Comp(S1, S0)=0.

Let us consider, for example, target signature S0: float → int. If S1 = float →
float, it will be a subtype of S0 and the comparison function will give 1. However,
if S1: boolean → int, the comparison function will give 0.

There are other existing techniques to compare operation signatures, in partic-
ular signature matching as defined by A. Zaremski and J. Wing [32] or S. Sadou
et al. [33,34]. However, all matching rules are not fully automatable, because
they require a collaborative approach.

Weighting function: For every type of node, we will use “weighting by distribu-
tion”. It consists, for the application designer, in giving a percent weight and
sharing the totality of each node’s weight between its direct child nodes, from the
root (the component whose weight is 1) to the leaves. For example, an interface
will share its weight between its set of possible names, its documentation, its
operations and its quality field, so that the sum of all these nodes’ weights will
equal 100% of the interface’s weight. The only exception is the set of possible
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signatures for an operation. As we look for only one correct signature among all
the ones we propose, all of them will count for one. Let us suppose we described a
target operation with three possible signatures and a quality field. If the quality
field takes 40% of the interface’s weight, then each signature will have a weight
equal to 60% of the interface’s weight.

4 Selection in ComponentSource

In this section, we present an experiment conducted on a concrete component
market. This experiment shows practical feasability and interest of an automatic,
multi-level, selection approach. We consider the following context: a designer
needs for her/his application a component dedicated to FTP (File Transfer Pro-
tocol) among all the candidates available in the ComponentSource component
market’s “internet communication” section1. For each candidate we produced a
description in our format. In particular, the quality model we used corresponds
to the non-functional information available on ComponentSource web pages for
each of its components. Then, we tested the selection mechanism on these trans-
lated descriptions, and produced the results presented in this section. Translation
from original components’ descriptions to our description format has been done
using model transformation techniques. Because of article size, this work will
not be presented in this paper, but it will be the subject of a future publication.

4.1 Non-negotiable Requirements

Let us consider the development of a component-based application. Some con-
straints are specific to the development context. They are often imposed and
non-negotiable. For example, if the chosen development tool is Visual Studio,
then the candidate components must have Visual Studio as a compatible con-
tainer2. Therefore, we must filter candidates to keep only the ones that fit these
technological constraints. We can model this filter with our framework. To do
so, we can use this constraint on compatible containers as a property whose
values are either “True” or “False”. Then, we can specify a target component
with an NFP corresponding to the compatibility with the Visual Studio con-
tainer. Therefore, with only one constraint whose value is “True” or “False”, the
possible satisfaction index values are 1 or 0. Only the candidates whose satisfac-
tion index equals 1 will be pre-selected. Thus, only 35 “compatible” candidates
from ComponentSource remain. In the following pages, measurements will be
performed only on these compatible candidates.

4.2 Initial Requirements

The application being in development, its current “concrete” architecture has re-
quirements. That means, the designer needs to find a FTP component that
1 For more information: http://www.componentsource.com/index.html
2 There may be other non-negotiable requirements and filters, but for reasons of sim-

plicity and clarity, we will use only this one as an example.
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Fig. 3. Example of target component

provides operations whose signatures are required by “concrete” components al-
ready included in the architecture. Moreover, the application has security require-
ments, which imposes that the FTP component enables SSL protocol. It corre-
sponds to quality attribute SecuritySSL, measured by an ordinal metric with a
boolean domain (see figure 1). The target component that models all these re-
quirements is shown in figure 3. From a functional point of view, it provides one
interface containing 10 operations. Each one of them is dedicated to a specific FTP
task (folder creation, login, download...), and has a signature imposed by the ap-
plication’s concrete architecture. However, it can have many possible names. From
a non-functional point of view, the target component’s quality field contains a
unique NFP concerning the need of SSL protocol. This NFP represents quality
attribute SecuritySSL with value True. We estimate that the provided interface
takes 70% of the component’s weight, while the quality field takes the remaining
30%. Therefore, provided interface and quality field weights equal respectively 0.7
and 0.3 (see figure 3). We also consider that all 10 operations are of equal impor-
tance, so each one’s weight equals 0.1 in the context of the provided interface. Of
course, this is only an example of possible weighting: other weights can be esti-
mated according to the context of the application.

4.3 Results for Initial Requirements

Satisfaction indices have been measured for each of the 35 candidates on our
tool Substitute3. This tool takes as parameters XML files describing the chosen
3 Because of article size, we cannot give details of Substitute tool. However, inter-

ested readers can download it at the following address: http://www-valoria.univ-
ubs.fr/SE/Substitute/
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Table 1. First satisfaction index measurements

Candidate name Operations NFP SSL Total

IP*Works! SSL v6 .NET 0.73 1.0 0.81
IP*Works! SSL v6 ActiveX/VB 0.73 1.0 0.81
IP*Works! SSL v6 .NET Compact Framework 0.73 1.0 0.81
IP*Works! SSL v6 ASP/.NET 0.73 1.0 0.81
PowerTCP SSL for ActiveX 0.65 1.0 0.75
IP*Works! v6 .NET 0.73 0.0 0.51
IP*Works! v6 ActiveX/VB 0.73 0.0 0.51
IP*Works! v6 .NET Compact Framework 0.73 0.0 0.51
IP*Works! v6 ASP/.NET 0.73 0.0 0.51
PowerTCP FTP for ActiveX 0.65 0.0 0.45
Aspose Network .NET 0.65 0.0 0.45
IP*Works! SSL v6 C++ 0.14 1.0 0.39
SocketTools Secure Visual Edition 0.12 1.0 0.38
SocketTools Secure .NET Edition 0.12 1.0 0.38
Xceed FTP Library 0.52 0.0 0.36

quality model and the set of all the component descriptions that will be used
(the target component, and candidate ones). For target components, only needed
properties are specified and weighted. Properties that are not specified take
implicitly a null weight in our calculus. Once all XML component descriptions
are loaded, Substitute returns satisfaction indices between each candidate of the
library and the target component. Not only global indices, but also local ones
for child nodes (interfaces, operations, NFPs...).

Table 1 shows the measurements for the 15 best candidates. First, there are
5 secure (SSL) and 4 non-secure (without SSL) versions of a FTP component
provided by the IP*Works! component suite. These different versions are identi-
fied according to their language (C++), their framework (.NET, ActiveX) or the
context they were developed for. For example, the .NET Compact Framework
is made specifically for mobile phones, while the ASP/.NET version is better
suited for Web applications. Then, there are the secure and non-secure ActiveX
versions of a FTP component provided by PowerTCP component suite. There
are also other FTP components provided by component suites Aspose Network,
SocketTools and Xceed. At first, we ignored the candidates’ development context.
However, the first four candidates all have the same satisfaction index. The rea-
son is that they all represent the same secure FTP component, but for different
development contexts (ActiveX, .NEt...). Thus, they provide the same opera-
tions with the same signature. Then, we must consider a precise context, such
as the development of a client/server application based on ActiveX. In order to
choose between the remaining candidates, a more in-depth analysis of them is
necessary.
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Table 2. New satisfaction index measurements

Candidate name Operations NFP SSL NFP TD Total

IP*Works! SSL v6 ActiveX/VB 0.73 1.0 1.0 0.81
PowerTCP SSL for ActiveX 0.65 1.0 1.0 0.75
IP*Works! v6 ActiveX/VB 0.73 0.0 1.0 0.61
PowerTCP for ActiveX 0.65 0.0 1.0 0.55
Xceed FTP Library 0.52 0.0 0.88 0.45

4.4 Requirement Evolution

By focusing on a precise development context, thus removing the versions of a
same component made for a different context, further exploration becomes con-
ceivable on a remaining candidate. Thus, we can notice they have some properties
which were not considered first, but may be very interesting. A good example of
such unexpected properties is the tests performed on these components before
they were brought to the market. As the application has security requirements,
it would be better if the candidates were tested before being integrated. In-
deed, ComponentSource provides for each component some information about
the tests performed on it: installation test, uninstall test, antivirus scan, sample
code review, etc... Therefore, it would be interesting to check the “test degree”
of each candidate, i.e. the number of tests, among the eight ones recognized by
ComponentSource, which were performed on it.

This new requirement leads to a modification of the target component. Its
quality field now contains a new NFP representing test degree and asking for
the maximal value, 8. Provided interface and quality field weight do not change.
However, inside the quality field, the weight of NFP representing SSL enabling
must decrease a bit. It will equal 0.665 (two thirds of the quality field’s weight),
while the new NFP representing test degree will take the remaining 0.335.

4.5 Results for New Requirements

Satisfaction indices for the remaining candidates (i.e. those that are developed
for ActiveX) have been calculated with Substitute. Table 2 shows the new mea-
surements of satisfaction indices for the five best candidates. The new column,
NFP TD, shows the results for NFP representing test degree. All the tests recog-
nized by ComponentSource were performed on the IP*Works! and PowerTCP
components in their secure and non-secure versions (index for NFP TD equals 1).
The last candidate did not pass some of these tests, which decrease its satisfac-
tion index. Finally, it seems obvious that, for the specified requirements, secure
ActiveX/VB version of IP*Works! FTP component is the best candidate.

Usually, when we try to select the “best” candidate for an application’s current
requirements, we are limited by our initial knowledge. With a way to navigate
through the library, it is possible to discover properties offered by the components
which we did not originally think about. This is typically one of the trade-offs
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predicted by L. Brownsword et al. [5] between requirement specification and
COTS selection. Our easy-to-use way to specify requirements and select good
candidates makes this navigation possible.

5 Conclusion and Future Work

We proposed an approach that allows us to automate the component evaluation
phase, including: i) a description format for COTS components’ functional and
non-functional properties; ii) a satisfaction index that measures the similarity
level between a candidate component and a target one. This approach has been
validated on ComponentSource component market with the help of a tool that
measures local and global satisfaction indices for a whole library of candidate
components. This study showed that an automated comparison improves the
performance of selection process. It also showed the importance of weighting.

Such an automated mechanism is adapted to an incremental construction of
a component-based software, because “back-tracking” is possible. Each target
component’s specification depends on the components already integrated into
the application. So if the situation is blocking (i.e. there is no candidate that
can satisfy current target component), we can go back to previous ones and
choose other candidates for them. It will lead to modified requirements, which
may be better satisfied by candidates.

This paper follows and improves a previous work [35,36], whose goal was to
find how a component could substitute another one. At that time, we considered
no particular context. Since then, we adapted and improved our framework by
considering an industrial problem, such as selection in COTS markets. Therefore,
the work we present in this paper is better suited to a concrete component-based
development context. Considering this context, our description format is inspired
by what we do (and do not) find in documentation provided by COTS publishers.
For this reason, we have not yet dealt with some component properties, partic-
ularly behavioral ones. Because of the importance of these aspects, we plan to
take them into account in future versions of our framework. However, in order
to achieve this goal, these properties should be documented more explicitly in
component markets.
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